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Abstract. Grid computing is a concept usually associated with institution-driven
networks assembled with a clear purpose, namely to address complex calcula-
tion problems or when heterogeneity and users’ geographical dispersion is a key
factor. However, regular home users willing to take advantage of distributed pro-
cessing cannot regard this a viable option. Even if Grid access was open to the
general public, a home user would not be able to express task decomposition
without clearly understanding the program internals.
In this work, distributed computation, and cycle-sharing in particular, are ad-
dressed in a different manner. Users share idle resources with other users provided
that such resources (namely, CPU cycles) are mostly employed to execute already
installed applications (e.g., popular commodity applications targeting video com-
pression/transcoding, image processing, ray tracing). Users need not to modify
an application they already use and trust. Instead, they require only access to
an available format description of the application input/output, in order to allow
transparent and automatic decomposition of a job in smaller tasks that may be
distributed and executed in cycle-sharing machines.

1 Introduction

In this day and age, a quick observation that can be made about personal computers
is that they are either inactive or active with a very small load; this means that most
CPU cycles (and the energy spent in them) are wasted without any relevant operation
being done. Along with the Internet growing, in recent years several applications have
appeared that try to leverage this wasted cycles in useful processing of CPU-intensive
applications (the most known being the SETI@Home). However most of these projects
have a limited scope in how the Grid resources can be used. In most cycle sharing
projects users can only share their resources and are not allowed to run their applica-
tions. In such cases, users are motivated to give their CPU time when there is monetary
compensation involved (Plura) or, still more frequently, the project’s purpose is the Hu-
manity’s greater good (e.g., Folding@Home, Seti@Home).

An increasing number of home users makes use of commodity (or off-the-shelf )
applications that are CPU-intensive and whose performance could be improved if exe-
cuted in a parallelized manner (namely, for distributed execution employing other users’
idle CPU cycles). More so, they tend to form communities around portals exchanging
applications and techniques, and sometimes data (e.g., 3D models). Examples include
applications such as those to render photo-realistic images and animations using ray
tracing, video transcoding for format conversion, batch picture processing for photo
enhancement, face detection and identification, among others (many of them free or



shareware, and widely available and deployed). While most home users will not have
access to Grid or cluster infrastructures, they may be able to access some P2P cycle-
sharing or utility computing infrastructure (e.g., Amazon EC2).

Independently of the access to parallel execution infrastructures, most of the users
are unable to parallelize applications due to one or more of the following reasons: i)
applications are distributed in binary form designed for local execution only, ii) unwill-
ingness to execute applications parallelized (i.e., modified) by others than the publish-
ers, and iii) even when source code is available and free, most users lack the necessary
coding skills. Thus, to most users, the only available option for parallel execution in dis-
tributed scenarios, while employing the unmodified applications users are acquainted
to, is through transparent application adaptation.

This work acts upon the aforementioned restrictions: the users either i) do not have
access to the application source code, or ii) do not have the knowledge or time to study it
in order parallelize it, or iii) do not trust third-parties other than the publishers to modify
the application. Since the application will remain unmodified, its adaptation can be per-
formed in only two ways: i) binary code rewriting which actually modifies application
code during run-time, and is complex to do for every application (in essence, inject-
ing parallelized code designed previously), or ii) transparent partition of the input data,
adaptation of application parameters and input, and finally regrouping and adaptation
of the results.

The fraction(s) of input to provide each task with, as well as how the partial outputs
are aggregated, is determined by instructing the middleware with XML-based format
and application descriptors that indicate how to process, partition and aggregate the
files. These descriptors can be written by a user, application provider, derived from for-
mat syntax; once made available, they can be reused by anyone else. A great advantage
of working with smaller inputs occurs when the original file is large and the tasks are
deployed to other nodes connected through lower bandwidth links (as is the case with
some home users in P2P scenarios).

The rest of this paper is organized as follows. In the next section, we address
work related to ours along with a brief comparative analysis. In Section 3 we describe
the middleware architecture to perform application adaptation for execution in cycle-
sharing infrastructures, and its main implementation details and results in Section 4. In
Section 5, we close the paper with some conclusions and future work.

2 Related work

In the cluster and grid arena, schedulers (such as Condor [1]) are employed to handle
the deployment of jobs on the available hosts with different quality of service by min-
imizing total execution time or taking advantage of processors’ idle time. Ourgrid [2]
aims to allow any user to run Bag-of-Tasks applications over a Grid of federated clus-
ters. Applications are executed over a sandbox and fair resource usage is handled with
a network of favors that rewards users according to their contribution to the Grid. Inte-
Grade [3] has similar goals but works on a client-server model where each job must be
routed through the cluster server to other peers. It also allows for MPI application exe-
cution over a checkpoint system for handling incomplete jobs. Both these projects have



failed to reach major acceptance since there is yet to be ported any useful application
to work on top of this grid infrastructures. To ease the interaction with grid scheduler
there have been specialized developments targeting user interfaces for tasks creation
(e.g., Ganga [4]). These tools allow the easy creation of parameter sweep jobs, where
each task processes part of a input domain. The partition of parameters intervals, as
well as the assignment of different files to different tasks are possible, but the splitting
of large data files into smaller data units is impossible (let alone ensuring the seman-
tically coherency of the partitions) . Another approach, APST-DV [5] describes a case
study regarding MPEG4 encoding on clusters which has also explores input division
techniques, resorting to external programs to do the file splitting/merging. Developing
such applications for other data formats and applications would require more program-
ming effort, albeit somewhat redundant, that most users will not be able to develop.

BOINC is a middleware and infrastructure for developing distributed computing
applications allowing the execution of lengthy Bag-of-Tasks problems over the internet
on donated spare computing cycles. However, users are not allowed to execute their
own applications, being restricted solely as cycle donors. In distributed computing en-
vironments, the data partition is usually a separate and custom built step. In BOINC,
when tasks are being created, the input data must be already partitioned. The project
owner is responsible for the development of the code to create the tasks, and for the
development of the data splitting code. In nuBOINC [6], users are allowed to submit
new tasks that are executed with commodity applications. Users are also able to interac-
tively define the parameters passed to each task. There have been a number of proposed
P2P cycle-sharing infrastructures. Most of them address the execution of complete jobs
at a single node and do not attempt to perform or otherwise automatic input data split-
ting. In CCOF [7], the application load is distributed by the Wave Scheduler which
organizes the resources by geographic regions in order to take advantage of night pe-
riods which usually have less activity and, although a generic P2P infrastructure like
ours is suggested, no programming model is available yet. The earlier work described
in [8] introduces the notion of gridlet as a semantics-aware unit of workload division
and computational offload. In this paper, the authors describe a complete architecture
able to parallelize lengthy jobs that execute commodity applications, along with its im-
plementation and performance evaluation.

3 Middleware Architecture

In this section we describe the main aspects of the proposed middleware architecture,
named Ginger. We address: i) the general network and system architecture, ii) applica-
tion adaptation with file partition and aggregation, and iii) task creation.

Network and System Architecture: Figure 1 depicts a global view of the network
and system architecture of Ginger, using a layered approach, featuring applications,
gridlets (i.e., tasks, inputs and results), and the networked cycle-sharing infrastructure
providing computational resources. At the top, there are unmodified commodity CPU-
intensive applications executed (usually locally) by users. Pictured examples portray
image and video rendering and processing, as well as applications usually employed
in Grid scenarios to perform calculus, simulation and modeling related to chemistry,



Fig. 1. Ginger network and system architecture

biology, economics and statistics. The two LEGO cars represent the input and output
of an hypothetical CPU-intensive application that processes data in a complex format
(e.g., MPEG4 transcoding).

In the middle layer, the LEGO blocks colored yellow represent parallel tasks, each
with its associated partition of the input data. These tasks are automatically created by
the middleware after determining and analyzing the application being invoked (e.g., by
its command line), its parameters, and the input file(s) provided. Each task is carried out
by executing the intended application at one of the nodes of the cycle-sharing infras-
tructure. This way, parallelism is extracted not by analyzing application code (assumed
to be binary and opaque) but rather by identifying sections or blocks of the input file(s)
that could be processed independently, and therefore, in parallel manner. Nonetheless,
since the applications are not modified, the partition of the input data fed to each task
must also be adapted by the middleware in order to appear as a properly formatted input
file (this involves header analysis and structure manipulation).

The lower layer illustrates an example cycle-sharing infrastructure where nodes
communicate among themselves to discover available resources and installed appli-
cations. Each node receiving a gridlet, executes the intended unmodified application
locally (possibly over a virtual machine or embedded in a virtual appliance) with the
transformed input partition assigned to its task, and also with possibly adapted parame-
ters. The middle layer also depicts LEGO blocks colored red that represent the results of
the execution of parallel tasks. These results need to be aggregated by the middleware
into a complete output file according to format description and application semantics
(this involves header reconstruction and structure manipulation) and provided to the
user. The result file should have no relevant differences (w.r.t. application semantics)
from one that would have been produced by a local, serial execution. LEGO blocks
representing gridlets have different sizes in order to depict tasks with different costs
(CPU, bandwidth, memory) associated to their execution (both estimated and deter-
mined after execution). Such costs estimates and measurements can be used to drive
resource discovery and a possible reputation/accountancy mechanism.

Application Adaptation: At the moment, Ginger must be explicitly invoked through
the command line before the application (e.g., ffmpeg) that is being adapted (in prac-



tice, this can easily be circumvented by using a customized command shell). Next the
application (its name) is analyzed in order to discover which are its inputs and outputs,
and what are its arguments and if other requirements are met. These properties are read
from a XML application descriptor (described in [9] due to space limitations). This
avoids rewriting custom tools for each application, improving middleware extensibility.

The next step consists in parsing the file and constructing an auxiliary tree for sub-
sequent transformation. The parsing is done according to a XML format descriptor
which includes a grammar that accepts any file of this format, as well as the operations
required to properly split (partition) and merge (aggregate) files of this format. This
includes all the necessary header analysis and reconstruction, patching and structural
modifications (e.g., moving blocks across the file).

Tree Manipulation: During input partitioning, the tree being manipulated is gener-
ated from the input file, while at result aggregation, the tree is generated starting from
one of the, possibly many, output files. The transformation operations can be found
along with the format descriptor and consist in sequences of CRUD operations (create,
insert, update and delete tree nodes before, after, or between specified elements or to-
kens). After being transformed, the tree is serialized to file and encapsulated inside the
respective gridlet, along with its ID, the application descriptor and other required files,
and finally sent to the peer that has been allocated to handle this task. After receiving
all the replies the process is reverted. The output files are each one converted to a tree
representation and sent to a transformer, to be aggregated in the final output file.

Again, the merging (aggregation) operations are taken from the format descriptor
which also tells the transformer how the final document should look like before the
merging starts. Available options include: i) start from an empty output file, ii) start
with the result created from the response to the first request, or iii) start with the result
created from the response that arrived first. For example, in the case of an AVI with an
MPEG movie, since the important headers should be the same on every response, we
choose to start the final result tree from the first response that arrives. With the final
result tree completely built, it is now simply a matter of serializing/reassembling the
tree back into a file form and the file manipulation process is complete. This is done
incrementally on disk by the middleware. There is no need to hold all the output files
on memory simultaneously in order to aggregate them. Only the result tree is preferably
maintained in memory for better performance.

Task Creation: Before executing the splitting operations, the transformer asks the
Gridlet Manager (GM) for a list of empty gridlets that will contain the smaller tasks
(computational wise) including in this request, if required, the maximum number of
tasks that can be created from this particular job. The GM first consults with the appli-
cation descriptor in order to rate the total cost of each task. The cost is a vector:
< CPU, I/O, UpBW,DownBW > with CPU + I/O = 1; UpBW, DownBW in KB

Knowing this cost, the GM makes a best case scenario choosing the peers which
minimize the processing time according to this task cost vector and tries to allocate a
time slot for this task on each of them. Whether the peer allows or denies the allocation,
it returns the maximum time that it is willing to concede to this client. This way, if
any peer denies the allocation, the GM can either partition the whole task again or
partition only the job which failed the allocation. The lower-level resource discovery



Fig. 2. Gridlet Manager

mechanism informing the GM of suitable peers with available resources and the desired
applications/virtual appliances set up is out of the scope of this paper.

After having the allocation done, the GM creates N empty gridlets where N is the
number of tasks created to handle this job, specifying in each one its offset and size
relative to the overall job. Then, for each gridlet, the input tree is copied and the trans-
former runs the splitting operations over this tree, referring the current and next block
variables so that the splitter knows what nodes to add/remove/change. In binary for-
mats, there are usually variable-sized blocks, with previous blocks holding the actual
size of the next block. To avoid having to write updates every time an add/remove is
done on the variable block, we allow for a data node to listen for changes on other data
nodes or elements in the tree and, whenever there is an update on the node, the value of
the listening node is automatically updated according with an XPath expression.

4 Implementation Issues and Evaluation

Figure 2 illustrates the implementation of the main components of Ginger (implemented
in Java). The Saxon XPath engine was used to read and process XML configuration
files. Communication between remote components uses both Java RMI (for gridlet ex-
change over LAN or to virtual appliances running in utility computing infrastructures)
and FreePastry (for gridlet exchange over peer-to-peer cycle-sharing overlay).

The Ginger Client interacts with the user, allowing him to specify the file to be
processed, the application to be used, and its parameters. Ginger Workers execute
on the remote computers and, after receiving all the information about the tasks to
be executed (file to be processed and task parameters), execute the intended applica-
tion. The Receiver and Sender modules are responsible for communication with the
Gridlet Manager. These modules interact with their corresponding Worker Handler.
The Job Handler Thread Pool guarantees that, depending on the number of available
CPU/cores available, the optimal number of concurrent applications is executed and
that all pending gridlets are executed.

The Gridlet Manager receives the information about the jobs to be executed, and
creates the necessary gridlets, storing the information about each job on the correspond-
ing GingerHandler. The partitioning is performed by the Partition module taking into
account the input files and the descriptors in a XML file. This module creates a tree



representing the file, and taking into account the corresponding XML file partition de-
scriptor, splits the original tree in several coherent branches. For each produced tree, a
gridlet input file is created. After receiving the result, the Worker Handler feeds the
resulting file to the Aggregation module to create the complete result file.

Evaluation: As a preliminary evaluation (further results in [9]), we address video
transcoding job (using the ffmpeg application) which is not only a CPU-bound process
but also relatively I/O intensive, accepting and producing usually large inputs/outputs.
We use the AVI format (a complex format with an intricate internal structure) to con-
tain our video and the partitioning is done on keyframes which are independent frames
(i.e., not represented as differences from previous or successor frames), so we can
safely assume that they are good splitting points. We performed the following 2 tests:
i) Transcoding of a 44.4MB xvid video to the h263+ codec, and ii) Transcoding of a
7MB h264 video to the h263+ codec. To exemplify the computers that would serve as
peers providing resources to execute jobs, both in a cycle-sharing infrastructure as well
as on a Grid scenario, we executed the applications on machines with the following
characteristics: I) Laptop: Intel Core 2 Duo 2.0GHz, 2GB RAM, 7200RPM disk (main
user machine), II) Desktop: AMD 2.2 GHz single-processor, 1GB RAM (Local Net-
work), III) VM allocated in Department cluster (Sigma): Dual Opteron 2.4GHz, AFS
(Internet).

Regarding the qualitative evaluation of the Ginger middleware architecture, the
main result is that the validity and generality of the approach used have been confirmed.
In fact, users are able to execute unmodified applications as they are used to, and they
are transparently adapted by the middleware that is able to decompose the submitted
job in several gridlets to be executed in remote nodes. The applications executed are
oblivious of the fact that they are being adapted in order to process only a fraction of
the work to carry out the submitted job (see [9]).

To get representative results these tests were done over 5 different configurations
with gridlet load distribution (Sigma, Desktop, Laptop) varying in each of them, as
follows: I) (1/3, 1/3, 1/3); II) (2/3, 1/3, 0); III) (1/2, 1/2, 0); IV (1/3, 2/3, 0), and V)
(0, 0, 1). The results are shown in Figure 3. Note that in the results for configurations
I-IV, the overall processing and response times are taken from the gridlet that takes
the longest time to produce its result and that may depend on network latency (many
of the results would be already available before that moment and the file could have
been previewed in a media player). Our transformer is not yet optimized; partitioning
and tree creation have delay. Additional latency is caused by gridlet transfer to remote

Fig. 3. Execution time of video compression (44.4MB file on the left, 7MB file on the right)



peers, and AFS versus a local disk. Nonetheless, users are able to transparently leverage
available remote cycles to execute several jobs in parallel.

5 Conclusions

Open grids are not a new concept, but adapting existing applications without requir-
ing modifying them and, instead, explore the opportunity to perform adaptation on the
inputs and outputs, is indeed a novel approach. In this paper we propose a new mid-
dleware architecture (Ginger), able to parallelize the execution of unmodified commod-
ity CPU-intensive applications (e.g., video compression/transcoding, image processing,
ray tracing) on distributed cycle-sharing scenarios. Thus, users need not to modify an
application they already use and trust. Applications are transparently adapted via mid-
dleware driven by format descriptions of the application input/output. Adaptation deals
solely with input and output data formats, as well as application parameters. Thus, pop-
ular commodity applications, such as ffmpeg can be transparently adapted to execute
several tasks in parallel over a distributed environment, allowing users to execute jobs
remotely, in parallel fashion, without the need to modify applications’ source or binary
code.
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