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Abstract. This paper explores howmicrogesturesan allow us to execué a
secondary task,for example controlling nobile applications, without
interrupting the manual primary tasfor instance driving a car.In order to
design microgestures iteratively, we interviewed spaated physiotherapists
while asking them to usesk relatedorops such as a steering wheal,cash
card , and a pen for simulating driving a car, an ATM scenario, and a drawing
task The primary objective here is to define microgestures thatasdy
performable withoutnterrupting or interfering the primary task. Usiagpert
interviews,we ceveloped a taxonomipat classifes these gestures according to
their task context. We also assessed the ergonamitattentionalattributes
that influence the feasibility and task suitability of microinteractions, and
evaluated theirlevel of resourcesrequired. Accordingly, we defined 21
microgestures thaallow performing microinteractions withina manual, dual
task context.Our taxonomyposesa basis for designing microinteraction
techniques.

Keywords: gestures, microinteractiondyalttask, multitaskinterruption.

1 Introduction

Humancomputer interactions are to a great extent defined by hardware design
as thesize limitations andhe interconnections of the hardware components. For
instance, the size of current smart phones is mainly detedntig the screen size
necessary for watching multimediantent or browsing the internet.

Novel concepts of interaction design and HCI research tend to split the interface
into specialized components, especially for separating the hardatrprocessebd
user input [5, 8, and 15For example, Loclair [Buses a depth camera for tracking
pinch gesturesHarrison [5] measures body transmitted acoustic signals that are
generated by tapping a finger against other fingers or the faraathBaponas [1%
using EMG to recognize finger pressure and finger thheseworks focus on the
input and sensing techniques for trackihngnd gesturedor microinteractions.



Microinteractions, defined by Ashbrook as shirte interruptions of primary tasks
[1], can hae huge benefi in allowing mobile application control in parallel to
ongoing primary tasks and could significantly expand the set of tasks we could
perform onthe-go. Chewar [2 defined secondary tasks as those which can take place
concurrently with therimary task. However, there is a research gap in investigating
microinteractions from th&askdriven perspectiveand from the human point of view
[17].

We understand microinteracti®ras interactionsthat are taskdriven and goal
oriented, and which maynclude system feedback. They can be evaluated with
traditional usability metricsuch aseffectiveness, efficiency and user satisfaction. In
contrast, microgestures are actual physical movements, e.g. of fingers, which are
recognised by the system, andesd the system reacts upon. Microgestures are part
of microinteractionsWithin the related work of microinteractions, the main focus is
on shoritime manual motor interruption®©r on manual synchronous tasks. We
investigate microinteractions that can performed synchronously. Thedtentional
resources then have to be used alternately or in parallel.

This paper exploreand identifies micrgesturesand finger movementthat are
performableand does not drawignificant attentioraway fromthe primarymanual
taskwhich is to be done in parallel. In deciding thanual primary task, wiecused
on manual grasp researtttat is done in the rehabilitati@nd medical scienceas

Feix [4] developed arasptaxonomy that compared bfasptaxonomiedased on
92 yearsof human hand’s researcHe identified 33 different human natural grasps
and classified them into 3 main types: palm, pad, and side. We abstthisted
taxonomy and related it to our research interest: microgestures performed alongside
manual taks (see Table 1). The left three columns of the table sttwvoriginal
main grasp types dfeix’ taxonomy and describ@ne specific example for each type.
The right column shows which free movement potentials we identifiedthir
taxonomy’smain grasgypes. For investigating microinteractions that are meant to be
executable alongside manual taslk have chosen 3 exemplary tasks: each one is
using onegraspof one main group oFeix’ taxonomy. Thus, we aim for ensuring
research results that are stédato a wide range of manual activities

Primary taskssuch as driving a car or holding objeads not need our complete
cognitive attentiomor are all fingers strictly involved in these processes. This allows
for performing a second task at the saimeet This task can be related to a different
context like answering the phone while driving a calternatively, controlling
mobile applicatios by microinteractionscould also offer the opportunity tapply
subtasks throughddng augmented function tdé¢ primary task without interruph.

For instancethe input for many mobile applications in the automotive context, such
as setting up the navigation system, controlling the music player, or opening and
shutting the car windows, could be realized by oiitteractions that are performable
without releasing the steering wheel and therefore not interruphémeial effort of
theprimary task.



Table 1. Microgesture optionduring ongoing manual tasks: Analysis Bix’s grasp types:
Palm, Pad, ad Side, into which all human grasps can be categorkieders are counted

starting from the thumb

Grasp type Description

(Feix [4) (Feix [4])

Involved hand-parts Potentially
(Feix [4) still movable
hand-parts

PALM

(e.g. Steering a
car)

Low power grasp performedParticular
by  2-directional  force fingers and
between palm (finger -8) thumb

and allucted thumb

Medium wrap
PAD 2-directional force betwee Finger  3-5:
abduced thumb and indexmiddle, ring,

(e.g. Inserting a finger and little finger
cash card into

an ATM)

Precision grasp
SIDE 2-directional force between: Ring, little
a) added thumb and middlefinger

( €.g. Drawing finger while index finger

with a stylus on stabilizes or Stabilizer:

a graphic b) thumb and index fingerindex finger or
tablet) while  middle  finger middle finger

stabilization

Dynamic tripod

For the palmgraspfor example we have chosen driving a car as primary task that
allows microgesture commands such as tipping or dragging at the steering wheel (see

Fig.1).
T A
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Fig. 1. Performablemicrogestures while steering a car with a palm gr&3Spping fingers on
the wheel or dragging it with the thumb.

In contrast to the chance of enriching the primary task conceptually by allowing a
secondaryaskto be performedimultaneously; there is a risk that the performance of



the primary as well as of the secondary tasght decreaseshecause oéttentional
deficit. [3, 20]

2 Related Work

We relate our work to research that is investigating microinierecperformed by
hand gesture We focus on the effect of multitasking on motor attentionalefforts,

on gesturébased interaction techniques as well as on wearable gesture tracking
systems that do not limit the hand skills like data gloves do bycimglihe touch
sensitivity of the hand.

Within the humarfactors related research, multitasking is investigated focusing on
task interruptions andttentionalissues of both: the primary and the secondary task.
While Wexelblat [B] and Quek [B] claim thatgestures are not natural for computer
interactions because they only represent a small part of human communication,
Karam [7] suggests that this “small part” is potentially well matched to secondary
interactions. McCrickard 9] investigated the effects ddistraction and recovery
caused to a primary task (editing a text document) by a secondary task interruption,
which was a notification for receivinghdnstant message. For the specific case of
duakttaskmicrointeractions, there is a gap of research ahout to design duahsk
scenarios and how to select microgestures. For keeping the performance stable, there
are two strategies: alternating two tasks or performing them in paréhé is
possible if at least one task can be performed with a certzh dé automation and
therefore requiring limited attention.

Wickens’ Multiple Resource Theory (MRT) Model describes that actions can
be donein parallel ifat least one has reached an automated level through learning
[20]. Based on Wickens’ Multiple &ources Theory2[)], Oulasvirta [2] developed
the Recourse Competition Framework (RCF). He is investigating cognitive resources
when users are on the move. Oulasvirta explains that the resources are partly reserved
for passively monitoring and reacting tontexts and events, and partly for actively
constructing them. This model suggests that the resources for competitive task
interactions alternate through bre@akdown the primary fluent interaction for up to
four seconds.

Another research field that ©oerrs about microinteractions and their trackability
and classification is computer science. Computer vision based gesture tracking for
identifying pinch gestures has been investigated by LocBirfardy [18] tracks
finger flexion with a camera intege in a wrist band. Howard [6] uses optical
detectors (that are also integrated in a wrist band) for measuring LED light that is
reflected by the fingers. Harrison [5], Saponds,[And Rekimoto [4] measuréhand
gesturs using body transmitted signalssuch as acoustic signals, EMG, and
electrodes that display forearm movements by capacitive sensing.

So far, several multitasking scenarios and interaction technigues have been
explored and tracking technologies for microinteractions have been develgped an
evaluated. But there is still a research gap in classifying microinteractions regarding
their ergonomic duaask potential. We investigate which microgestures might be
best suited when applying secondary tasks in addition to certain exemplary primary



tasks. Therefore we aito developa taxonomy based on fundamental ergonomic and
anatomic hand researct].[ Our taxonomycan serveasa basis for developing novel
microinteractiorbased interfaces.

3 Method

The goal of our study wae generag taxonomy ér microinteractions by listing and
evaluating all microgesturgbat areperformable alongside the magnasptypes. The
taxonomy aims talevelopa generahandgesture set as well as to display ergonomic
issuesrelated tohand gesture performance, the aessaryattention to perform the
gestures and the risk that the gesture is performedntentionally as a natural
movementandthereforewould be misinterpreted as an input command.

A common method for defining gestures in the HCI field is to involvesusethe
design procesf21]. To create a gesture set that already contains gestures of good
feasibility and to generate valid data about how the majority of the users will be able
to perform these gestures while continuing a manual task, we decidedoteeinv
experts, who know about the motor abilities and limitations of the majority of the
users. Therefore wénterviewed one sports therapistand three physiotherapists
separately and asked them to eval@atesture saising props (see Fig. 2¢garding
ergonomic and scenarielatedaspectsas well as to find more gestures that might
suit the use case.

Fig. 2 The prticipans aretesting the feasibility ohand gestuwhile (1) holding a steering
wheel (2) targeting a cash card, and (3) drawing witlen.

We interviewed the experts separately in two sessions (see Rige 3}arted the first
sessiorwith a prepared set oflthand gesturesvhich were graphically presented to
be evaluated by the experts. This initial gesture set consistsvefpalmgestures,

two padgestures, andtwo sidegestures which were already used within
microinteraction research projects [1, 58614, 15, 18]. For each gesture, we asked
the experts to evaluating its performance ability by answering the following
guegions:



Feasibility. How easy is the hand gesture performable regarding ergonomic aspects
when it is done eyefsee?

Limitations Which ergonomic aspects limit the hand gesture performance?
Attention Doesthe pure gestur@erformance require lowmedium, o high attentiof?

Risk of confusion with natural movemer@suld the gesture be randomly performed
during the task

Fig. 3. Experiment walk through: We interviewed the experts separately in two sessions. The
first started with a prelefined gesture setyhich the experts evaluated and completed using
props. An open questionnaire completed the first session. Within the second session, the new
collected gestures were evaluated by the experts by walking through the use cases with help of
props again. The selt was a completed and evaluated gesture set that shows feasible hand
gestures that can be performed while continuing a graspd task

For evaluating thalifferent performance parameters in phasg dnd 57, we used
different scale ranges: For theagtbility, we asked them to distinguish between easy
(+) and hard+). The required attentiowasvalued at“low”, if the gesture execution
waseadly performable without influencing thmaintask performance. The valuas
“medium”, if the gesture execot requirel some of thattentionawayfrom themain
task. The valuavas“high” if executing the gesture needl visual attention or if the
main task might be interruptedVithin the evaluation sectionwe took notes of the



verbal commentsWithin the cretion section, we toolphotos and drew sketches of
the gestures the experts were performing.

After all evaluations of given gestures in one session, we asked the experts within
the creation section to describe and perform further gestures that suit tifec spe
context. We took pictures of these new identified gestures and added them as a
graphical presentation to the gesture set for the next interview session.

The first sessions finished with an open interview about the expgetseral
opinion about thédea to support a manual main task through microinteractions

4 Results

The outcome of our iterative interviews was a list &f ékpert evaluated micro
gestures17 palm, 2 pad, and 2 sidgesturesas shown in figure 4 and described in
greater detaiin table 2

Fig. 4. The experdefined and evaluated hand gesture Beé experts found 17 gesture types

for the driving scenario (A). The card targeting scenario (B) and the stylus scenario (C) just
contain 2 gesture types each. Most gesture typee beveral sutypes by performing them

with different fingers (index, middle, ring, and little finger). Moreover the same gesture results
in a different sullype (e.g. touch, tab, or press), if it is performed with different acceleration or
duration (sedable 2).

The very similarevaluationdataof the different interviewsregarding the valuation of

the microgesture’s required motor and attentional efadldwed for comparing and
concluding the results into one single table (see Table 2). The opimensllected
during the interviews are subjective expert arguments. In case there were different
opinions about the feasibility @ttentionalefforts of amicrogesture, we chose the
more negative ones in order to exclude the less feasible gestures fitwer fu
examination, and to make sure that the taxonomy will work for a large number of
users. In the following, the results in Table 2 will be described in detail.

Arguments for valuing ergonomic issuesre classified irsubclusters feasibility
argumentsthat described why some gestures were hard or impossible to perform
(limitations because of the shape of the grasped object or because of the anatomy of
human hand We identified arguments which descidbd®w well the primary and the
secondary tasKit together into asituation with simultaneouly performed tasls.

Within this categorywe asked in particular for two aspecttentionand risk of
confusion Theattention concerningomments describe if the in parallel performance



of certain gestures reqes high or lowattention Therisk of confusioncomments
value the risk that a gesture is performed randomly as natural gestamyement

4.1 Feasibility and limitations

We asked the expert® showus feasiblehand gestures.In some casescertain
gestures have circumstandependant feasibility. For instancthe feasibility of
touching, pressing, and tapping the fingers on the thumb while holding a steering
wheel is dependanndhe finger length and the wheel diamedte Fig. 5).

Fig. 5. shows the feasibility othe third gesture of table 1h& thumb can be tapped easily with
the middle(2) andthering finger (3) while holding asteering wheel. But depending time
wheel diameter tapping the thumb with the ind&x or thelittle finger (4) can be difficult,
especially for people with small hands.

There are mainly two classes of limitations in regard to the feasibility of
microgestures. On one hand, the limitation is related to the physical objects that are
to be grasped, for example, theesof the diameter of a steering wheel. On the other
hand, feasibility is also limited by biomechanics, for example, it is difficult to move
one finger without slightly moving its neighboring fingers as well.

There was a significant difference in feal#fip between the index, middle, ring,
and little finger, while performing some hand gestures, such as tapping a single finger
on the thumb (Tab. 1, gesture 3),. All experts were sure that the majority of the users
will be able to perform an indefinger tab without any problems. Also, to move the
little finger separatelyrom the others was not a problem at all. The flexibility of the
middle finger was a bitvorse than of the index finger, but it was stfkasible
However, the ring finger is always diffilt to stretch separately. Ttaegreeof
inflexibility varies individually; but the ring finger igonsidered to béhe least
feasible

The sports scientist expert explained this motor limitatiod defined anatomic
reassonslike the connection betweernuo muscles, sinews, and the fingers (see &jig
Humans have more than 40 muscles to move the arm, hand, and fingersiri twe
stretch the ring finger out from a palm grasp; two muscles (M. flexor digitorum
profundus & M. flexor digitorum superficial) are bendingynergisticallythe index,
middle, and little finger to bring them into the palm position. In addition another
muscle is responsible for stretching the ring finger (M. extensor digitohun)
because this muscle is also responsible forcétireg the other fingers and because the
ring finger has a physical connection to the middle finger (Connexus intertendineus),
the middle finger will always move a bit in the same direction as the ring finger does.



The little and the index finger are momdéependently movable because they have
their own muscles for stretching.

Fig.6. shows the anatomic connection betweenfthgers that is responsible fitre separation
problem of the ring finger. Fig. & a simplification of a figure in Spalteholz’ Aloany of
Human [B].

This means that in designing microgestures, it is preferable to focus on the index
finger. In the case that a microgesture involves the ring finger, we will need to design
it bearing in mind that the little and the middle finger wilbve slightly as wel{see

Fig. 7).

Fig. 7. shows the difficulty of stretching the ring2) and middle (3)finger separately.
Stretching the little (1) or the indefd) finger is much easiebecause of human hand’s
anatomic architectur@hich is showrin greater detail in Fig..6

4.2 Risk of confusion

If commandsare released body movementsthere is a risk that subconsciously
executed naturamovemerd can be misinterpreted as commands. For example,
tabbing the steering wheel while driving a ctab( 1, gesture 16) is a common
behavior while waiting athe crossroads or listening to music. Reamthg thumb



against thendex finger would be expesd while cooking eatingor putting salt on
food, but while driving the riskof a reamgestureoccurirg asa randomly executed
naturalmovements expected to be law

43 General idea

Besides gesture evaluationwe alsodid a questionnaire and collectdide verbal
comments of the experts on the general idea of allowing a secondaaldagkidea
continuous primary one. The opinion about the benefit of performing two tasks in
parallel was different from one scenario to another. All experts think there is a huge
benefit inbeing able tacontrol a secondary tastkhile driving a car. Arexample that
is often usedto supportthis argumentis that drivers are anyway performing
secondary tasks such as setting up the navigation system, controlling automotive
functions, or using mobile devices like cell phones while steering a car. The concept
of controlling thee devices or applications without releasing the steering wheel was
valued positivelyfor security arguments. The scenario of performiagd gestures
while inserting a cash card into an ATM was not liked at all. None of the experts
thought in parallel taskcould have a benefit for this use case. The last scenario about
pen computing (e.g. drawing with a peor styluslike input device on a graphic
tablet) was modified during thimterviews. Three of the experts thought that the
possibility to change thetreke width or the color while drawing would have a bad
effect on the precisions of the primary tdslt all of them said that having these
options during short time interruptiomsuld benefit the primary task. The flow of
drawing would not be interrupteahd therefore the task could be desigreedemore
comfortable than if a color selection would have to be done by keyboard or-button
selection.

In general, the experts think palm grasp tasks best suitaklakcenarios because
these tasks are often Iqwecision tasks and therefore require lower attention than pad
or side grasp tasks



Table 2. Microinteraction taxonomyl =Index Finger, M=Middle Finger, R=Ring Finger,
L=Little Finger, Th=Thumb, +=easy= difficult.

Gesture Action Ergonomic Scenario
compatibility
Palm-grasp gestures
Q) (@) Tab Feasibility Attention
Index (1):easy+ Low:
... Middle (M): + Th (thumb), I,
[ ] Ring (R): + M, L
Little (L): diff. - High:R, M
(b) Touch Limitation Risk of confusion
By relation of Risk to be a
finger length randomly
and hold object| performed
diameter, i.e. naturalmove
steering wheel high
(c) Press Attention
Higher than
Touchgesture,
pressure rate is
hard to control
Risk of confusion
High
(a)Tab Feasibility Attention
I+, M: +, R: +, Higher than (1);
L: - Hard to
Separation distinguishfrom
- M+R 3)
Limitation Risk of confusion
By holdin High
(b) Touch ok))/jectdia?neter ?
(c) Press
(3) (a)Tab Feasibility Attention
M, R: + Higher than (1);
I, L:- Hard to
Separation distinguishfrom
(b) Touch o © 9
- Limitation Risk of confusion
(c) Pinch Object diamete| High
Flip Feasibility Attention
D+, M: +, R +, Low
L:- Risk of confusion
Separation Low
No problem
Limitation
Object diamete|
Dragé&Drop index | Feasibility Attention
on thumb Just partly Medium
possible Risk of confusion
because of Medium

object diameter




Gesture Action Ergonomic Scenario
compatibility
Palm-grasp gestures
(6) Ream Feasibility Attention
I:+, M: +, R: +, Low
L:- Risk of confusion
Limitation Low
hold object
diameter(L)
(7) Circle sidewise Feasibility Attention
I:+, M: +, R: +, Individually
L:- different (+,-)
Separation Risk of confusion
No problem Low
Limitation
Object diamete
(8) Drag fingers Feasibility Attention
around the wheel - Medium
Risk of confusion
Medium
Dragé&Drop Feasibility Attention
middle on index To complicated High
Snip Feasibility Attention
+ Low
Risk of confusion
Low
Tap the wheel Feasibility Attention
I-L: +, Th:- Low
Risk of confusion
High
(12) Thumb up Feasibility Attention
+ Low
Risk of confusion
Low
(13) Drag&Drop Feasibility Attention
thumb on finger Over |, M, R: + Low
nails L:- Risk of confusion
Limitation Low

Object diamete




Gesture Action Ergonomic Scenario
compatibility
Palm-grasp gestures
(14) Dragé&Drop Feasibility Attention
thumb on index Just partly High
side possible Risk of confusion
because of Medium
object diameter
Limitation
Object diamete
15 : Feasbility Attention
15) Circle . I, M: +, R, I:- Individually
clockwise & L .
contra-clockwise | Himitation different (+-),
(CW & CCW) Object diamete but high for
CW-/ CCW
distinguishing
Risk of confusion
Low
(16) Drag thumb Feasibility Attention
along object + Low
Risk of confusion
Low
17 Drag thumb Feasibility Attention
around object - Medium
Risk of confusion
Low
Pad-grasp gestures
(18) Tab Feasibility Attention
I, R- High
M, I, M&l: +
(19) Drag middle Feasibility Attention
finger above + High
p e
Side-grasp gestures
(20) Tab |l or M on Feasibility Attention
object l. I. High
While drawing: II. Low
- Risk of confusion
1. I. High
While holding: II. Low
+
Drag Index or Feasibility Attention
Middle finger on While drawing: I: Low, M: High
stylus up / down - Risk of confusion
While holding: Low
+




5 Discussion

The microinteraction taxonomy shows that the desigmigfogesturesas well as

their evaluation concerning usability related issues (e.g. ergonomic issues and
scenario compatibility)is extremely dependent on the usmtext This defines the
primary task and rules the choice of the grasp type that is used to solve this task. The
static gesture design as well as its feasibility (see table 1, column li& Bgninly
influenced by graspelated optionssuch ashand anamic limitations, but also
ergonomic issues that are defined by objects thedcharacter of graspingf the
primary task.For instance, as explained below in greater detail, a low power palm
grasp that is mostly used while driving, allows a lot of micstges because
releasing a finger from the steering wheel does not interrupt theMas&over the
primary task determines thattentional resources that are available to perform
secondary task commands realized by microgestures

5.1 Palmgrasp gesture

A low power palm grasp gesture allows for a great number of simultaneously
performed microgestures without releasing the grasp. Palm related primary tasks that
have a long duratiorequirelittle attentionby becomingan automatially performed
process ad leave a large part of the hand resources quite uninvolved. [Bhus,
power grasps seenwell suited to be augmented by a large variaf
microinteractions. Dependingon the character of the primary task, some
microinteractions have a high risk of beipgrformedunintentionally during the
primary task. Tappingn the steering wheel could domdile listening to music and
drumming fingerson the wheel. To differentiate naturalovementsfrom input
commandsthree opportunities are possible for generasimggsture set
1. Using a pusho-gesture event for telling the system that the parallel or subsequent
movement is an intentionally performed command.
2. Designing commands as a combination of two gestures for reducing the chance of
performing this couple uniantionally.
3. Defining design styles, e.g. rhythmic pattern, based on movements which are
usually not done naturally in the primagskrelated context.

5.2 Padgrasp gestures

Padgraspprimary tasks such as inserting a cash card into an ATM machiaee
short//card slot? use the 2 directional fing¢humbforce permanently, and require a
high level of precision and shasrm concentration. This was shown by our expert
through demonstrating the failed attempt to perform both tasks in parallel. &d add
microinteractionwould require interrupting or slowing down the primary task for a
short time while performinghe microgestureAccording to the expert opinion, the
interruption of theprecisely shorterm primary task isnot acceptablebecause
performinghand movementguickly and accurately does not allow microinteractions
in parallel. Any finger movements would disturb targeting the cash card into an ATM



by dismissing the target or exténd the targeting time.Targeting and performing
microgesturest the same time without risking high error ratm one or even both
tasks is not possible Moreover, the available hand resources for performing
microgestures while interrupting the pgrhsp but still holding the tool are very
limited.

5.3 Sidegrasp gestues

Performing microgestures alongside a gidasp drawing is hardly possible. Drawing
is a highly precise manual tagkichis built on accurate hand movements and does
not allow forthe moving of fingers at the same time without having a negative effect
on the quality of drawing. However, brief interruptiorts &top drawing butto
continte to hold the stylus) would allow for microinteractions. There are just a few
possible microgestures while holding a stybus these are quite easy to perform and
requre low recognition effort

5.4 Dual-task suitability

In summaryseveral parameters have an effect on how well two tasks suit-tadkal
scenario, such as the duration of both tasks and the attention (alternate versus in
paralleleffort) that is necessy to solve the tasks without increasing the efficiency or
/ldecreasing the?//effectiveness of the task. The suitability of two tasks depends on the
level of required precision and the required attention as well as on the synchrony of
these requirements.

Comparing the evaluated tasks, we argue phigmary tasks which have a long
duration, are performed automatically and require étention and motor effqrare
suitable for simultaneous microinteractio®¥ the conditions we evaluated, the palm
graspis the most promising for leaving enough motor resources for simultaneous
hand gesture

6 Conclusion and Design Guideline

Gestural interfacekack theaffordances and constrairttsat are readilyprovided by
other interfaces, such as graphical and itdeagones[10, 1. In particular, it is
difficult to inform users what they are able do, what they are currently doing or
what they havejust done. Becausef this, gestural interfaces and in particular
microgestures are ntt be understood as a regganent for other kinds of interfaces,
but rather as erding novel ways of interactioThere are still many open questions
to be answered, especialhggardingthe interaction opportunigés and feedback
representation.

Our taxonomy mainly investigated emnomic interaction opportunities of
microinteractions andan be used as a basis for designing microinteraction techniques
for manualduattask scenariogzirst, the scenario has to be analyzed for defining the
limits and requirements for microgestures.gesture set cathen be definedby



looking at the formal structure of the chosen gestures. Lastlgesture driven
decision about the sensory and tracking requirements of the hardware can be made

6.1 Dual-tasking design

For a formal scenario desigmve propose two synergetic strategies: theonomicsof
attentional and motor budgeting

The selection of the primary and the secondary task is reasoned by the usage of
differentattentionalresources. Our primary and secondary tasks egealmodalities
by requiring tactilebio-feedback and kinesthetic selivareness. An automatically
performed primary taskeguires low attention [30This allowspayingattentionfor
simultaneously secondary tasks perfante, such as microinteractions. These
circumstancesllow the economicsof two tasks performancem parallel (Tab 2,
column 4). The examplef steering a caiif it is done by people with some practice,
represents an automatically performed task with lattention Controlling the
navigation system bgnicrogesturegould be a secondary otteat requires attention

The primary task defines the usage of motor resources as well as free potentials
and available hand motor skills that can be used for simultaneous tasks. The grasp
type that is performing the ipnary task (palm, pad, side) defines the motor resources
which are used in the primary task (see Table 1, column 3). Our taxonomy identifies
microinteractionsexecutable in parallel based on free motor resources (Table 2,
column 13) and allows he creaton of microgesture set for commanding the
secondary task.

6.2 Interface design

Thedevelopedyesture set defines requiremenéxessaryor the interface design and
the gesture tracking techniquaf microinteractions For example tapnteractions
should e tracked by a technology thatovidesa sequence of movement data like
accelerometerGestures that are based on finger pressumeedefined byectored
force appliedon an object’s or on skin surfae@d could barackedby sensors that
measues muscleactivities such as EMG. The different tracking technologies shall be
discussed for their data qualitand their interaction usability under different
conditions given by both the microgesture design and the primary tasks.

There are some primary tadkiven requirements for the sensor selectibaside
selecting the best suited sensors to measure formal gesture pasa@mtering the
finger tips with interface components such as touch sensors would limit the tactile
feedback (sense of touch) of the finged the ability to conduct highly precise tasks.
Moreover the size and placement of the hardware could affect both the primary task
and the ability to perform the input gestures. The interface design should not be
cumbersomeo wear andshouldbe as smébnd unobtrusive as possible



7 Further Research

The developed taxonomy serves as an analytic basis for systematic microinteraction
design.As a next step, we intend to ask users to perform these microinteractions
while performing a primary task and atflem to rate the feasibility of the gesture as
well as scenarioelated usability.

So far, we increased th®ndgestures regarding their ergonomic structure and did
not analyze their semiotic potentials. But within dwnterviews we alsoreceived
suggetdons on what the gestures could communicate. For instance, the thpmb
gesture gee Table 2, gesturE3) was commented to suit for okegmmanddlike
answering the phone or selecting@ntedmenu item. The taxonongontainssome
more meaningful gestue such as forming the index finger and the thumb to an “O”
for communicating an “Okay”. A snip gesturgeé Table 2, gestude) could mean
cutting something, and to put the thumb uped Table 2, gestur#3) is also
commonly understood as “Okay”. Wherethestures are linked to specific meanings
and commands, it will be necessary to not just pay attention to the feasibility of a
gesture but also to its potentials of association, guessability, and meaning.
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