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Abstract

This work deals with the problem of �nite-time and �xed-time observation of linear multiple input multiple output (MIMO) control
systems. The proposed nonlinear dynamic observers guarantee convergence of the observer states to the original system state in a �nite
and in a �xed (de�neda priori) time. Algorithms for the observers parameters tuning are also provided and a robustness analysis against
input disturbances and measurement noises is carried out. The theoretical results are illustrated by numerical examples that consider both
noisy and noise-free measurements and a comparison with a high-gain observer is included.

Key words: Finite-Time Stability, Fixed-Time Stability, Implicit Lyapunov Function, Homogenous Systems

1 Introduction

State estimation (observation) is a classical problem in con-
trol theory [1], [2] that still forms an active research domain
[3], [4], [5]. Observer design algorithms give background for
the development of fault detection [6], data assimilation [7]
systems and system parameter estimation [8], among other
relevant research topics.

Observation with time constraints (non-asymptotic observa-
tion) is an interesting problem for both control theory [9]
[10] and practice [11]. On the one hand, �nite-time observa-
tion is a simple way to realize the separation principle, the
condition under which the control and the observation algo-
rithms can be designed and analyzed independently. On the
other hand, in many control systems the transition processes
are strongly restricted in time,e.g. the state estimate of a
walking robot must be provided before each impact with the
ground,i.e. calculated within the length of each step [12].

One of the most popular approaches to system state estima-
tion is the so-called dynamic observer design, which uses a
copy of the mathematical model of the system with an addi-
tional output injection term (see, for example, [2], [13], [14]
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etc.). In this approach, the observer is designed by studying
the stability of the error equation in order to guarantee �nite-
time or �xed-time (prescribed in advance) convergence of
the observation error to zero. To attain this type of conver-
gence, high order sliding mode (HOSM) differentiators [15],
[16], [17] and homogeneous observers [11], [10], [3] can be
used and they admit a rather simple and constructive repre-
sentation. However, the practical implementation is compli-
cated since, to the best of our knowledge, proper algorithms
for parameter tuning and convergence time adjustment are
not yet developed for high order systems.

The present paper, for which [18] is a preliminary version,
develops effective computational algorithms for tuning the
parameters of a �nite-time observer and a novel �xed-time
one; both of them based on homogeneity properties. In com-
parison with previous works, the algorithms here developed
translate the observer parameter selection into a system of
Linear Matrix Inequalities (LMI)[19], which allows to ad-
just the settling time.

Notation: Let � min (P) and� max (P) be the minimum and
the maximum eigenvalues of the positive de�nite symmet-
ric matrix P 2 Rn � n , respectively;I n 2 Rn � n denotes the
identity matrix; diag(z1; z2; :::; zm ) denotes the diagonal
matrix with diagonal elementszi ; i = 1 ; 2; :::; m; rown(W )
and coln(W ) are the number of rows and the number of
columns of the matrixW , respectively (e.g. if W 2 Rp� q

then rown(W ) = p and coln(W ) = q); ker(W ) and
range(W ) are the null space and the column space of the
matrixW , respectively;null( W ) is the matrix with columns
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de�ning the orthonormal basis of the subspaceker(W );
R+ denotes the set of nonnegative real numbers;1p repre-
sents a vector of ones such that1p = (1 ; 1; :::; 1)T 2 Rp;
L 1 (Rp) denotes the set of essentially bounded measurable
functionsf : R+ ! Rp and the notationL 1

(a;b) is used for
similar functions de�ned on(a; b); j � j denotes the absolute
value inR andjj � jj denotes the Euclidean norm onRn .

2 Problem statement

Let us consider the perturbed linear control system:
(

_x(t) = Ax (t) + Bu(t) + dx (t);

y(t) = Cx(t) + dy (t);
(1)

wherex 2 Rn is the state variable,y 2 Rk is the measured
output,u : R ! Rs is the control input,A 2 Rn � n is the
system matrix,B 2 Rn � s is the matrix of input gains and
the matrixC 2 Rk � n is the output matrix which links the
measured outputs to the state variables. The pair(A; C ) is
assumed to be observable andrank(C) = k.

The goal of this work is twofold:

� Design two dynamic observers that estimate the state of
the non-perturbed system (1) in a �nite time or in a �xed
(de�ned a priori) time, under the assumption that the
domain of initial conditions is unknown.

� Both observers must be robust (in aninput-to-statesense)
with respect toL 1 -bounded measurement noisesdy (t)
andL 1 -bounded disturbancesdx (t).

3 Preliminaries

3.1 Finite-time and �xed-time stability

Let us consider the system of the form

_x(t) = f (t; x (t)) ; t > t 0; x(t0) = x0; (2)

wherex 2 Rn is the state vector andf : R+ � Rn ! Rn is
a nonlinear continuous vector �eld. Let us assume that the
origin is an equilibrium point of (2).

De�nition 1 ([20], [21], [22]) The origin of system(2) is
said to be globally uniformly�nite-time stable if it is uni-
formly Lyapunov stable and �nite-time attractive, i.e. there
exists a locally bounded functionT : Rn ! R+ [ f 0g
such thatx(t; t 0; x0) = 0 for all t � t0 + T(x0), where
x(t; t 0; x0) is a solution of(2) with x0 2 Rn . The function
T is called the settling time function of the system(2).

De�nition 2 ([23]) The origin of system(2) is said to be
globally �xed-time stable if it is globally uniformly �nite-
time stable and the settling time functionT is globally
bounded by some positive numberTmax > 0, i.e. T(x0) �
Tmax , 8x0 2 Rn .

A characterization of the �xed-time stability property by
means of a Lyapunov function can be found in [10], [23].

3.2 Implicit Lyapunov Function Method

The Implicit Lyapunov Function (ILF) method allows to
determine the stability of a system without presenting the
Lyapunov function in an explicit form. Indeed, the Lyapunov
function can remain in an implicit form, for example, as a
solution of some algebraic equation (e.g.Q(V; x) = 0 ), and
in order to analyze �nite-time or �xed-time stability of a
given system it is not necessary to solve this equation; it
suf�ces to study some conditions involving the right-hand
side of the system, as stated by the next theorem.

Theorem 3 ([24]) If there exists a continuous functionQ :
R+ � Rn ! R such that:

C1 Q is continuously differentiable onR+ � Rn nf 0g;
C2 for anyx 2 Rn nf 0g there existsV 2 R+ : Q(V; x)=0;

C3 for 
 =
�

(V; x) 2 Rn +1 : Q(V; x) = 0
	

we have
lim
x ! 0

(V;x )2 


V = 0 + ; lim
V ! 0+

(V;x )2 


kxk = 0 ; lim
k x k!1

(V;x )2 


V = + 1 ;

C4 �1 < @Q(V;x )
@V < 0 for V 2 R+ and forx 2 Rn nf 0g;

C5 @Q( V;x )
@x f (t; x ) � cV1� � @Q( V;x )

@V , 8t 2 R, 8(V; x) 2 
 ,

where c > 0 and 0 < � � 1 are some constants. Then
the origin of system(2) is uniformly �nite-time stable with
the settling time estimateT(x0) � V �

0
c� , whereV0 2 R+ :

Q(V0; x0)=0 .
The proof of this theorem is based on the classical Implicit
Function Theorem [25] and recent results in the ILF method
[26], [27], [24].

The next extension of the previous theorem allows to deter-
mine �xed-time stability using the ILF method.
Theorem 4 ([24]) Let two functionsQ1(V; x) andQ2(V; x)
satisfy the conditionsC1-C4 of Theorem 3 and
C6 Q1(1; x) = Q2(1; x); 8x 2 Rn nf 0g;

C7 @Q1 (V;x )
@x f (t; x ) � c1V 1� � @Q1 (V;x )

@V , 8t 2 R,
8V 2 (0; 1]; 8x 2 f z 2 Rn nf 0g : Q1(V; z) = 0 g,
wherec1 > 0 and0 < � < 1 are some constants;

C8 @Q2 (V;x )
@x f (t; x ) � c2V 1+ � @Q2 (V;x )

@V , 8t 2 R, 8V �
1; 8x 2 f z 2 Rn nf 0g : Q2(V; z) = 0 g, wherec2 > 0
and � > 0 are some constants.

Then the origin of(2) is �xed-time stable:T(x0) � 1
c1 � + 1

c2 � .

The presented theorems are used below for analysis and de-
sign of �nite-time and �xed-time observers. The correspond-
ing implicit Lyapunov function candidate is selected as

Q(V; z) := zT D r (V -1)PD r (V -1)z � 1 (3)

whereV 2 R+ , z 2 Rn , P = PT 2 Rn � n is a positive
de�nite matrix andD r (�) is the dilation matrix of the form

D r (� ) = diag( � r 1 I n 1 ; � r 2 I n 2 ; : : : ; � r m I n m ); (4)

with r = ( r 1; :::; rm )T 2 Rm ; r i > 0, r min = min1� j � n r j
and ni are natural numbers such thatn1 + ::: + nm = n.
Note that ifr 1 = ::: = r m = 0 :5 thenQ(V; z) = 0 implies
thatV = zT Pz.
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3.3 Weighted Homogeneity and Input-to-State Stability

The observers to be presented derive many of its properties
from the fact that they exhibit a regular multiplicative scaling
behavior, namely homogeneity. In this subsection we de�ne
this property and present some relevant theorems regarding
robustness of homogeneous systems.

Consider the system in the form

_x(t) = ~f (x(t); d(t)) ; t > t 0; x(t0) = x0; (5)

where x 2 Rn , d 2 L 1 (Rp) is a disturbance and~f 2
Rn + p ! Rn is a continuous or discontinuous vector �eld
that satis�es Filippov conditions [28].

De�nition 5 ([29]) A vector �eld f : Rn ! Rn is r -
homogeneouswith homogeneous weightsr 2 Rn and de-
gree� 2 R, with � � -r min if for all x 2 Rn we have

� -� D r (� )-1 f (D r (� )x) = f (x):

The system (5) ford(t) = 0 is r -homogeneous of degree�
if the vector �eld ~f (x(t); 0) is r -homogeneous of degree� .

De�nition 6 ([29]) Anr -homogeneous normis a mapx 7!

jjxjj r;� , where for any� � 0, jjxjj r;� :=
� P n

i =1 jx i j
�
r i

� 1=�

8x 2 Rn . The setSr = f x : jjxjj r;� = 1g is the corre-
spondingr -homogeneous unit sphere.

If a vector �eld fails to exhibit a global degree of homogene-
ity but behaves as an homogeneous vector �eld near in�nity
and/or near the origin, we say that it islocally homogeneous.

De�nition 7 ([10], [30]) A vector �eld f : Rn ! Rn is
( r 0 ; � 0 ; f 0 ) -homogeneouswith degree� 0 � -r 0 min (f 0 is
an r 0-homogeneous vector �eld andr 0 min = min1� j � n r 0n )
and� 0 2 R+ [f + 1g if lim � ! � 0 [� -� 0 D -1

r 0
(� )f (D r 0 (� )x)�

f 0(x)] = 0 ; for all x 2 Sr 0 , uniformly on Sr 0 with
� 0 2 f 0; 1g .

In the context of control and observation of nonlinear sys-
tems, the concept of input-to-state stability has won ground
in characterizing the robustness of a system with respect to
disturbances, noises and unmodeled dynamics since it allows
to guarantee that for a given essentially bounded and mea-
surable input, the system's state remains bounded [31],[32].

De�nition 8 ([32]) The system(5) is called
Input-to-state stable(ISS), if there exist functions� 2 KL
and# 2K such that for anyd2L 1 (Rp) and anyx0 2 Rn

jj x(t; t 0; d)jj � � (jj x0jj ; t) + #(jjdjj [0;t ) ); 8t � 0:
Integral intput-to-state stable(iISS), if there are some
functions#1; #2 2 K 1 and � 2 KL such that for any
x0 2 Rn and d 2 L 1 (Rp) the following estimate holds:
#1(kx(t; x 0; d)k) � � (kx0k; t)+

Rt
0 #2(kd(s)k)ds;8t � 0:

As the following theorem shows, homogeneity and homo-
geneous approximations allow to easily verify robustness
properties, in an ISS sense, of a given system.

Theorem 9 ([30]) Let the vector �eld ~f be homogeneous
with weightsr = ( r 1; :::; r n )T > 0, �r = (�r 1; :::; �r p)T �
0 and with degree� � -r min, i.e. ~f (D r (� )x; D �r (� )d)=
� � D r (� ) ~f (x; d) for all x 2 Rn , d 2 Rp and all � > 0.
Assume that the system(5) is globally asymptotically stable
for d = 0 , then the system(5) is

ISS if �r min > 0 or iISS if �r min = 0 and � � 0.

In the case of locally homogeneous systems, ISS stability
can be asserted through their homogeneous approximations
at 0 and at1 .

Theorem 10 ([10], Corollary 2.21) Let the vector �eld ~f
be continuous and(( r 1 ; �r 1 ); + 1 ; ~f 1 )-homogeneous with
the weightsr 1 = ( r 1

1 ; :::; r 1
n ) > 0, �r 1 = (�r 1

1 ; :::; �r 1
p ) >

0 and (( r 0; �r 0); 0; ~f 0)-homogeneous with the weightsr 0 =
(r 0

1 ; :::; r 0
n ) > 0, �r 0 = (�r 0

1 ; :::; �r 0
p) > 0. If the origins of the

systems_x = ~f 0(x; 0); _x = ~f (x; 0) and _x = ~f 1 (x; 0) are
globally asymptotically stable then the system(5) is ISS.

4 Observer Design Using the ILF Method

4.1 Observer Canonical Decomposition

The observers' design starts with a decomposition of the
considered system into an appropriate block canonical form.

Lemma 11 Consider the system(1) with the pair (A; C )
being observable andrank(C) = k. Then there exists a
nonsingular transformation� such that

� A� -1 = F ~C+ ~A; C � -1 = ( C0 0 ::: 0) ; ~C = [ I k 0] 2 Rk � n ;

~A =

0

B
@

0 A 1 2 0 ::: 0
0 0 A 2 3 ::: 0
...

...
...

...
...

0 0 0 ::: A m � 1 m
0 0 0 ::: 0

1

C
A ; C0 2 Rk � k ; F 2 Rn � k ;

where m is an integer, A j � 1 j 2 Rn j � 1 � n j , nj =
rank(A j � 1 j ), j = 2 ; :::; m, so thatn1 = rank( C) = k andP m

i =1 ni = n.
We omit the proof of this lemma since it is a trivial con-
sequence of well known results on block observability and
controllability forms (see [33], [34], [35], [36]). However,
in order to make the article self-contained we provide a suit-
able algorithm to calculate the transformation matrix� in
the Appendix. Ifk = 1 thenm = n, ni = 1 and� trans-
forms the matrixA into the canonical Brunovsky form. It is
also worth stressing that canonical forms and related trans-
formations also exist for nonlinear systems (see for instance
[37], [14]). Therefore, the observer design algorithms given
below can be adapted to the nonlinear case.

4.2 Finite-Time Observer

Let us consider the following nonlinear observer

d
dt

x̂(t) = Ax̂(t) + Bu(t) � gFT (y(t) � Cx̂(t)) ; (6)

3



wherex̂(t) 2 Rn is the observer state vector and the function
gFT : Rk ! Rn is de�ned as

gFT (� ) = � -1
h
D ~r

�
k ~PC-1

0 � k-1
�

LF T � F
i
C-1

0 �; (7)

where� 2 Rk , the matrices� 2 Rn � n , C0 2 Rk � k and
F 2 Rn � k are de�ned in Lemma 11,D ~r (�) is the dilation
matrix given by (4) with

~r =
�

�
1+( m� 1) � ; 2�

1+( m� 1) � ; :::; m�
1+( m� 1) �

� T
; � 2 (0; 1]; (8)

and LF T 2 Rn � k and ~P 2 Rk � k are matrices of ob-
server gains, to be determined. The error equation in the
disturbance-free case(i.e. dx = 0 , dy = 0 ) has the form

_e =
�

~A + D ~r

�
k ~P ~Cek-1

�
LF T

~C
�

e; (9)

wheree = �( x � x̂), ~A 2 Rn � n and ~C 2 Rk � n are de�ned

in Lemma 11. Obviously, if� ! 0 thenD ~r

�
k ~P ~Cek-1

�
!

I n and the presented observer becomes the classical Luen-
berger one.

Remark 12 If the term k ~PC-1
0 � k in (7) is replaced

with � (1+( m � 1) � )=� where � > 0 is a small con-
stant, then the system(6)-(7) becomes a high-gain ob-
server [38], [14] with the error dynamics given by

_e =
�

~A + diag( � -1 I n 1 ; � -2 I n 2 ; � � � ; � -m I n m )LF T
~C

�
e. In

our algorithms the gain factor� depends on the available
part of the observation error, namely, on� = y � Cx̂ = Ce.
This allows the �nite-time and �xed-time observers to be
less sensitive with respect to noises (see Section 6).

Let us de�neH r = diag( r 1I n 1 ; r 2I n 2 ; :::; rm I n m ) 2 Rn� n ,

r =
h
1+ �

1+( m � 1) �

i
1m� ~r and �( � )= �

�
D ~r (� -1) � I n

�
.

Theorem 13 Let for some� 2 (0; 1], � > 0, � > 0 and
� � 1 the system of matrix inequalities

 
P ~A+ ~A TP + ~CT Y T + Y ~C+ �P + � (P H r + H r P ) P

P -�Z

!

� 0; (10a)

P > 0; Z > 0; X > 0; (10b)

 
�X Y T

Y P

!

� 0; (10c)

PH r + H r P > 0; (10e) P � ~CT X ~C; (10d)

�( � )Z �( � ) � 1
� P; 8� 2 [0; 1]; (10f)

be feasible for someP; Z 2 Rn � n , Y 2 Rk � n and
X 2 Rk � k . Then the error equation(9) with LF T = P -1Y
and ~P = X 1=2 is globally �nite-time stable with settling
time T � V � (e(0))

�� ; � = �
1+( m � 1) � , whereV : Rn ! R is

de�ned implicitly by the equationQ(V;�) = 0 with Q given
by (3).

In other words, this theorem claims that any solution of
the observer system (6) converges to a solution of the real
system (1) in a �nite timeT, which is dependent on the

initial estimation errore(0) 2 Rn . The main idea of the
proof is to show that the functionQ (de�ned in the statement
of Theorem 13) satis�es all conditions of Theorem 3. Proofs
of all theorems and propositions are given in the Appendix.

Corollary 14 The system of matrix inequalities(10) is fea-
sible for suf�ciently small� > 0.

Indeed, observability of the pair(A; C ) implies that the pair
( ~A +0 :5(�H r + �I n ); ~C) is also observable. Hence, it can be
easily shown that the inequality (10a) is feasible with some
positive de�nite matricesP; Z 2 Rn � n andY 2 Rk � n . The
matrix inequalities (10d) and (10c) are also feasible for some
X 2 Rk � k and suf�ciently large� � 1. Sincek�( � )k ! 0
uniformly on � 2 [0; 1] as � ! 0, then the inequalities
(10e), (10f) will hold for suf�ciently small� > 0.

In order to apply Theorem 13 we need to solve the
parametrized system of nonlinear matrix inequalities (10)
with respect to variablesP, X , Z , Y for a given� 2 (0; 1]
and�; �; � > 0. By �xing the value � 2 [0; 1], the system
(10) becomes a system of LMIs, which can be solved using
any appropriate mathematical software (e.g. MATLAB).
However, the mentioned LMIs must be checked for any
� 2 [0; 1]. Due to the smoothness of�( � ) with respect to
� 2 (0; 1], this can be done on a proper grid constructed
over this interval. The next corollary provides suf�cient
feasibility conditions for the parametrized matrix inequality
(10f).

Proposition 15 The parametric inequality(10f) holds if

�( qi )Z �( qi )+ 1
2 (q2

i � q2
i � 1)M < 1

� P; i = 1 ; :::; N; (11a)

P > 0; Z > 0; M > 0 (11b)
�

( I n � H ~r )Z + Z ( I n � H ~r ) - ZH ~r
-H ~r Z M

�
> 0; (11c)

where 0 = q0 < q1 < ::: < q N = 1 , H ~r = diag(~r 1I n 1 ;
~r 2I n 2 ; :::; ~r m I n m ); P; M; Z 2 Rn � n .

The provided result allows the implementation of a simple
algorithm to solve the parametrized system of matrix in-
equalities (10) with �xed� , � , � and� .

Algorithm 1
Initialization: N = 1 ; q0 = 0 ; qN = 1 ; � = f q0; qN g.
Loop: While the system of LMI(10a-10d), (11) is not feasi-

ble, do�  � [
n

qi � 1 + qi

2

oN

i =1
andN  2N .

Since the matrix inequality(I n � H ~r )Z + Z (I n � H ~r ) > 0 is
obviously feasible for suf�ciently small� > 0, then, in the
view of Corollary 14, the presented algorithm always �nds
the required solution if� is suf�ciently small.

4.3 Fixed-Time Observer

Let us consider now the following observer

d
dt

x̂(t) = Ax̂ + Bu(t) � gF X (y(t) � Cx̂(t)) ; (12)
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wherex̂ 2 Rn and the functiongF X : Rk ! Rn is de�ned
as follows:

gF X (� )= � -1
�
fD ~r (k ~P1 C -1

0 � k -1 )+ D ~r (k ~P2 C -1
0 � k)gLF X

2 � F
�
C-1

0 �;

where� 2 Rk , the matrices� 2 Rn � n , C0 2 Rk � k and
F 2 Rn � k are de�ned in Lemma 11.~Pi 2 Rk � k , i = 1 ; 2
andLF X 2 Rn � k are gain matrices to be determined.
The error equation between (1) and (12) withdx = dy = 0
is given by

_e=
�

~A+ 1
2

n
D ~r

�
k ~P1 ~Cek-1

�
+D ~r

�
k ~P2 ~Cek

�o
LF X

~C
�

e; (13)

e = �( x � x̂), where ~A 2 Rn � n and ~C 2 Rk � n are de�ned
in Lemma 11.

Let us de�ne r i = (-1) i ~r +
h
1+ (-1) i +1 �

1+( m � 1) �

i
1m , �� �

i (� ) =

� 1
2

n
D ~r

�
� i � 1

2
� 1 � 1

�
+ D ~r

�
� 2 � 1

� i � 2
2

�
� 2I n

o
, � = ( � 1; � 2), � =

(� 1; � 2) andH i = diag f (r i )1I n 1 ; :::; (r i )m I n m g 2 Rn � n

for i = 1 ; 2:

Theorem 16 Let for some� 2 (0; 1], �> 0, � > 0, � � 1 and
� =( � 1; � 2); � i > 0; i =1 ; 2; the system of matrix inequalities

 
P ~A + ~A TP + ~CT Y T + Y ~C + �P + � (P H i + H i P ) P

P -�Z i

!

� 0; (14a)

0

@�X Y T

Y P

1

A � 0; (14b) P > 0; X > 0; Z i > 0; (14c)

PH i+H i P > 0; (14d) P � ~CT X ~C; (14e)

�� �
i (� )Z i �� �

i (� ) � 1
� P; 8� 2 [0; 1]� [0; 1]; (14f)

be feasible withP; Z1; Z2 2 Rn � n , Y 2 Rn 1 � n and X 2
Rk � k . Then the error equation(13)withLF X = P -1Y, ~Pi =
� i X 1=2 is globally �xed-time stable withTmax � 1+( m � 1) �

0:5�� .

Under the following additional restrictions, the parametric
LMI (14f) can be simpli�ed:

Proposition 17 Let 0 = q0 < q1 < ::: < q N 1 = 1 and
0 < p 0 < p 1 < ::: < p N 2 = 1 for someN1; N2 � 1. If the
positive de�nite matricesZ i ; Si ; M i ; Ri ; Ui 2 Rn � n satisfy
the following system of LMIs
 

Z i H ~r + H ~r Z i Z i H ~r

H ~r Z i Ui

!

� 0; (15a) M i H ~r + H ~r M i > 0; (15b)

 
2Z i � Z i H ~r � H ~r Z i Z i H ~r -Z i H ~r

H ~r Z i M i 0
-H ~r Z i 0 Si

!

� 0; (15c)

�� �
i (qj ; ps)Z i �� �

i (qj ; ps)+

ln
�

ps
ps � 1

�
�� �

i (qj ; 0)Ui �� �
i (qj ; 0)+

q2
j � q2

j � 1

2 (D ~r (� 2)M i D ~r (� 2) + Si ) � 1
� P;

(15d)

�
� i (qj ;p0 ) �� �

i (qj ;0)Z i D ~r

�
p1= 2

0

�

D ~r

�
p1= 2

0

�
Z i �� �

i (qj ;0) R i

�
� 0; (15e)

where � i (qj ; p0) = 1
� P � ~D(qj )(D ~r (p0)Z i D ~r (p0) +

D ~r (p1=2
0 )Ri D ~r (p1=2

0 )) ~D(qj ) � �� �
i (qj ; 0)Z i �� �

i (qj ; 0) �
q2

j � q2
j � 1

2 (M i + Si ) and ~D i (qj ) := qj

2 D ~r

�
(� 3� i qj )(-1) i

�
,

i = 1 ; 2, j = 1 ; :::; N1, s = 1 ; :::; N2, then(14f) holds.

Based on this proposition, an algorithm for solving the
parametrized system of LMIs (14) can be presented, analo-
gously with the �nite-time case.

Algorithm 2
Initialization: � > 0, N1 = 1 , N2 = 1 , p0 > 0, pN 1

= 1 ,
q0 =0 , qN 2

=1 , �= f q0; qN 1 g, �= f p0; pN 2 g.
Loop: While the system of LMIs(14a-14e), (15)with qj 2 � ,
ps 2 � is not feasible, do

�  � [f 0:5(qj � 1+ qj )gN 1

j =1 with qj 2 � ; N1  2N1;

�  � [
�

p1e-�
	

with p1 2 � ; N2  N2 + 1 :

Remark that the grid� is a logarithmic grid such that the
term ln

� ps
ps � 1

�
in (15d) equals� for anyps 2 � nf p0; p1g.

5 Robustness Analysis

We consider now (1) with nonzerodx : R+ ! L 1 (Rn ),
and nonzerody : R+ ! L 1 (Rk ). Since the observers'
robustness follows from their homogeneity properties, we
will establish, for each observer, the type of homogeneity
that it exhibits and next that they are robust against bounded
disturbances and bounded measurement noise. Again, the
error variable is de�ned ase = �( x � x̂).

Corollary 18 Consider the perturbed error equation be-
tween(1) and (6)

_e = ~Ae + D ~r (k ~P ~Ce+ dy k-1)LF T ( ~Ce+ dy ) + �; (16)

where� = - F ~Cdy +� dx , dx 2 L 1 (Rn ); dy 2 L 1 (Rk ) and
assume that all conditions of Theorem 13 are satis�ed. Then
the system(16) is ISS for � 2 (0; 1) and iISS for � = 1 .

A similar result can be provided for the �xed-time observer:

Corollary 19 Consider the following perturbed error equa-
tion between(1) and (12)

_e= ~Ae+ 1
2 f D ~r (� -1

1 ) + D ~r (� 2)gLF X ( ~Ce+ dy )+ �; (17)

where� = � dx� F ~Cdy , � i = k ~Pi ~Ce+dy k;i =1 ;2, dx ;dy 2L 1

and assume that all conditions of Theorem 16 are satis�ed.
Then the error dynamics(17) is ISS stable with respect to
additive disturbancesdx and measurement noisesdy .

Only qualitative analysis of robustness (i.e. ISS) is presented
in this section. The quantitative one needs further research
developments using ideas introduced in [39], [38], [40]. The
LMIs presented in the previous section are expected to be
useful for obtaining of rather precise ellipsoidal estimates of
the observation error in the perturbed case.

6 Examples

The following two numerical simulations aim to show the
main properties of the �nite-time (FT) and the �xed-time
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(FX) observers. In both examples, an inverted-cart pendu-
lum model will be used. In the �rst example, the robust-
ness of the FT observer will be studied by applying it to
the nonlinear plant and a comparison with a high-gain (HG)
observer will be included. The second example will focus
on the uniformity w.r.t to initial conditions (IC) of the FX
observer. A linearized model will be used such that we can
compare the performance of the observers with IC far away
from the linearizing equilibrium point.

The state vector is given byx = [ x; _x; �; _� ]T , where as usual
(x; _x) represents the position and the velocity of the cart
and (�; _� ) the angle (from the vertical down position) and
the angular velocity of the pendulum. The model parameters
areM = 0 :5 Kg - mass of the cart,mc = 0 :2 Kg - mass
of the pendulum,b = 0 :1 N/m/s - cart friction coef�cient,
l = 0 :3 m - length to pendulum center of mass,I = 0 :006
Kg - moment of inertia of the pendulum.

It is assumed that only position and angle can be measured
directly. The nonlinear equations describing the system mo-
tion are given by

(M + mc)•x + b_x + mc � l •� cos� � mcl _� 2 sin � = Fin

(I + mcl2) •� + mcgl sin � + mcl •x cos� = 0 ;

whereFin represents the input force. A simple proportional
control lawFin = K p

d
dt �̂ (t) is used to stabilize the pendu-

lum around the downward position,d
dt �̂ (t) is an estimate of

the angular velocity to be obtained using the observers. The
linearization of the model around the downward equilibrium
point x0 =0 2 R4 gives the following parameters for (1):

A =

0

B
B
@

0 1 0 0
0 -0:1818 2:672 0
0 0 0 1
0 0:4545 -31:181 0

1

C
C
A; B =

0

B
B
@

0
1:818

0
-4:545

1

C
C
A; C =

�
1 0 0 0
0 0 1 0

�
:

The �rst step of the observer design is to transform the
linearized model into the observable canonical form, given

in Lemma 11, by obtaining the matrix� =
�

0 0 1 0
-1 0 0 0
a -1 0 0
b 0 0 1

�
;

wherea = -0 :1818andb = -0 :4545.
Example 1(Comparison between FT and HG observers). In
order to make a fair comparison we adjusted the parameters
of both observers to have similar time response for the initial
conditionx0 = (0 ; -2; �= 4; 1); that is to say, the norm of the
estimation errors is admitted to be less than0:15 for t � 0:5
s. Using Algorithm 1 with(�; �; �; � ) = (0 :25; 2:5; 100; 4)
we design the FT observer (6), (7) with

L F T =( -9:9080 0 0 -46 :8452
0 -9:9080 -46 :8452 0 )T ; ~P =0 :0969

� 1 0
0 1

�
;

and we compare it with the HG observer, designed according
to Remark 12. Namely, the termk ~PC-1

0 � k in (7) is replaced
with � (1+( m � 1) � )=� .

Note that, the gain factor� = 0 :3 (and correspondingly the
admissible estimation errorke(0:5)k � 0:15) is selected suf-
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Fig. 1. Simulation plots ofe_x ande_� for the HG and FT observers
applied to the nonlinear plant with ICx(0) = (0 ; -2; �

4 ; 1) and
K p = 10 .

�ciently large since the HG observer becomes more sensi-
tive with respect to measurement noises as� decreases. The
estimation error of the FT observer turned out to be 10 times
less1 (ke(t)k � 0:01) for t � 0:5 s.

Figure 1 depicts the evolution of the observation errors of FT
and HG observers forthe noise-free case. Although the ob-
servers were designed using a linearized model, the system
remains stable for the complete nonlinear model. It is also
worth noting that the FT observer demonstrates a smaller
peaking during transients.

To compare the observers for the case of noisy measure-
ments, a band-limited white noise of power10-5 has been
added to the output signal during the simulation. The cor-
responding results are presented at Figure 2. They show al-
most twice better precision (in bothL 2

(0 :5;1:5) andL 1
(0 :5;1:5)

norms of the error) of the FT observer with respect to the
HG one. This fact has a simple explanation in the context of
high-gain observer theory:since the gain factor� of the FT
observer depends on the available part of the observation
error (see Remark 12), namely,

� = � (� ) = k ~PC-1
0 � k�= (1+( m � 1) � ) ; � = y � Cx̂ = Ce;

then its value is automatically adapted to the noises of differ-
ent magnitude (the larger the noise magnitude, the smaller
the gain). In the noisy case the convergence time of the FT
observer slightly increases, allowing a better estimation pre-
cision.

Example 2(Uniformity w.r.t. to initial conditions). Here we
compare the FT and the FX observers assuming that the FT
observer is derived as the homogeneous approximation of the
FX observer at zero,i.e.L F T = 0 :5L F X and ~P = ~P1, where
L F X =

�
-3 :8624 0 0 -6 :7081

0 -3 :8624 -6 :7081 0

� T; ~P1 =
�

0:0233 0
0 0:0233

�
;

1 The numerical simulations have been done using the explicit
Euler method with sampling period10-4 .
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Fig. 2. Simulation plots ofe_x ande_� for the HG and FT observers
with a band-limited white noise in the measurements.

Fig. 3. Simulation plot of kek for the FT and FX ob-
servers applied to the linearized plant for three different IC
x(0) = (0 ; 1; �

4 ; 0); x(0) = 10 3(0; 1; �
4 ; 0); x(0) = 10 7(0; 1; �

4 ; 0)
andK p = 5 .

~P2 =
�

0:2589 0
0 0:2589

�
are the gain matrices of the FX ob-

server obtained applying Algorithm 2 with the parameters
(�; �; �; �; � 1; � 2; � ) = (0 :12; 0:006; 15; 1; 0:3; 10=3; 0:3).

The comparison results between the FT and FX observers
in the noise-free caseare depicted in Figure 3. They con-
�rm low convergence time sensitivity with respect to initial
conditions for the FX algorithm; for the FT one it is pos-
sible to see that the convergence time increases drastically
as the norm of the initial conditions increases. The result of
simulations are depicted using the logarithmic scale in order
to demonstrate fast (hyper-exponential) convergence rate of
the observers. Since locally (close to the origin of the error
system) the FX algorithm almost coincides with the FT one,
it has almost the same sensitivity with respect to measure-
ment noises (see Fig. 4).

7 Conclusion

This article presents �nite-time and �xed-time nonlinear ob-
servers for MIMO linear systems. Their key features are ho-
mogeneity properties and the use of the implicit Lyapunov
function method for stability analysis of the error equation.
The former allows the observers to attain non-asymptotic

Fig. 4. Simulation plot ofkek for the FT and FX observers with
measurement band limited noise to the linearized plant with IC
x(0) = 10 3(0; 1; �

4 ; 0) andK p = 5 .

(�nite-time or �xed-time) convergence while the latter sim-
pli�es tuning of the observers' gains using LMI-based algo-
rithms. The design is based on a transformation to a canon-
ical observability form so that similar observers can be eas-
ily applied to nonlinear systems that admit this canonical
form. The observers' robustness against bounded measure-
ment noises and disturbances was also studied. It was shown
that while both observers are ISS stable. Quantitative ro-
bustness analysis (e.g. construction of a sharp estimate of
the observation error in the perturbed case) is considered as
an important problem for further research.
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8 Appendix

8.1 Block Decomposition

Let the matricesTi be de�ned by the following algorithm:
Initialization : A1 = A, C1 = C, T1 = I n , m = 1 .
Loop: While rank(Cm) < rown(Am) do Tm +1 =( Ĉm C?

m );

Am +1 =
�
C?

m

� T
Am C?

m ,Cm +1 = ĈT
m Am C?

m ; m = m + 1 ;

whereC?
m := null ( Cm ), Ĉm := null

��
C?

m

� T �
.

This simple algorithm can be easily realized in MAT-
LAB and it helps to construct an orthogonal coordi-
nate transformation that decomposes the original sys-
tem (1) into a block upper diagonal canonical form. If
the pair (A; C ) is observable, then the algorithm given
above stops afterm steps, wherem < n , and the ma-

trix O = T1

�
I w 2 0

0 T2

� �
I w 3 0

0 T3

�
:::

�
I w m 0

0 Tm

�
, where

wi := n � rown(Ti ), is an orthogonal matrix such that
OT O = OOT = I n and

O A O T =

0

B
B
B
B
B
@

A 11 A 12 0 ::: 0
A 21 A 22 A 23 ::: 0

..

.
..
.

..

. ... ..
.

A m -1 1 A m -1 2 ::: A m -1 m -1 A m -1 m
A m 1 A m 2 ::: A mm � 1 A mm

1

C
C
C
C
C
A

; C O =
�

C0 0 ::: 0
�

;

7



whereC0 = CĈ1, A ij 2 Rn i � n j , ni := rank( Ci ), i; j =
1; :::; m andrank(A i i +1 ) = ni +1 . This can be proven, for
example, using ideas of duality and Lemma 3 from [23].

Sincerank(A i i +1 ) = ni +1 = rown( AT
i i +1 ) thenAT

i i +1 �
A i i +1 is invertible andA+

i i +1 = ( AT
i i +1 A i i +1 )-1AT

i i +1 is
the left inverse matrix toA i i +1 . Consider now the next
recursive algorithm in the matrix A.
Initialization: A [m ]

i j = A i j , i; j = 1 ; 2; ::; m
Loop: for q = m; m � 1; :::; 2

for p = 0 ; 1; :::; q � 2
for j = 1 ; 2; :::; q � p � 1
A [q-p-1]

q j = A [q-p]
q j � A [q-p]

q q-p � A+
q-p-1 q-p � A [q-p]

q-p-1 j
end
A [q-1]

q-1 q-p-1 = A [q]
q-1 q-p-1+ A [q]

q-1 q � A [q-p]
q q-p � A+

q-p-1 q-p
end

end
where the superscript[m] represents them iteration over the
matrix A. Then it can be shown that the transformation

�=

0

B
B
B
B
B
@

I n 1 0 ::: 0 0

-A [2]
2 2 A +

1 2 I n 2 ::: 0 0

...
...

...
...

...
-A [2]

m � 1 2 A +
1 2 -A [3]

m � 1 3 A +
2 3 ::: I n m � 1 0

-A [2]
m 2 A +

1 2 -A [3]
m 3 A +

2 3 ::: -A [m ]
m m A +

m � 1 m I n m

1

C
C
C
C
C
A

O (18)

reduces the original matrixA to the block form:� A� -1 =
F ~C+ ~A, wheren1 = k, F = ( A [1]

11 ; A [1]
21 ;:::; A [1]

m -1 ; A [1]
m 1 )T and

~C =[ I n 1 0]2 Rn 1 � n ; ~A =

0

B
@

0 A 12 0 ::: 0
0 0 A 23 ::: 0

..

.
..
.

..

. ... ..
.

0 0 0 ::: A m � 1m
0 0 0 ::: 0

1

C
A :

8.2 Proof of Theorem 13

I. Show that the functionQ de�ned by (3) satis�es the condi-
tionsC1-C3 of Theorem 3. It is continuously differentiable
on R+ � Rn nf 0g. SinceP > 0 then the inequalities

� min (P )kzk2

maxf V 2 min r i ;V 2 max r i g
� Q(V; z) + 1 �

� max (P )kzk2

min f V 2 min r i ;V 2 max r i g

imply that for any z 2 Rn nf 0g there existV � 2 R+
and V + 2 R+ : Q(V � ; z) < 0 < Q (V + ; z). More-
over, if Q(V; z) = 0 then, obviously, the conditionC3 of
Theorem 3 holds. Since@Q

@V = - V -1zT D r (V -1)(H r P +
PH r )D r (V -1)z then H r P + PH r > 0 implies @Q

@V < 0
for 8V 2 R+ and z 2 Rn nf 0g. So the conditionC4 of
Theorem 3 also holds. Therefore, the equationQ(V; z) = 0
implicitly de�nes a positive de�nite Lyapunov function
candidateV : Rn ! R.

II. Let us denote� = k ~P ~Cek=V and show that0 � � � 1
if (10d) holds. Let us denote~e = D r (V -1)e. Hence,
� = k ~P ~Cek=V = k ~P ~C~ek and ~eT P ~e = 1 (due to
Q(V; e) = 0 ). Given (10d) and that~P = X 1=2, we have
� 2 = ~eT ~CT X ~C~e � ~eT P ~e = 1 .

III. Denote by@Qe the partial derivative ofQ along (9):

@Qe =2eTD r (V -1)PD r (V -1)
�

~A+ D ~r

�
k ~P ~Cek-1

�
LF T

~C
�

e:

Taking into account the identitiesD ~r (V )V -1 = D r (V -1)�
V �= (1+( m � 1) � ) , D r (V -1) ~AD -1

r (V -1)= V
- �

1+( m � 1) � ~A and
D ~r (V -1)LF T

~C= V
- �

1+( m � 1) � D -1
r (V -1)LF T

~CD r (V -1) we de-
rive

@Qe = V
- �

1+( m � 1) �

�
D r (V -1 )e

�( � )LF T
~Ce

k ~P ~Ce k

� T

�
�

D r (V -1 )e

�( � )LF T
~Ce

k ~P ~Ce k

�

where � =
�

P ( ~A + LF T
~C )+( ~A + LF T

~C )T P P
P 0

�
. Using the ma-

trix inequality (10a) withY = PLF T and the identity
eT D r (V -1)PD r (V -1)e = 1 we estimate

@Qe � V
- �

1+( m � 1) �
�
-�e TD r (V -1)(PH r + H r P)D r (V -1)e+

� ( ~P ~Ce)T

k ~P ~Cek
~P -1L T

F T
�( � )Z �( � )LF T

~P -1 ~P ~Ce
k ~P ~Cek

� �
�

:

Since (10c) is equivalent to~P -1L T
F T

PLF T
~P -1 � � I k with

~P = X 1=2 and taking into account (10d) and (10f) we derive

@Qe �
-�e TD r (V -1)( P H r + H r P )D r (V -1 )e

V
�

1+( m � 1) �
<�V

1� �
1+( m � 1) � @Q

@V :

Finally, applying Theorem 3 we �nish the proof.

8.3 Proof of Proposition 15

DenoteW (� )= zT �( � )Z �( � )z. Since� 0(� )= 1
� �( � )( I n �

H ~r ) � H ~r , thenW 0(� )= zT (� 0(� )Z �( � )+�( � )Z � 0(� ))z=

zT
�

�( � )
I n

�T� 1
� ( I n � H ~r )Z+ 1

� Z ( I n � H ~r ) - ZH ~r

-H ~r Z �M

��
�( � )
I n

�
z� �z TMz

and due to (11c) and the Schur complement we have
W 0(� ) � -�z T Mz andW (� ) � W (qi ) � 1

2 (� 2 � q2
i )zT Mz

for any � 2 [qi � 1; qi ], i = 1 ; ::::; N . Hence, the set of
inequalities (11) imply (10f).

8.4 Proof of Theorem 16

I. The functionQi de�ned by (3) with r = r i ; i = 1 ; 2
satis�es the conditionsC1-C4 of Theorem 3 (see proof of
Theorem 13). Note thatQ1(1; z) = Q2(1; z) for all z 2 Rn .
In order to complete the proof we need to show that the
conditionsC7-C8 of Theorem 4 hold.
II. Let ~Pi = � i ~P with ~P = X 1=2. In Subsection 8.2, it was
shown that0 � � 1 = k ~P ~Cek

V � 1 with Q(V; e) = 0 if (14e)
holds. The same result remains true forQi (V; e) = 0 .

III. Let @Qei be the derivative ofQi along the equation (13)

@Qe
i = 2 eTD r i (V

-1)PD r i (V
-1)

 

~A +
D ~r

� 1
� 1 � 1V

�
+ D ~r ( � 2 � 1V )

2 LF X
~C

!

e;

� 1 = k ~P ~Ce k
V . SinceD r i (� )= �

1+ (-1) i +1 �
1+( m � 1) � D ~r

�
� (-1) i

�
, �> 0 then

@Qe
i = V

(-1) i �
1+( m � 1) �

 
D r i ( V -1 ) e

�� �
i ( � ) LF X

~Ce
k ~P ~Ce k

! T

�

 
D r i ( V -1 ) e

�� �
i ( � ) LF X

~Ce
k ~P ~Ce k

!

;

� = ( � 1; � 2), where � =
�

P ( ~A + LF X
~C )+( ~A + LF X

~C )T P P
P 0

�
;

� 2 = V 2 2 (0; 1] if i = 1 and � 2 = 1=V2 2 (0; 1]
if i = 2 . Repeating the considerations of the proof
of Theorem 13 we derive that (14) imply@Qei �

-�V
(-1) i �

1+( m � 1) � eTD r i(
1
V )(PH i + H i P)D r i(

1
V )e: Taking into

account@Qi (V;e)
@V =- V -1eT D r i(V

-1)(H i P+ PH i )D r i (V
-1)e

and LMI (14d) we derive that all conditions of Theorem
4 hold, so the error equation (13) is �xed-time stable and
Tmax � 1+( m � 1) �

0:5�� .
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8.5 Proof of Proposition 17

I. Consider the functionWi (� ) = zT �� �
i (� )Z i �� �

i (� )z;

wherez 2 Rn is an arbitrary non-trivial vector. Since@
�� �

i
@�1

=
1

� 1
�� �

i (� )+ 1
2

�
D ~r

�
� 2� 1=� i � 2

2

�
� D ~r

�
� i � 1

2 =(� 1� 1)
��

H ~r =
1

� 1

� �� �
i (� )( I n � H ~r ) + D ~r (� 2� 1=� i � 2

2 )H ~r + H ~r
�

then
@Wi
@�1

= zT@�� i
@�1

Z �� �
i z + zT �� �

i Z @�� �
i

@�1
z =

zT

0

@
�� �

i ( � )

D ~r

�
� 2 � 1
� i � 2

2

�

I n

1

A

T� 2Z i � H ~r Z i � Z i H ~r
� 1

Z i H ~r -Z i H ~r

H ~r Z i 0 0
-H ~r Z i 0 0

�
0

@
�� �

i ( � )

D ~r

�
� 2 � 1
� i � 2

2

�

I n

1

Az:

Using the inequality (15c) we derive@Wi
@�1

� -� 1	 i (� )

� � 1zT Si z, where	 i (� ) = zT D ~r ( � 2 � 1

� i � 2
2

)M i D ~r

�
� 2 � 1

� i � 2
2

�
z.

On the other hand, the inequalityM i H ~r + H ~r M i > 0
implies the estimates@	 i ( � )

@�1
> 0; @	 i ( � )

@�2
� 0. Hence

we conclude@Wi
@�1

� -� 1zT D ~r (� 2)M i D ~r (� 2)z � � 1zTSi z
for � 2 [0; 1] � [0; 1] and Wi (� ) � Wi (qj ; � 2) +
q2

j � � 2
1

2 zT (D ~r (� 2)M i D ~r (� 2) + Si )z for all � 1 2 [qj � 1; qj ].

II. Since�� �
i (� )= �� �

i (~� )+ � 1
2 D ~r

�
� (-1) i +1

1

�
D ~r (� 2) with ~� =

(� 1; 0), then we derive the identityWi (� ) = zT B i (� 1)T

Fi (� 2)B i (� 1)z, where Fi (� 2) =
�

D ~r ( � 2 )
I n

�
Z i

�
D ~r ( � 2 )

I n

� T

and B i (� 1) =
�

� 1
2 D ~r

�
( � 1 � 3 � i ) (-1) i +1 �

�� �
i ( ~� )

�
. Let us denote

� (� 2) = ln ( � 2W ). Since � has the derivative d�
d� 2

=
1

� 2 W

�
W + zTB i (qj )T

�
D ~r ( � 2 ) 0

0 I n

�
� i

�
D ~r ( � 2 ) 0

0 I n

�
B i (qj )z

�
;

where � i =
�H ~r Z i + Z i H ~r H ~r Z i

Z i H ~r 0

�
. Since � i +

�
0 0
0 U i

�
� 0

due to (15a) then d�
d� 2

� 1
� 2

� ce� � ( � 2 ) with c =

zT �� �
i (~� )Ui �� �

i (~� )z. HenceW (� ) � W (� 1; ps)+ cln(ps � -1)
� W (� 1; ps) + cln( ps

ps � 1
) for all � 2 2 [ps� 1; ps]. There-

fore, LMIs (15a-15d) implyW (� ) � � -1zTPz for all
� 2 [0; 1] � [p0; 1]. Finally, it is easy to check thatW i (� ) �
~W (� ) := zT B i (� 1 )T

�
D ~r ( � 2 ) Z i D ~r ( � 2 )+ D ~r ( � 2 ) 0

0 Z i + Z i D ~r ( � 2 ) Z i

�

B i (� 1 )z: Since Z i H ~r + H ~r Z i � 0 then @~W
@�2

� 0 and

W (� ) � ~W (� 1; p0) for all � 2 2 [0; p0]. Therefore,
the inequality (15e) impliesW (� ) � � -1zTPz for all
� 2 [0; 1]� [0; p0]:

8.6 Proof of Corollary 18

Denote ~f (e; d) the right-hand side of (16), whered =
(dx ; dy ). For d = 0 it coincides with the right-hand
side of (9) and de�nes anr -homogeneous vector �eld
with degree -�

1+( m � 1) � < 0. Taking into account that

D -1
r (� ) ~AD r (� ) = � - �

1+( m � 1) � ~A and ~CD r (� )e = � r 1 ~Cewe
derive�

�
1+( m � 1) � D � 1

r (� )( ~A+ D ~r ( 1
k ~P ~CD r ( � )ek

)LF T
~C)D r (� )e

= ( ~A + D ~r (k ~P ~Cek� 1)LF T
~C)e, therefore the error dynam-

ics (9) isr -homogeneous of degree� = - �
1+( m � 1) � . Select-

ing �r = ( 1k ; r � �
1+( m � 1) � 1n ) 2 Rk+ n and using Theorem

9, we conclude ISS for system (16) for� 2 (0; 1). If � = 1
then �r min = 0 and only iISS can be asserted for (16).

8.7 Proof of Corollary 19

Denote ~f (e; d) the right-hand side of (17), whered =
(dx ; dy ). For d = 0 it de�nes a vector �eld f (�) = ~f (�; 0)
that is locally homogeneous at0 and at + 1 , namely,
(r 1; 0; f 0)-homogeneous with negative degree� 0 =
- �

1+( m � 1) � , and(r 2; + 1 ; f 1 )-homogeneous with positive

degree� 1 = �
1+( m � 1) � , f 0 =( ~A + 1

2 D ~r (k ~P1 ~Cek-1)LF X
~C)e

andf 1 =( ~A + 1
2 D ~r (k ~P2 ~Cek)LF X

~C)e.

Indeed,lim
� 0 ! 0

�
� -� D -1

r 1
(� )[D ~r (k ~P1 ~CD r 1( � )ek -1)+ D ~r (k ~P2 ~CD r 1( � )ek)

2

LF X
~CD r 1 (� )e + ~AD r 1(� )e] � (Ae + 1

2 D ~r (k ~P1 ~Cek-1)
LF X

~Ce)
�

= 0 for � = - �
1+( m � 1) � < 0, so the r 1-

homogeneous approximation of degree� around0 of (13)
is f 0. Analogously it can be shown thatf 1 is the r 2-
homogeneous approximation of (13) with degree� 1 =

�
1+( m � 1) � > 0at+ 1 . It is worth stressing that if all the con-
ditions of Theorem 16 hold, then the origins of_e = f 0(e),
_e = f (e) and _e = f 1 (e) are globally asymptotically stable.
Hence, selecting�r 0 = ( 1k ; r 1 � �

1+( m � 1) � 1n ) 2 Rk+ n and

�r 1 = ( 1k ; r 2 + �
1+( m � 1) � 1n ) 2 Rk+ n , and using Theorem

10 we derive that the system (17) is ISS.
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