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#### Abstract

Automated Guideway Transit is a form of public transportation tools where fully driverless vehicles operate in order to move passengers between specific locations. Automated Guideway Transit includes a large variety of systems including mass transit systems and limited people automated guideway transit systems. In this paper, we focus on a specific limited people mover system called personal rapid transit. We develop in this paper an optimization based software which could manage efficiently the empty vehicles movements within the personal rapid transit system. Within this context, a branch and bound algorithm is proposed and its efficiently is proved on a set of instances taken from the literature. Our algorithm is shown to get good quality results.
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## 1 Introduction

Personal Rapid Transit(PRT) is a relatively new mode of specific transportation system. It falls under the automated guideway transit systems (AGT). In fact and as any classic AGT, PRT uses a set of automated vehicles which run on dedicated guideways. PRT is designed to move people in urban areas. PRT vehicles move people directly from origin station to destination station with a PRT'network of guideways without intermediate stops or transfers. The transportation service in PRT is done on-demand where one or a group of passengers ask for their transportation service. Typically, the main characteristics of PRT includes: i)Small electric driverless vehicles, ii) Direct origin-to-destination transportation service, iii) on demand transportation service and iv) Exclusive use of the PRT network by the PRT vehicles.

In summary, the main characteristics of PRT includes the offer of a taxilike transportation service by the use of driverless vehicles on a set of dedicated guideways.

As the PRT is a complex, intelligent transportation service, it consists mainly on several advances components such as electric/electronic hardware, guideways, automated vehicles, stations, power sources and software[13].

Typically, a software is one of the core component of any PRT system. It includes and supervises all the other PRT'components in order to deliver a high level of mobility for its users. Central control system for PRT manages the vehicles movements, the requested trips scheduling, the response of irregular operations such as intrusion, accidents and so on. Consequently, implementing efficient softwares for PRT is of a high importance for such an intelligent transportation system. In this paper, we focus on implementing an optimization based software for PRT in order to effectively manage the empty vehicles management of PRT while reducing its total energy consumption. In fact for a on-demand transportation service such as PRT, we could get up for a high number of empty vehicles moving to take passengers from different stations in the PRT'network which represents a high level of wasted transportation capacity. Therefore including optimization module within PRT'management software is of a high importance.

In the literature, several operational optimization related studies to PRT were published such as dynamic routing [3], network design [19], simulation [5][11], optimized operational planning [6][9], energy minimization [18], total traveled distance $[10][12][8]$, fleet size[4] and so on.

In this paper, we focus on the optimization problem related to PRT studied by Mrad and Hidri [18]. They proposed to study the routing electric vehicles with limited battery capacity in a static deterministic context. We propose a branch and bound resolution approach for that problem. We found that our branch and bound method outperforms the commercial solver Cplex' results ${ }^{1}$ for solving the PRT'optimization problem. An specific integration of our optimization approach within a PRT'software is also proposed.

The remainder of this paper is organized as follows: Section 2 presents the formal problem definition. Section 3 develops our branch and bound optimization approach. Section 4 describes the computational results as well as the integration of our optimization approach within a PRT'software. Finally, Section 5 concludes the paper.

## 2 Problem formulation

We present in this section the problem formulation as presented in the work made by Mrad and Hidri[18]. The problem treated is based on the assumption that we have a predetermined list of trips to serve.

Let us suppose that we have a set of PRT stations $S$, a depot $D$, and a PRT network that makes it possible to journey between any pair of stations. Let us also suppose that we have an unlimited number of vehicles that are initially located in the depot and have battery capacity $B$.

Cost $_{i, j}$ is a cost matrix that defines the cost of traveling from station $i$ to station $j$. The cost of moving between station $i$ and station $j$ in the PRT network will be the length of the shortest path calculated using a Floyd-Warshall algorithm.

[^0]Let us define a list of trips $T$ that has cardinality $|T|=n$. Each trip $i$ $(=1, \ldots, n)$ will have its particular origin and arrival stations $\left(O S_{i}, A S_{i}\right)$ and its particular departure and arrival times $\left(O T_{i}, A T_{i}\right)$. We also suppose that the vehicle should return to the depot to charge its battery when necessary. The PRT problem is defined on an asymmetric graph $G=\{\boldsymbol{V}, \boldsymbol{E}\}$, where $\boldsymbol{V}=$ $\left\{v_{0}, v_{1}, v_{2}, ; v_{n}\right\}$ is a set of nodes for which $v_{0}$ defines the depot and $v_{1}, v_{2}, ; v_{n}$ defines the $n$ different trips that the PRT system must cover. We define $\boldsymbol{V}^{*}=$ $\boldsymbol{V} / v_{0}$. Moreover, $\boldsymbol{E}=\left\{\left(v_{i}, v_{j}\right) ; v_{i}, v_{j} \in \boldsymbol{V}\right\}$ is a set of arcs that is defined as follows:

- If $v_{i}, v_{j} \in V^{*}$ with $A T_{i}+\operatorname{Cost}_{\left(A S_{i}, O S_{j}\right)} \leq O T_{j}$, then the $\operatorname{arc}(i, j)$ exists and has cost $c_{i j}$, which represents the energy consumed from the arrival station of trip $i\left(A S_{i}\right)$ to the arrival station of trip $j\left(A S_{j}\right)$. Hence, each edge will have a combined cost that includes the cost of the movement from one trip to another and the cost of a trip itself.
- For each node $i \in V^{*}$ we add an arc $(0, i)$. The cost of this arc is $c_{0 i}$ and represents the energy used to reach the arrival station of trip $i$ from the depot.
- For each node $i \in V^{*}$ we add an arc $(i, 0)$. The cost of this arc is $c_{i 0}$ and represents the energy used to reach the depot from the arrival station of trip $i$.

We also define $\boldsymbol{E}^{\prime}=\left\{\left(v_{i}, v_{j}\right) ; v_{i}, v_{j} \in \boldsymbol{V}^{*}\right\}$.
Note that $G$ is a direct incomplete graph, because if the arc between node $v_{i}$ and node $v_{j}$ exists, the opposite arc does not exist. Our problem is a typical node routing problem that can be assimilated into the asymmetrical distanceconstrained vehicle routing problem (ADCVRP). The main purpose in our problem is to assign trips to vehicles with respect to the battery capacity of each vehicle in order to minimize the total consumption of electrical energy.

### 2.1 Flow-based mathematical formulation

In this section, we adapt and present a flow-based mathematical formulation of our problem. This formulation was presented in [16] for the asymmetrical distance-constrained vehicle routing problem. We first introduce the following integer variables:

$$
x_{i j}=\left\{\begin{array}{l}
1 \text { if node } j \text { is visited after node } i, \\
0 \text { otherwise },
\end{array}\right.
$$

$$
z_{i j}=\left\{\begin{array}{l}
\text { the shortest length traveled from the depot to customer } j, \\
\text { as } i \text { is the predecessor of } j \\
0 \text { otherwise. }
\end{array}\right.
$$

Let $c_{i j}$ be the cost of the journey from node $i$ to node $j$. Let $\delta^{+}(i)$ is the set of edges that have $v_{i}$ as a root. Let $\delta^{-}(i)$ is the set of edges that have $v_{i}$ as a sink.

$$
\begin{gather*}
\text { PRT(1): Minimize } \sum_{(i, j) \in E} c_{i j} x_{i j}  \tag{1}\\
\sum_{j \in \delta^{+}(i)} x_{i j}=1 \quad \forall i \in V^{*}  \tag{2}\\
\sum_{j \in \delta^{-}(i)} x_{j i}=1 \quad \forall i \in V^{*}  \tag{3}\\
\sum_{(i, j) \in E^{\prime}} z_{i j}-\sum_{(i, j) \in E^{\prime}} z_{j i}-\sum_{j \in V^{*}} c_{i j} x_{i j}=0 \quad \forall i \in V  \tag{4}\\
z_{i j} \leq\left(B-c_{j 0}\right) x_{i j} \quad \forall(i, j) \in E^{\prime}  \tag{5}\\
z_{i j} \geq\left(c_{i j}+c_{0 i}\right) x_{i j} \quad \forall i \neq 0, \forall(i, j) \in E^{\prime}  \tag{6}\\
z_{0 i}=c_{0 i} x_{0 i} \quad \forall i \in E^{\prime} \tag{7}
\end{gather*}
$$

The objective (1) is to minimize the total charge used to make all the trips. Constraints (2) and (3) control the assignment of trips to routes. In fact, both constraints require that each node $i \in V^{*}$ be visited just once. Constraint (4) ensures that the distance from node $v_{i}$ to any node $v_{j}$ by road is equal to the distance between the depot and node $v_{j}$ plus the distance from node $v_{j}$ to node $v_{i}$. Constraint (5) ensures that the different routes are generated with respect to the battery capacity. In fact, it guarantees that the amount of charge the vehicle consumes to reach node $v_{j}$ from the depot is less than its battery capacity minus the charge needed for returning to the depot. Moreover, in accordance with constraint (6), the total charge used to reach node $v_{j}$ from the depot is greater than or equal to the charge needed to follow the direct link between the depot and node $v_{j}$. Finally, constraint (7) provides the initial value for $z_{0 i}$, which should be equal to the distance from the depot to node $v_{i}$.

## 3 Branch-and-bound algorithm for static routing problem of personal rapid transit system

For the general VRP, there exists a different method of solution that utilizes an exact algorithm. The reader is referred to [2] for a more extensive review of the exact method for the VRP. In this paper, we propose a branch-and-bound algorithm for solving the PRT problem. We present first the general framework of our branch-and-bound procedure (B\&B) $[15][17][7]$. The branch-and-bound algorithm is an exact method of finding optimal solutions for various distinctive optimization problems. This method was first introduced by Land and Doig in 1960. Its main idea consists in enumerating all possible solutions in a search tree. The branch and bound first solves a general global problem at the root of the search tree. Then, for all the other nodes the branch and bound will solve subproblems in which some constraints are relaxed and some variables are fixed.

The branch and bound normally starts from a feasible initial solution given by an upper-bounding procedure. However, if we do not have a heuristic approach, the initial upper bound is set to infinity. Once some constraints are relaxed, we need to define a search strategy that consists of the main rules for choosing the next node to branch off and treat. There are two well-known strategies for branching: the depth-first search (DFS), which consists in solving the most recently generated nodes first; and the best-first search, which consist in solving the most promising node first [14]. Our B\&B is presented in Algorithm 1. Based on Algorithm 1, there are several components that need to be defined such as the lower bounding procedure and the branching rules. In the next sections, we present details of the specific components of the $\mathrm{B} \& \mathrm{~B}$ method. We should note that a solution S in Algorithm 1 represents a set of roads that cover each node in graph $G$ exactly once.

### 3.1 Computation of lower bound for PRT problem

The lower bound is one of the most important issues for the branch-and-bound algorithm. In fact, the branch and bound has to apply a lower-bounding procedure at each node of the search tree. The lower bound also has the advantage of giving a performance measure for heuristics. In the branch and bound, the lower bounds can be found by relaxing the mathematical formulation. There is a multitude of ways to relax these models. In our B\&B, we decided to use the following linear model in order to generate the lower bounds.

We will first introduce the following integer variables

$$
x_{i j}=\left\{\begin{array}{l}
1 \text { if node of index } j \text { is visited after node of index } i \\
0 \text { Otherwise }
\end{array}\right.
$$

$c_{i j}$ define the cost of moving between nodes $v_{i}$ and $v_{j}$ in $G$.

$$
\begin{gather*}
\text { PRT: Min } \sum_{(i, j) \in E} c_{i j} x_{i j}  \tag{8}\\
\sum_{j \in \delta^{+}(i)} x_{i j}=1 \forall i \in V^{*}  \tag{9}\\
\sum_{j \in \delta^{-}(i)} x_{j i}=1 \forall i \in V^{*}  \tag{10}\\
x_{i j} \in\{0,1\} \forall(i, j) \in E \tag{11}
\end{gather*}
$$

In fact to generate the lower bounds, we decided to remove the battery constraints from the mathematical model presented in [18] for solving the PRT problem. The quality of this lower bound is not high, but with this lower-bounding scheme we obtain integer solutions. Solving the relaxed mathematical model, we obtained two types of cycles (routes):

- A cycle that respects the battery capacity of the PRT vehicles.
- A cycle that does not respect the battery capacity of the PRT vehicles which must be eliminated in future resolution of the relaxed linear program.

```
Algorithm 1 B\&B
    Compute Lower Bound of the problem
    if Obtained Solution \(S\) Is Feasible then
        Solution S is Optimal
        Return Objective value of S
    else
        for all Infeasible Routes in Solution S do
            Compute the ratio for each route
            Choose the route with the largest ratio
            for all Arcs in the chosen Route do
            Relax the arc by putting its value to \(\infty\)
            if We get a feasible solution then
                    Update the Upper Bound
            end if
            Add Node to the tree
        end for
        end for
        while ActualNode \(<\) MaxNodes do
            Choose Subproblem with the smallest value of objective function
            if There is more than one subproblem then
                    choose one randomly
            end if
            Calculate Lower Bound
            for all Infeasible Routes in Solution \(S\) do
            Compute the ratio for each route
            Choose the route with the largest ratio
            for all Arcs in the chosen Route do
                    Relax the arc by putting its value to \(\infty\)
                    if We get a feasible solution then
                    Update the Upper Bound
                    end if
                    Add Node to the tree
            end for
        end for
        if List of infeasible nodes is empty then
            Return the upper Bound
        end if
        end while
    end if
    Return the upper Bound
```


### 3.2 Branching rules

As mentioned in the previous section, solving of the lower bound can result in cycles that do not respect the battery capacity. Such a route is infeasible and thus should be eliminated (i.e., the cycle should not appear in any future relaxation of the problem). Accordingly, we take inspiration from previous work on solving either the asymmetric traveling salesman problem (ATSP) [14] or
the ADCVRP [1]. Normally, to eliminate an infeasible route, one arc should be removed. In our branch-and-bound method, we assign a large value to the selected arc that should be removed and then solve the relaxed program again. Thus, in the future relaxations, the infeasible route will not reappear. The main disadvantage of this strategy is that the excluded edge may be present in the optimal solution, which can result in a failure of the method to find the optimal solution.

There are several ways to choose an arc to exclude from the infeasible route:

- The first way is to exclude the arc with the greatest cost.
- The second way is to exclude a random arc.
- A third way is to use the concept of the tolerance of an arc. This type of sensitivity operator will choose only one infeasible route to work on and branch from each time. Hence, for each infeasible route, the method will compute the ratio between the total electric charge used along the route and the number of arcs in that route. We then choose to work on the infeasible route with the largest ratio. For this route, we solve the different relaxation problems while eliminating one arc of the chosen route each time. We add to the tree the nodes that correspond to these different relaxations.

In this paper, we choose to work with the third way as a branching rule for our branch-and-bound algorithm.

### 3.3 Example

In this example, we explain the proposed $B \& B$ with the sensitivity operator. Suppose that we have 10 trips to serve and we have a battery capacity that permits the vehicle to run for 30 min . For simplicity, we assume that we have no upper bound. Therefore, the initial value of the upper bound is set to $\infty$. First, we solve the relaxed linear program. We obtain three routes $R 1=(D, 0) ;(0,3) ;(3,7) ;(7, D)$, $R 2=(D, 1) ;(1,5) ;(5,8) ;(8,9) ;(9, D)$, and $R 3=(D, 2) ;(2,4) ;(4,6) ;(6, D)$ of 28 , 45 , and 31 min , respectively. Therefore, we have two infeasible routes $R 2$ and $R 3$. For each of these two routes we calculate the associated ratio $\rho$ as follows:

$$
\begin{gather*}
\rho(R 2)=\frac{45(\text { Cost of the route R1) }}{5(\text { number of arcs })}=9  \tag{12}\\
\rho(R 3)=\frac{31(\text { Cost of the route R2) }}{4(\text { number of arcs })}=7.75 \tag{13}
\end{gather*}
$$

The route $R 2$ has the larger ratio $(\rho(R 2)=9)$. Hence, we choose arcs from route $R 2$ for branching. We add three nodes to the search tree, where each corresponds to solving the relaxed linear problem while excluding one arc (see Figure 1). The node counter is increased by 3 . The upper bound is not updated, since we did not find a feasible solution.

We now have three subproblems on the tree, with costs 104, 107, and 105. We choose to branch from the node with the least cost (104). Solving the new


Fig. 1: First iteration of B\&B
subproblem, we again have two infeasible routes $R 2$ and $R 3$ with costs 43 and 33. As in the previous iteration, we compute the ratio for each route:

$$
\begin{align*}
& \rho(R 2)=\frac{43(\text { Cost of the route R1) }}{5(\text { number of arcs })}=8.6  \tag{14}\\
& \rho(R 3)=\frac{33(\text { Cost of the route R2) }}{4(\text { number of arcs })}=8.25 \tag{15}
\end{align*}
$$

Hence, we decide to branch from route $R 1$. We add additional node subproblems to the tree, where each corresponds to excluding one of the arcs $(2,4)(4,6)$, and $(6,9)$ (see Figure 2).. The node counter is updated and increased by 3. The upper bound is not updated, since we again did not find a feasible solution.

This process is repeated until the maximum number of nodes is reached, the optimal solution is found, or the maximum running time is reached.

## 4 Computational Results

We have generated randomly 190 instances using the instances generator of Mrad and Hidri [18]. The size of the generated instances varies from 10 to 100 PRT'trips in steps of 5 . For each trips'size, we generated 10 instances. Tests were made using a program coded in $\mathrm{C}++$ and simulations are performed on a personal computer with Intel i5 2.3 GHZ processor and 6 GO of RAM(Windows 7).


Fig. 2: Second iteration of B\&B

We measure the performance of the tested algorithm by the GAP metric which is computed as follows:

$$
\begin{equation*}
G A P=\left(\frac{\left(S O L_{B \& B}-L B\right)}{L B}\right) * 100 \tag{16}
\end{equation*}
$$

$S O L_{B \& B}$ represents the obtained solution for an instance using the $B \& B$ algorithm. The LB is the lower bound related to an instance of our problem. It is calculated based on the linear relaxation of the mathematical model given in [1]. All the mathematical models in this paper were coded using Cplex12.1.

Results of our algorithm are proposed in Table 1.
The B\&B method founds an average GAP of $0.920 \%$ in 356.717 seconds which could be described as good results. In fact and in many instances, the lower-bound technique used in our $B \& B$ can find integer solutions that are very close to the optimal solution. Also one could note from table 1 that the average computation time for $\mathrm{B} \& \mathrm{~B}$ increases at a reasonably low rate.

We also compared the solutions obtained from $\mathrm{B} \& \mathrm{~B}$ to those obtained by CPLEX for solving the valid mathematical model for the PRT problem [12].

Our B\&B was able to find better solutions than CPLEX in 30 instances, and the results were equal in 160 instances. We also performed more extensive statistical tests to evaluate the significance of our results. In particular, we made a Wilcoxon matched-pairs signed-ranks test.

This test yielded a P-value less than 0.0001 and showed that $\mathrm{B} \& \mathrm{~B}$ is superior to Cplex. Therefore, we can state that B\&B outperforms CPLEX.

Table 1: Results of the B\&B algorithm

| Number of trips Average Gap \% Average Time (s) |  |  |
| :--- | :--- | :--- |
| 10 | 0 | 0.217 |
| 15 | 0.565 | 76.056 |
| 20 | 0.980 | 151.140 |
| 25 | 0.980 | 151.140 |
| 30 | 0.837 | 302.896 |
| 35 | 1.893 | 480.634 |
| 40 | 0.337 | 309.723 |
| 45 | 0.867 | 362.849 |
| 50 | 0.781 | 481.219 |
| 55 | 0.976 | 541.620 |
| 60 | 0.387 | 363.099 |
| 65 | 0.638 | 439.567 |
| 70 | 0.898 | 500.468 |
| 75 | 2.237 | 423.149 |
| 80 | 0.988 | 484.330 |
| 85 | 1.112 | 492.855 |
| 90 | 0.557 | 364.977 |
| 95 | 1.051 | 305.209 |
| 100 | 1.398 | 546.469 |
| Average | 0.920 | 356.717 |

### 4.1 Integration of the optimization module within a PRT software

There is several ways to integrate optimization resolution techniques within intelligent mobility softwares. In our PRT context and based on our problem, we propose a full integration procedure of our optimization technique which is presented in Algorithm 2.

```
Algorithm 2 PRT software
    Get the information related to the PRT network and the List of Trips
    Construct the matrix Cost and Time.
    Construct the graph \(G\).
    Use the B\&B method to generate the optimal solution
    The PRT control system uses the obtained data related to the different obtained
    roads from the \(B \& B\) method to manage the PRT system.
```

Algorithm 2 includes several steps in order to manage efficiently the PRT system. It starts by obtaining the related input such as the metric matrix related to the cost of moving between the different PRT stations and the information related to the static list of trips to serve. Next and based on these input data, the two matrix Cost and Time are constructed. Then, the optimization phase of our PRT software starts by building first the graph $G$. The optimization phase then
, and using the proposed B\&B method, would solve the constructed problem using the obtained input data. The last step of our algorithm includes the transmission of the obtained roads representing the solution of the $\mathrm{B} \& \mathrm{~B}$ method to the central PRT control system in order to route efficiently the different vehicles available in the depot.

## 5 Conclusion

In this paper, we proposed an optimization approach to minimizing the energy consumption for PRT. While focusing on a static problem related to PRT, a B\&B resolution approach was proposed. This method adapted to the context of PRT was capable to solve various sized PRT test instances. In fact, our algorithm was shown to get a good quality results as it handles to find an average gap of 0.920 in 356.717 seconds.

As future works, we could implement new lower bounding procedures based on different type of relaxation. A branch and cut algorithm could also be developed in order to speed up the performance of our algorithm. Also, one could note that the implementation of efficient new meta-heuristic and solution'representation seem to be very interesting in our context in order to enhance the solution quality. New implemented meta-heuristic could also be implemented within our PRT software to solve large instances'size.
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