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On Optimal Control Problems for Generalized
Homogeneous Systems

Andrey Polyakov∗

Abstract

The paper deals with optimal control problems for plants modeled by non-
linear ordinary differential equations with homogeneous (in a generalized sense)
right hand sides. The classical tools of optimal control theory, namely, Dynamic
Programming and Maximum Principle are refined for generalized homogeneous
control systems.

1 Introduction
An object (e.g. an operator or a vector field) is homogeneous in a generalized sense
if it is symmetric with respect to a certain family of transformations (called dilations)
[1], [2], [3], [4]. On the one hand, a lot of well-known models of mathematical physics
are homogeneous in a generalized sense [4], e.g. heat, wave, Burgers, Navier-Stocks,
Saint-Venant and Korteweg-de-Vries equations as well as Fast Diffusion equation. On
the other hand, homogeneity is one of the desirable properties for nonlinear control
system, since it allows stability to imply robustness of the system [5], [6], [7] and
simplifies the time-constrained stabilization providing the finite-time stability [8], [9]
to the closed-loop control system with negative homogeneity degree [10], [11], [12],
[13].

Optimal control design is one of classical problems of mathematical control theory
[14], [15]. Geometry of a system is important for optimal control design [16], [17].
Being a kind of a symmetry, the homogeneity is expected to simplify analysis and
design optimal control systems.

The optimal regulation problem for a class of homogeneous control systems is con-
sidered in [?], where some sampled-time control is designed. The proposed feedback
comes out of the solution of an infinite horizon optimization problem in discrete time.
This paper refines Dynamic Programming and Maximum Principle under the assump-
tion that the control system is modeled by homogeneous ordinary differential equation.

Notation:

• R is the field of real numbers, R+ = {x ∈ R : x ≥ 0}; N is the set of natural
numbers;
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• rank(M) denotes the rank of the matrix M ∈ Rn×m;

• In ∈ Rn×n is the identity matrix;

• diag{λi}ni=1 denotes the diagonal n×n matrix with the elements λi ∈ R on the
main diagonal;

• the inequality P > 0 for P ∈ Rn×n means that P is positive definite symmetric
matrix.

• let W 1,1([0, T ),Rn) be the Sobolev space of absolutely continuous functions
(0, T ) → Rn, where T ≤ +∞, and the set W 1,1

loc ((0, T ),Rn) consists of func-
tions which restriction to any interval (0, T ′) with 0 < T ′ < T belongs to
W 1,1((0, T ′),Rn);

• let L∞((0, T ),Rm) be the space of uniformly essentially bounded functions,
where T ≤ +∞;

• let ‖ · ‖ be a norm in Rn and ‖ · ‖A be the matrix norm induced by ‖ · ‖, i.e.
‖A‖A = supx∈Rn

‖Ax‖
‖x‖ if A ∈ Rn×n; ‖ · ‖L∞ and ‖ · ‖W 1,1

loc

• B(ε) = {x ∈ Rn : ‖x‖ < ε} is the ball of the radius ε > 0.

• S={u ∈ Rn : ‖u‖ = 1} is the unit sphere.

2 Problem Statement and Basic Assumptions
Let us consider a control system modeled by the ordinary differential equation

ẋ(t) = f(x(t), u(t)), t ∈ (0, T ), (1)

x(0) = x0\{0}, (2)

where T ≤ +∞ is the time horizon, x(t) ∈ Rn is the vector of system states, u(t) ∈
Rm is the vector of control inputs, the vector-valued function f : Rn\{0}×Rm → Rn
is assumed to be at least continuous. We study the optimal control problem (OPC)

J(x, u, T ) =

∫ T

0

L(x(σ), u(σ))dσ → inf
x,u

(3)

subject to (1), (2), the control constraint given by

u(t) ∈ U , t ∈ (0, T ), (4)

and the terminal set described as follows

lim
t→T

gi(x(t)) ≤ 0, i = 1, 2, ..., l, (5)

where the set U ⊆ Rm is compact and the functions gi : Rn\{0} → R and the
Lagrangian L : Rn\{0} ×Rn → R+ are assumed to be continuous. The time horizon
T can be fixed or non-fixed, finite T < +∞ or infinite T = +∞.
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Below we assume the considered OCP is homogeneous in a generalized sense. Ho-
mogeneity is a property of an object (e.g. function or vector field) to be symmetric
(in a certain sense) with respect to a group of transformations (called dilations). The
generalized homogeneity [4], [18] deals with linear transformations (linear dilations)
given below.

Definition 1 ([4]) A map d : R→ Rn×n is called dilation in Rn if it satisfies
• Group property:

d(0)=In and d(t+s)=d(t)d(s), t,s∈R;

• Continuity property: d is a continuous map, i.e.
∀t>0,∀ε>0,∃δ>0 : |s− t|<δ ⇒ ‖d(s)− d(t)‖A≤ε;

• Limit property:
lim

s→−∞
‖d(s)u‖=0 and lim

s→+∞
‖d(s)u‖=+∞

uniformly on the unit sphere S={u ∈ Rn : ‖u‖ = 1}.

Obviously, the dilation d is a continuous group of invertible linear maps d(s) such
that d(−s) = [d(s)]−1.

Definition 2 A vector field g : Ω → Rn (a function h : Rn → R) is said to be
d-homogeneous of degree ν ∈ R if d(s)Ω ⊆ Ω for s ∈ R and

g(d(s)z)=e νsd(s)g(z), ∀z∈Ω, ∀s∈R. (6)

(resp. h(d(s)z) = e νsh(z), ∀z ∈ Ω, ∀s ∈ R. )

More details about standard, weighted and geometric homogeneity of nonlinear
systems can be found in [1], [19], [3], [20], [13], and references therein, where a lot of
examples of homogeneous control systems are also studied.

We study the considered optimal control problem under assumption that the vector-
field f and Lagrangian L are homogeneous (for the control u treated as a parameter).

Assumption 1 Let d be a dilation in Rn. The vector-field f , the Lagrangian L and the
functions gi are assumed to be d-homogeneous with respect to the first argument, i.e.

∃νf ∈ R : f(d(s)x, u) = eνfsd(s)f(x, u), (7)
∃νL ∈ R : L(d(s)x, u) = eνLsL(x, u) (8)
∃νi ∈ R : gi(d(s)x) = eνisgi(x), (9)

for s ∈ R, x ∈ Rn\{0} and u ∈ Rm, i = 1, 2, ..., l.

The optimal control problem (1) - (5) that satisfies the given assumption is called the
homogeneous optimal control problem (HOCP) in the Lagrange form.

Below (see Section IV) we also make Assumption 2 that implies the uniqueness of
solution to the system (1) - (2) in forward time for u ∈ L∞((0, T ),Rm) satisfying (4).

The main goal of the paper is to refine the conventional optimal control design tools
(namely, dynamic programming and Pontraygin Maximum Principle) for the case of
homogeneous evolution equations, homogeneous terminal sets and homogeneous cost
function.
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3 Preliminaries: Generalized homogeneity

3.1 Monotone dilations
The matrix Gd ∈ Rn×n defined as Gd = lims→0

d(s)−In
s is known (see, e.g. [21, Ch.

1]) as the generator of the group d(s). It satisfies the following properties
d
dsd(s)=Gdd(s)=d(s)Gd and d(s)=eGds :=

+∞∑
i=0

siGid
i! .

Denote also bAcA = infx∈Rn
‖Ax‖
‖x‖ . Limit property implies

•‖d(s)‖A→ 0 as s→−∞; • d(s) 6= In if s 6= 0;
•bd(s)cA→ +∞ as s→+∞; •bGdc>0 (kerGd ={0}).

The most popular dilations are the uniform (or standard) dilation (L. Euler) : d(s)=es,
s∈R and the weighted dilation (Zubov 1958, [1]): d(s)=diag{eris}, s∈R and ri>0,
i=1, ..., n. They obviously satisfy Definition 1 with Gd =In and Gd =diag{ri}, resp.
Geometric dilation [19], [22] is more general since it allows the map d(s) : Rn→Rn
to be nonlinear.

Definition 3 ([18]) The dilation d is monotone if it is a strong contraction for s < 0,
i.e. ‖d(s)‖A<1 as s<0.

Monotonicity of dilation depends on the norm ‖ · ‖ selected in Rn. For example, the
dilation d(s) = es

(
cos(s) sin(s)
− sin(s) cos(s)

)
with Gd =

(
1 1
−1 1

)
is monotone if R2 is equipped

with the weighted norm ‖x‖P =
√
x>Px, P =

(
1 1/

√
2

1/
√

2 1

)
> 0 and it is non-

monotone if, for example, P =
(

1 3/4
3/4 1

)
> 0. In the latter case, the curve {d(s)u :

s ∈ R} may cross the unit sphere ‖x‖P = 1 in two different points.

Theorem 1 ([18]) The next four conditions are equivalent

1) the dilation d is monotone;

2) bd(s)cA > 1 for s > 0;

3) the continuous function ‖d(·)x‖ : R→R+ is strictly increasing for any x ∈ S;

4) for any x ∈ Rn\{0} there exists a unique pair (s0, x0) ∈ R × S such that
x = d(s0)x0.

Theorem 1 guarantees the functions‖d(·)‖A :R→R+ andbd(·)cA :R→R+ are also
continuous and strictly increasing.

Definition 4 ([18]) The dilation d is called strictly monotone if

∃β > 0 : ‖d(s)‖A ≤ eβs for s ≤ 0.

The dilation d considered in the above example is strictly monotone if R2 equipped
with the Euclidean norm.
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Theorem 2 ([18]) Let d be a dilation in Rn then

• the matrix −Gd is Hurwitz, i.e. all eigenvalues λi of Gd are placed in the right
complex half-plane;

• there exists P ∈ Rn×n

PGd +G>d P > 0, P = P> > 0; (10)

• the dilation d is strictly monotone with respect to the weighted norm ‖ · ‖ =√
〈·, ·〉 induced by the inner product 〈u, v〉 = u>Pv with P satisfying (10):

eαs≤bd(s)cA≤‖d(s)‖A≤ eβs if s≤0,
eβs≤bd(s)cA≤‖d(s)‖A≤ eαs if s≥0,

(11)

where
α = 0.5λmax

(
P

1
2GdP

− 1
2 + P−

1
2G>d P

1
2

)
,

β = 0.5λmin

(
P

1
2GdP

− 1
2 + P−

1
2G>d P

1
2

)
.

(12)

Therefore, any dilation d is strictly monotone if Rn is equipped with the weighted
norm ‖x‖=

√
x>Px provided that the matrix P >0 satisfies (10).

3.2 Homogeneous norm
Dilation d introduces a topology in Rn (spheres and balls [19], [23], [6]) by means of
the so-called ”homogeneous norm”.

Definition 5 A continuous function ‖ · ‖d : Rn → R+ is said to be d-homogeneous
norm if ‖x‖d → 0 as x→ 0 and ‖d(s)x‖d = es‖x‖d > 0 for x ∈ Rn\{0} and s ∈ R.

For monotone dilations the canonical homogeneous norm can be defined as fol-
lows:

‖x‖d = esx with sx : ‖d(−sx)x‖ = 1. (13)

In [24] such a homogeneous norm was called canonical since it is induced by the canon-
ical norm ‖ · ‖ in Rn and ‖x‖d = ‖x‖ = 1 on the unit sphere S. In this case, obviously,

bd(ln ‖x‖d)cA ≤ ‖x‖ ≤ ‖d(ln ‖x‖d)‖A.

Note also that if d(s) = es then ‖ · ‖d = ‖ · ‖. By default, below we deal only with the
canonical homogeneous norm.

Let Bd(r) be homogeneous ball of the radius r > 0 , i.e.

Bd(r) = {x ∈ Rn : ‖x‖d < r}.

Proposition 1 ([18]) If d is a strictly monotone dilation then

•
∣∣∣‖x1‖βd −‖x2‖βd

∣∣∣ ≤ ‖x1−x2‖ for x1, x2 ∈ Rn\Bd(1),
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• the homogeneous norm ‖ · ‖d is Lipschitz continuous outside the origin;

• if the norm ‖ · ‖ is smooth outside the origin then the homogeneous norm ‖ · ‖d

is also smooth outside the origin, d‖d(−s)x‖
ds <0 if s∈R, x∈Rn\{0} and

∂‖x‖d
∂x =

‖x‖d
∂‖z‖
∂z |z=d(−s)x

d(−s)
∂‖z‖
∂z |z=d(−s)x

Gdd(−s)x

∣∣∣∣
s=ln ‖x‖d

(14)

3.3 Generalized Homogeneous Functions and Vectors Fields
Homogeneous functions and vector fields (see, Definition 2) have a lot of properties
useful for control design and state estimation of both linear and nonlinear plants as
well as for analysis of convergence rates [22], [25], [26], [13]. It is worth stressing that
essentially non-linear vector-fields and functions may be d-homogeneous.

Example 1 Let the dilation d be defined as follows

d(s) = es
(

1 0 0
0 cos(s) sin(s)
0 − sin(s) cos(s)

)
.

It is strictly monotone with respect to the Euclidean norm ‖x‖ =
√
xTx and Gd =(

1 0 0
0 1 1
0 −1 1

)
. The vector field f : R3 → R3 defined as

f(x) =

(
x2

2+x2
3

x2
1(cos(ln |x1|)+sin(ln |x1|))
x2

1(cos(ln |x1|)−sin(ln |x1|))

)

and the function h : R3 → R given by h = x3
1 + (x2

2 + x2
3)

3
2 are d-homogeneous of

degree 1 and 3, respectively.

In the general case, homogeneous functions and vector fields can defined on some
open unbounded subsets of Rn, e.g. h(x1, x2) = 1

[x1−x2
2]+

, where x1, x2 ∈ R, but
[ρ]+ = ρ if ρ > 0 and [ρ]+ = 0 if ρ = 0. The domain of such homogeneous function
forms a homogeneous cone (set).

Definition 6 An open nonempty set Ω ⊂ Rn is said to be d-homogeneous cone if
d(s)Ω ⊆ Ω.

The name”homogeneous cone” is very natural for the set Ω, since each point x
belongs to Ω together with the homogeneous curve {z : z = d(s)x, s ∈ R}. If the
dilation is uniform d(s) = esIn then Ω becomes the conventional cone in Rn.

Let Fd(Ω) (resp. Hd(Ω)) be the set of d-homogeneous vector fields Ω ⊆ Rn→Rn
(resp. functions Rn → R), which are continuous on Ω ⊆ Rn\{0}. Here Ω is d-
homogeneous cone. Let degd(h) (resp. degd(f)) denote the homogeneity degree of
h ∈ Hd(Ω) (resp. f ∈ Fd(Ω)).

The homogeneity allows local properties (e.g. smoothness) of vector fields (func-
tions) to be extended globally [1], [2]. Moreover, if the function (resp. vector field) is
smooth then homogeneity is inherited by its derivatives.
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Corollary 1 If h ∈ Hd(Ω) ∩ C1(Ω\{0},R) and f ∈Fd(Ω) ∩ C1(Ω\{0},Rn) then

edeg(h)s ∂h(x)
∂x = ∂h(x)

∂z

∣∣∣
z=d(s)x

d(s), (15)

∂h(x)
∂x Gdx = degd(h)h(u), (16)

edeg(f)sd(s)∂f(x)
∂x = ∂f(z)

∂z

∣∣∣
z=d(s)x

d(s), (17)

∂f(x)
∂x Gdx = (degd(f)In +Gd) f(x), (18)

for x∈Ω\{0} and s∈R.

The proofs of the identities (15) and (16) are given in [18]. The identities (17) and (18)
can be proven similarly.

The next corollary shows that homogeneity degree specifies some properties of
homogeneous functions.

Corollary 2 If h : Ω ⊂ Rn → R is a d-homogeneous function and sup
x∈S∩Ω

|h(x)|<+∞

then

a) for deg(h) > 0 one has h(x) → 0 as x → 0 and h is radially unbounded1

provided that h(x) 6=0 on S ∩ Ω;

b) for deg(h) = 0 the function h is bounded in Ω and continuity of h at the origin
implies that h(x) ≡ const;

c) for deg(h) < 0 one has that h is discontinuous at the origin, unbounded in any
neighborhood of the origin and |h(x)| → 0 as x→∞.

Proof. Since the homogeneous norm ‖ ·‖ is continuous at the origin, then using the ho-
mogeneous identity h(x) = h(d(ln ‖x‖d)z) = ‖x‖deg(h)

d h(z) with z = d(− ln ‖x‖)x ∈
S ∩ Ω we trivially complete the proof.

The similar results can be obtained for d-homogeneous vector fields.

Corollary 3 Let f : Ω ⊂ Rn → Rn is a d-homogeneous vector field and sup
x∈S∩Ω

‖f(x)‖<

+∞. If the numbers α, β ∈ R+ defined by (12) for some P > 0 satisfying (10) are
such that

a) deg(f) + β > 0 then f is continuous at the origin, f(x) → 0 as ‖x‖ → 0 and
‖f‖ is radially unbounded if ‖f(x)‖ 6=0 on S ∩ Ω;

b) deg(f) + β = 0 (resp. deg(f) +α = 0 ) then f is bounded on Bd(r)∩Ω (resp.
on Ω\Bd(r)) for any fixed r > 0;

c) deg(f) + α = 0 then f is bounded on Ω\Bd(r) for any fixed r > 0;

1A function h (resp. a vector field f ) is radially unbounded if x → ∞ implies ‖h(x)‖ → +∞ (resp.
|f(x)| → +∞).
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d) deg(f) + β = deg(f) + α = 0 then f is globally bounded on Rn;

e) deg(f) + α < 0 then f is discontinuous at the origin, unbounded in any neigh-
bourhood of the origin and ‖f(x)‖ → 0 as x→∞;

Proof. Similarly for the vector field f we derive f(x) = ‖x‖νd d(ln ‖x‖d)f(z) and
‖x‖νdbd(ln ‖x‖d)cA‖f(z)‖ ≤ ‖f(x)‖ ≤ ‖x‖νd‖d(ln ‖x‖d)‖A‖f(z)‖. Hence, using
Theorem 2 for ‖u‖ < 1 we have ‖x‖ν+α

d ‖f(z)‖ ≤ ‖f(x)‖ ≤ ‖x‖ν+β
d ‖f(z)‖ and

‖x‖ν+β
d ‖f(z)‖ ≤ ‖f(x)‖ ≤ ‖x‖ν+α

d ‖f(z)‖ if ‖x‖ > 1.

3.4 Homogeneous approximation
Local homogeneity and homogeneous approximations has been studied in [1], [6], [23]
in order to cover a wider class of non-linear systems.

Definition 7 Let a function h : Ω ⊂ Rn → R be continuous on d-homogeneous cone
Ω. A d-homogeneous function h0 : Ω ⊂ Rn → R (resp. h∞ : Ω ⊂ Rn → R) of degree
ν is said to be homogeneous approximation of h at 0 (resp. at∞) if

lim
s→−∞

h(d(s)x)
eνs =h0(x)

(
lim

s→+∞
h(d(s)x)
eνs =h∞(x)

)
(19)

In [6] these limits are assumed to be uniform on the unit sphere S in Rn. In our case,
such a condition cannot be posed since the functions h, h0, h∞ may be unbounded on
S ∩ Ω.

4 Homogeneous Optimal Control Problem

4.1 Admissible solutions and maximal horizon
Homogeneity (symmetry) of ODE implies symmetry of its solutions. The similar facts
can be proved for optimal/admissible pairs of HOCP.

Definition 8 A pair (x,u)∈W 1,1
loc ((0,T ),Rn)×L∞((0,T ),Rm) is said to be admissible

for HOCP with T ≤ +∞ and x0 ∈ Rn\{0} if it is satisfies (1) almost everywhere on
(0, T ), (2), (4), (5) and J(x, u, T ) < +∞.

Let the set of admissible pairs (the admissible set) of HOCP with T ≤ +∞ and
x0 ∈ Rn\{0} be denoted as

P(x0, T ) ⊂W 1,1
loc ((0, T ),Rn)× L∞((0, T ),Rm). (20)

The next theorem discovers homogeneous relations between admissible sets.

Theorem 3 If one has (x, u) ∈ P(x0, T ) then

(xs, us) ∈ P(d(s)x0, e
−νfsT ),
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J(xs, us, e
−νfsT ) = e(νL−νf )sJ(x, u, T ),

for any s ∈ R, where

xs(t) = d(s)x(eνfst), us(t) = u(eνfst), t ∈ (0, e−νfsT ).

Proof. Obviously, if (x, u) ∈ W 1,1((0, T ),Rn) × L∞((0, T ),Rm) then (xs, us) ∈
W 1,1((0, e−νfsT ),Rn) × L∞((0, e−νfsT ),Rm). In addition, xs(0) = d(s)x0 and
gi(xs(e

−νfsT )) = gi(d(s)x(T )) = eνisgi(x(T )) ≤ 0. Let us show that (xs, us)
satisfies (1) almost everywhere on (0, e−νfs). If t ∈ (0, e−νfsT ) then τ = eνfst ∈
(0, T ) and d

dtxs(t) = d(s) ddtx (eνfst) = eνfsd(s) d
dτ x(τ) = eνfsd(s)f(x(τ), u(τ))=

eνfsd(s)f(x (eνfst), u (eνfst))=f(d(s)x (eνfs) , u (eνfst)) = f(xs(t), us(t)) almost
everywhere on (0, e−νfsT ). Similarly, due to homogeneity ofLwe deriveL(xs(t), us(t)) =
L(d(s)x (eνfst) , u (eνfst)) = eνLsL(x (eνfst) , u (eνfst)) = eνLsL(xs(t), us(t)) and

J(xs, us, e
−νfsT )=eνLs

T/eνf s∫
0

L(x (eνfst) , u (eνfst))dt =

e(νL−νf )s
∫ T

0
L(x (τ) , u (τ))dτ = e(νL−νf )sJ(x, u, T ).

The obtained relation completes the proof.
Continuity of the vector-field f and the Lagrangian L on Rn\{0}×Rm imply that

for any x0 ∈ Rn\{0} there exists T > 0 such that the admissible set P(x0, T ) is
non-empty.

Let us introduce the function χ : Rn\{0} → R+

χ(x0) = inf
P(x0,T )6=∅

1/T (21)

that characterizes an admissible horizon of HOCP in the following way:

• if χ(x0)>0 then P(x0, T ) 6=∅ for T ∈(0, 1/χ(x0)) and P (x0, ε+ 1/χ(x0)) =
∅ for any ε > 0;

• χ(x0) = 0 implies P(x0, T ) 6= ∅ for any T > 0.

Corollary 4 The function χ is d-homogeneous of degree νf and

1) if χ(x0) = 0 for all x0 ∈ S then χ ≡ 0, where S is a unit sphere in Rn;

2) if νf > 0 then χ(x0)→ 0 as ‖x0‖ → 0;

3) if νf < 0 then χ(x0)→ 0 as ‖x0‖ → ∞;

4) if νf = 0 then χ(x0) is bounded on Rn\{0};

5) if 0 ≤νf + β≤2β −α and νL≥νf then χ ≡ 0 and the set P(x0, T ) is bounded
for any x0 ∈ Rn and any T < +∞, where α, β ∈ R are defined by (12) for
some P > 0 satisfying (10).
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Proof. Homogeneity of the function χ immediately follows from Theorem 3. The
claims 1)–4) are straightforward consequences of Corollary 2. Let us prove the claim
5) using the same corollary. Due to homogeneity one has

‖f(x, u)‖ ≤ ‖x‖νfd ‖d(ln ‖x‖d)‖A‖f(z, u)‖

with z = d(− ln ‖x‖)x ∈ S and

‖d(ln ‖x‖d)‖A ≤ ‖x‖β

if ‖x‖ ≤ 1, but
‖d(ln ‖x‖d)‖A ≤ ‖x‖α

if ‖x‖ ≥ 1. Taking into account νf + α≤β and ‖x‖βd ≤ ‖x‖ for ‖x‖ ≥ 1 we derive
‖f(x, u)‖ ≤ C2‖x‖ if ‖x‖ ≥ 1, where C2 > 0. On the other hand, νf + β ≥ 0
implies that ‖f(x, u)‖ ≤ C1 if ‖x‖ ≤ 1, where C1 > 0. Therefore, for any u ∈
L∞((0,+∞),Rn) : u(t) ∈ U we have ‖f(x, u)‖ ≤ C1 + C2‖x‖ and the system (1)
is forward complete. Finally, taking into account νL − νf > 0 and homogeneity of
the Lagrangian we conclude L(0, u) = 0 and continuity of L with respect to the first
variable. So, P (x0, T ) is bounded for any x0 ∈ Rn and any T ∈ (0,+∞).

The function ξ defined above may be discontinuous in the general case. However,
for the HOCP without terminal constraints (i.e. gi ≡ 0, i = 1, .., l) the continuity of χ
on Rn\{0} is granted by the continuous dependence of solution x and functional J on
parameters x0 ∈ Rn\{0} and T ∈ (0,+∞).

Homogeneous systems with positive degree (νf > 0) may have solutions that blow
up in a finite time, e.g. ẋ(t) = x3(t)u(t). In the latter case the HOCP may remain
meaningful, e.g. if νL < 0 then L(x, u) → 0 as ‖x‖ → +∞ and an infinum of the
cost functional J may correspond to fastest blow up of the solution.

Definition 9 An admissible pair (x∗, u∗) ∈ P (x0, T ) is said to be optimal if

J(x∗, u∗, T ) ≤ J(x, u, T )

for all admissible pairs (x, u) ∈ P(x0, T ).

In general, the optimal pair may be non-unique. Let O(x0, T ) denote the set of
optimal pairs. Obviously, O(x0, T ) ⊂ P (x0, T ) and the next corollary immediately
follows from Theorem 3.

Corollary 5 If one has (x∗, u∗) ∈ O(x0, T ) then (x∗s, u
∗
s) ∈ O(d(s)x0, e

−νfsT ) for
any s ∈ R, where

x∗s(t)=d(s)x∗(eνfst), u∗s(t)=u∗(eνfst), t∈(0, e−νfsT ).

The system (1), (2) may have non-unique solution in a forward time for a given x0.
So, an optimal control u∗ may generate a family of solutions

Xx0,u∗ ⊂W
1,1
loc ((0, T ),Rn)

and, probably, just one of them forms an optimal pair (x∗, u∗) ∈ O : J(x∗, u∗, T ) ≤
J(x, u∗, T ) for all x ∈ Xx0,u∗ . The results proven above hold for such a weak state-
ment of HOCP. Definitely, additional assumption about uniqueness of solutions to (1)
in forward time makes them correct in a strong (conventional) sense.
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Assumption 2 For any x0 ∈ Rn\{0} it holds: if (x1, u1) ∈ P(x0, T ) and (x2, u2) ∈
P(x0, T ) then the identity ‖u1−u2‖L∞ = 0 implies ‖x1−x2‖W 1,1((0,T ′),Rn) = 0 for
all T ′ ∈ (0, T ).

Under this assumption the specific relations between optimal/admissible solutions to
HOCP with different optimization horizons imply homogeneity of necessary and/or
sufficient optimality conditions. In fact, to fulfill Assumption 2 is it sufficient to con-
sider the regular case, i.e. f, L, gi ∈ C1(Rn\{0}). By default below we assume that
Assumption 2 holds.

4.2 Homogeneous Bellman Function
The cost functional J is additive, so HOCP, obviously, satisfies the Bellman principle
of optimality (see e.g. [27]) saying that ”any tail of optimal trajectory is optimal too”.
The sufficient condition of optimality can be derived using on the so-called Bellman
(value) function V : Rn × R+ → R+, which in our case can be defined as follows

V (x0, T ) = J(x∗, u∗, T ),

where (x∗, u∗) is an optimal pair for HOCP with a given x0 ∈ Rn\{0} and a given
T ≤ 1

χ(x0) . For time invariant systems (as we consider) Bellman function usually
depends only of the space argument x ∈ Rn (see e.g. [27]). We have added the
second argument to V in order to study also its dependence on the optimization horizon.
Obviously, that V (x0, T )→ 0 as T → 0+ for any fixed x0 ∈ Rn\{0}.

Theorem 4 Let the function ξ defined by (21) be continuous on Rn\{0}. Then the set
D ⊂ Rn × R+ given by

D =
{

(x0, T ) : x0 ∈ Rn\{0} and 0 < T < 1
χ(x0)

}
is nonempty, open and connected and the Bellman function V is continuous on D.
Moreover, if V is continuously differentiable on D then V satisfies the Hamilton-
Jacobi-Bellman(HJB) equation of the form

min
u∈U

(
∂V

∂x
f(x, u)+L(x, u)

)
=
∂V

∂T
, (x, T ) ∈ D (22)

and the identity V (d(s)x, e−νfsT ) = e(νL−νf )sV (x, T ) holds for (x, T ) ∈ D\{0}.

Proof. The set D is non-empty and open by construction. Let us show that it is con-
nected due to continuity and homogeneity of the function χ defined by (21). Indeed,
if (x1, T1) ∈ D and (x2, T2) ∈ D then the homogeneous curves Γ1 = {(x, T ) : x =
d(s)x1, T = e−νsT1, s ∈ R} and Γ2 = {(x, T ) : x = d(s)x2, T = e−νsT2, s ∈ R}
belong to D. Since d is a dilation then there exists s1 ∈ R and s2 ∈ R such that
d(s1)x1 ∈ S and d(s2)x2 ∈ S, where S is a unit sphere. This means that any point
fromD can be connected by continuous curve with the cylinder Π = S×(0,+∞). Let
(x̃1, T̃1) ∈ D ∩ Π and (x̃2, T̃2) ∈ D ∩ Π are the corresponding crossing points of Γ1

and Γ2, respectively. Since the function χ is non-negative and continuous on Rn\{0}
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then there exists a continuous function T̃ : S → R+ such that 0 < T̃ (x) < 1/χ(x)

for x ∈ S and T (x̃1) = T̃1, T (x2) = T̃2. Let {̃x = φ(s) : s ∈ [0, 1]} ∈ S be an
arbitrary continuous curve that connects the points x̃1 ∈ S and x̃2 ∈ S. In this case,
the continuous curve Γ = {(x, T ) : x = φ(s), T = T̃ (φ(s)), s ∈ [0, 1]} ∈ D ∩ Π
connects the points x̃1, x̃2, i.e. the set D is connected.
The rest part of the proof can be done in the standard way (see, e.g. [27, Theorem
22.18]) taking into account that the conventional Bellman function Ṽ : (0, T )×Rn →
R+ in our case admits the representation Ṽ (t, x) = V (x, T − t). Homogeneity of V
follows from the identity J(x̃, ũ)=e(νL−νf )sJ(x, u) given by Theorem 3.

More constructive representation of the homogeneous Bellman function V can be
obtained in the case of non-zero degree of homogeneity of the vector field f .

Corollary 6 If νf 6= 0 then under conditions of Theorem 4 the Bellman function V
admits the representation

V (x, T ) = T
νf−νL
νf Φ

(
d
(

lnT
νf

)
x
)

(23)

where Φ : Ω1→R+ is a non-negative continuously differentiable function defined on
Ω1 = {x∈Rn\{0} : χ(x)<1} as a solution to the modified HJB equation

min
u∈U

(
∂Φ
∂y f(y, u)+L(y, u)

)
=

(νf−νL)Φ+ ∂Φ
∂yGdy

νf
. (24)

Moreover, for x ∈ Ω0 = {x ∈ Rn\{0} : χ(x) = 0} one has

lim
T→+∞

V (x, T ) = Φ∞(x) if νf > 0

lim
T→+∞

V (x, T ) = Φ0(x) if νf < 0,
(25)

where the functions Φ0 : Ω0 → R+ and Φ∞ : Ω0 → R+ are homogeneous approxi-
mations of the function Φ at zero and at infinity, respectively.

Proof. The formula (23) follows from the identity

V (d(s)x, e−νfsT ) = e(νL−νf )sV (x, T )

if Φ(y) = V (y, 1), y = d(s)x and s = lnT
νf

. The modified HJB equation (24) is
obtained from (22) using the identity

∂V
∂xGdx− νfT ∂V

∂T = (νL − νf )V,

which holds due to (16). Finally, the identities (25) immediately follow from the defi-
nition of homogeneous approximations.

Example 2 For f(x, u) = −ux1/3, L(x, u) = x2/3 and U = [0, 1] the optimal control
problem (1) - (4) is an HOCP with d(s) = es, νf = −2/3 and νL = 2/3. Its Bellman
function V can be found analytically

V (x, T ) =
{

3x4/3/4 if 3x2/3/2≤T,
Tx2/3−T 2/3 if 3x2/3/2>T.
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Obviously, it admits the representation (23) with

Φ(y) =
{

3/4y4/3 if y≤(2/3)3/2,

y2/3−1/3 if y>(2/3)3/2.

Note that χ ≡ 0 (i.e. any horizon is admissible), so Ω1 = Rn\{0}. The function Φ
is continuously differentiable on Ω1 and it satisfies the modified HJB equation (22).
Moreover, V (x,+∞) = Φ0(x) = 3x4/3/4, where Φ0 is the homogeneous approxima-
tion of Φ at zero.

Remark 1 The Bellman function V : Ω0 ⊂ Rn → R+ of HOCP on infinite horizon
(T = +∞) is d-homogeneous, i.e. V (d(s)x) = e(νL−νf )sV (x), x ∈ Ω0 and s ∈ R+.
To construct V on the whole domain Ω one can be defined on the unit sphere (or its
part) only.

4.3 Homogeneous Maximum Principle
The necessary condition of optimality of HOCP given by Pontryagin Maximum Prin-
ciple also admits a homogeneous representation. In particular, homogeneity of the
vector-field f and Lagrangian L implies certain homogeneity of the Hamiltonian:

H(ψ, x, u) = ψ>f(x, u)− µL(x, u),

where x, ψ ∈ Rn, u ∈ Rm, µ ∈ R+. Indeed, one has

H(e(νL−νf )sd>(−s)ψ,d(s)x, u)=eνLsH(ψ, x, u), s∈R.

Theorem 5 If the functions f ,L and g = (g1, g2, ..., gl)
> are differentiable on Rn\{0}

and (x∗, u∗) ∈ O(x0, T ) is an optimal pair with x∗(t) 6= 0 for t ∈ [0, T ] then there
exist a number µ ∈ R+, a vector v ∈ Rl+ and a function ψ∗ : [0, T ]→ Rn such that

a) ‖ψ∗(T )‖+ µ+ ‖v‖ > 0 and |g(x∗(T ))|>v=0;
b) the tuple (ψ∗, x∗, u∗) solves the boundary value problem(

ψ̇∗(t)
ẋ∗(t)

)
=F (ψ∗(t), x∗(t), u∗(t)), F =

(
−( ∂H∂x)

>

( ∂H∂ψ)
>

)
,

x∗(0)=x0, ψ∗(T )=−
(
∂g(x(T ))

∂x

)>
v,

(26)

where the vector field F : Rn × Rn\{0} × Rm → R2n satisfies the homogeneous
relation

F ( d̃(s)z, u)=eνfs d̃(s)F (z, u), z∈R2n, u∈Rm, s∈R, (27)

for the uniformly continuous group d̃ given by

d̃(s) =
(
e(νL−νf )sd>(−s) 0

0 d(s)

)
;

c) H(ϕ∗(t), x∗(t), u∗(t)) = max
u∈U

H(ϕ∗(t), x∗(t), u) =C for all t ∈ [0, T ], where

C ∈ R is a constant;

d)
d[(ψ∗(t))>Gdx

∗(t)]
dt = −νf (ψ∗(t))

>
f(x∗(t), u∗(t)) + µνLL(x∗(t), u∗(t)) for all

t ∈ (0, T ).
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Proof. Since x∗(t) 6= 0 for all t ∈ [0, T ] then the proof of the properties a)-c) can
be completed using conventional arguments based on concept of Lagrange multipliers
(see, e.g. [27, Theorem 22.11, Corollaries 22.4 and 22.5]). The only identity (27) must

be proven. Since
(
∂H
∂ψ

)>
= f is d-homogeneous vector field of degree νf then we

just need to study the term(
∂H
∂x

)>
=
(
∂f
∂x

)>
ψ − µ

(
∂L
∂x

)>
.

The required homogeneous relation follows from the identities

eνLs ∂L(x,u)
∂z = ∂L(y,u)

∂y

∣∣∣
y=d(s)x

d(s)

and eνfsd(s)∂f(x,u)
∂z

= ∂f(y,u)
∂y

∣∣∣
y=d(s)x

d(s) proved in Corollary 1.

Finally, let us prove the claim d). One has

d[(ψ∗(t))>Gdx
∗(t)]

dt =(ψ̇∗(t))>Gdx
∗(t) + (ψ∗(t))

>
Gdẋ

∗(t)=

− (ψ∗(t))
>

(νfIn +Gd)f(x∗(t), u∗(t)) + µνLL(x∗(t), u∗(t))+

+ (ψ∗(t))
>
Gdf(x∗(t), u∗(t)),

where the identities (16), (18) are utilized on the last step.
The presented theorem holds for both fixed and non-fixed horizon (see, e.g. [27,

Theorem 22.13]). Evidently, the restriction x∗(t) 6= 0 can be omitted in some cases,
e.g. if f , L and g can be smoothly prolonged to the origin.

The property d) is the specific feature of the homogeneous systems. If νf = νL = ν
then the right-hand side of the identity given by d) form the Hamiltonian multiplied by

−ν, i.e
d[(ψ∗(t))>Gdx

∗(t)]
dt = −νH(ψ∗(t), x∗(t), u∗(t)).

Corollary 7 If the time horizon T is non-fixed and νf = νL then under conditions of
Theorem 5 one has (φ∗(t))>Gdx

∗(t) = const for t ∈ [0, T ].

This claim immediately follows from the property d) proven in Theorem 5 and the
identity H(ϕ∗(t), x∗(t), u∗(t)) = 0, t ∈ [0, T ] that holds for the case of non-fixed
horizon (see, e.g. [27, Corollary 22.6]).

5 Conclusions
In this paper the problem of optimal control design for nonlinear plant is considered un-
der assumption that the plant model is described by ordinary differential equation with
a generalized homogeneous right-hand side. The conventional theorems of Dynamic
Programming and Maximum Principle are refined under assumption cost function and
the terminal constraints are also homogeneous in a generalized sense. There are several
features of homogeneity, which can be useful for optimal control design.
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• Homogeneity reduces the dimension of the control problem since optimal solu-
tions for initial states x0 belonging to the unit sphere uniquely define optimal
solutions for all other initial conditions. This feature may essentially simplify
the computational algorithms for optimal control design based on gradient meth-
ods/Maximum Principle.

• Homogeneity of the Bellman function implies interrelation between optimal so-
lutions with different time horizon. This may allow to design optimal control for
infinite time horizon (T = +∞) using an optimal control solution constructed
for a finite time horizon (T < +∞). Such a property may be useful for model
predictive control (MPC).

Two problems mentioned above are promising directions of future research of ho-
mogeneous control problems.
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