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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the first World
Computer Congress held in Paris the previous year. A federation for societies working
in information processing, IFIP’s aim is two-fold: to support information processing in
the countries of its members and to encourage technology transfer to developing na-
tions. As its mission statement clearly states:

IFIP is the global non-profit federation of societies of ICT professionals that aims
at achieving a worldwide professional and socially responsible development and
application of information and communication technologies.

IFIP is a non-profit-making organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees and working groups, which organize
events and publications. IFIP’s events range from large international open conferences
to working conferences and local seminars.

The flagship event is the IFIP World Computer Congress, at which both invited and
contributed papers are presented. Contributed papers are rigorously refereed and the
rejection rate is high.

As with the Congress, participation in the open conferences is open to all and papers
may be invited or submitted. Again, submitted papers are stringently refereed.

The working conferences are structured differently. They are usually run by a work-
ing group and attendance is generally smaller and occasionally by invitation only. Their
purpose is to create an atmosphere conducive to innovation and development. Referee-
ing is also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP World
Computer Congress and at open conferences are published as conference proceedings,
while the results of the working conferences are often published as collections of se-
lected and edited papers.

IFIP distinguishes three types of institutional membership: Country Representative
Members, Members at Large, and Associate Members. The type of organization that
can apply for membership is a wide variety and includes national or international so-
cieties of individual computer scientists/ICT professionals, associations or federations
of such societies, government institutions/government related organizations, national or
international research institutes or consortia, universities, academies of sciences, com-
panies, national or international associations or federations of companies.
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Preface

This volume comprises the proceedings of the Second International Conference on
Intelligence Science (ICIS). Artificial intelligence research has made substantial pro-
gress in special areas. However, deeper understanding of the essence of intelligence is
far from sufficient and, therefore, many state-of-the-art intelligent systems are still not
able to compete with human intelligence. To advance research in artificial intelligence,
it is necessary to investigate intelligence, both artificial and natural, in an interdisci-
plinary context. The objective of this conference is to bring together researchers from
brain science, cognitive science, and artificial intelligence to explore the essence of
intelligence and related technologies. The conference provides a platform for the dis-
cussion of key issues related to intelligence science.

For the Second International Conference on Intelligence Science (ICIS 2017), we
received more than 82 papers, of which 39 papers are included in this program as
regular papers and nine as short papers. We are grateful for the dedicated work of both
the authors and the referees, and we hope these proceedings will continue to bear fruit
over the years to come. All papers submitted were reviewed by three referees.

A conference such as this cannot succeed without help from many individuals who
contribute their valuable time and expertise. We want to express our sincere gratitude to
the Program Committee members and referees, who invested many hours for reviews
and deliberations. They provided detailed and constructive review reports that signif-
icantly improved the papers included in the program.

We are very grateful for the sponsorship of the following organizations: Chinese
Association for Artificial Intelligence (CAAI), IFIP TC12, China Chapter of Interna-
tional Society for Information Studies, Shanghai Maritime University, Shanghai
Society for Noetic Science. The event was co-sponsored by the Shanghai Association
for Science and Technology (SAST), Shanghai Association for Artificial Intelligence
(SAAI), Shanghai Logic Association (SLA), IEEE Shanghai Chapter, and Institute of
Computing Technology, Chinese Academy of Sciences. Thanks to Professor Xiaofeng
Wang for his role as chair of the Organizing Committee.

Finally, we hope you find this volume inspiring and informative.

August 2017 Zhongzhi Shi
Ben Goertzel

Jiali Feng
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Pattern Recognition by the Brain:
Neural Circuit Mechanisms

Mu‐ming Poo

Institute of Neuroscience, Chinese Academy of Sciences,
and CAS Center for Excellence in Brain Science and Intelligence Technology

Abstract. The brain acquires the ability of pattern recognition through learning.
Understanding neural circuit mechanisms underlying learning and memory is
thus essential for understanding how the brain recognizes patterns. Much pro-
gress has been made in this area of neuroscience during the past decades. In this
lecture, I will summarize three distinct features of neural circuits that provide the
basis of learning and memory of neural information, and pattern recognition.
First, the architecture of the neural circuits is continuously modified by expe-
rience. This process of experience‐induced sculpting (pruning) of connections is
most prominent early in development and decreases gradually to a much more
limited extent in the adult brain. Second, the efficacy of synaptic transmission
could be modified by neural activities associated with experience, in a manner
that depends on the pattern (frequency and timing) of spikes in the pre‐ and
postsynaptic neurons. This activity‐induced circuit alteration in the form of
long‐term potentiation (LTP) and long‐term depression (LTD) of existing
synaptic connections is the predominant mechanism underlying learning and
memory of the adult brain. Third, learning and memory of information con-
taining multiple modalities, e.g., visual, auditory, and tactile signals, involves
processing of each type of signals by different circuits for different modalities, as
well as binding of processed multimodal signals through mechanisms that
remain to be elucidated. Two potential mechanisms for binding of multimodal
signals will be discussed: binding of signals through converging connections to
circuits specialized for integration of multimodal signals, and binding of signals
through correlated firing of neuronal assemblies that are established in circuits
for processing signals of different modalities. Incorporation of these features into
artificial neural networks may help to achieve more efficient pattern recognition,
especially for recognition of time‐varying multimodal signals.



Interactive Granular Computing:
Toward Computing Model for Turing Test

Andrzej Skowron

University of Warsaw and Systems Research Institute PAS
skowron@mimuw.edu.pl

The Turing test, as originally conceived, focused on language and
reasoning; problems of perception and action were conspicuously
absent.

— Ch. L. Ortiz Jr. Why we need a physically
embodied Turing test and what it might look like, AI
Magazine 37(1) 55–62 (2016).

Abstract. We extended Granular Computing (GrC) to Interactive Granular
Computing (IGrC) by introducing complex granules (c-granules or granules, for
short). They are grounded in the physical reality and are responsible for gener-
ation of the information systems (data tables) through interactions with the
physical objects. These information systems are next aggregated as a part of
networks of information systems (decision systems) in the search of relevant
computational building blocks (patterns or classifiers) for initiating actions or
plans or understanding behavioral patterns of swarms of c-granules (in particular,
agents) satisfying the user's needs to a satisfactory degree. Agents performing
computations based on interaction with the physical environment learn rules of
behavior, representing knowledge not known a priori by agents. Numerous tasks
of agents may be classified as control tasks performed by agents aiming at
achieving the high quality computational trajectories relative to the considered
quality measures over the trajectories. Here, e.g., new challenges are related to
developing strategies for predicting and controlling the behavior of agents. We
propose to investigate these challenges using the IGrC framework. The reasoning
used for controlling of computations is based on adaptive judgment. The adaptive
judgment is more than a mixture of reasoning based on deduction, induction and
abduction. IGrC is based on perception of situations in the physical world with
the use of experience. Hence, the theory of judgment has a place not only in logic
but also in psychology and phenomenology. This reasoning deals with c-granules
and computations over them. Due to the uncertainty the agents generally cannot
predict exactly the results of actions (or plans). Moreover, the approximations
of the complex vague concepts, e.g., initiating actions (or plans) are drifting with
time. Hence, adaptive strategies for evolving approximations of concepts are
needed. In particular, the adaptive judgment is very much needed in the efficiency
management of granular computations, carried out by agents, for risk assessment,
risk treatment, and cost/benefit analysis.

Keywords: (Interactive) Granular computing • Complex granule • Adaptive
judgment • Interaction rule • Rough sets, Adaptive approximation of complex
vague concepts and games • Risk management



Optimal Mass Transportation Theory
Applied for Machine Learning

David Xianfeng Gu

Computer Science Department, State University of New York at Stony Brook,
USA

gu@cs.stonybrook.edu

Abstract. Optimal mass transportation (OMT) theory bridges geometry and
probability, it offers a powerful tool for modeling probability distributions and
measuring the distance between distributions. Recently, the concepts and method
of optimal mass transportation theory have been adapted into the field of Machine
Learning. It interprets the principle of machine learning from different perspec-
tive and points out new direction for improving machine learning algorithms.

This work introduces the fundamental concepts and principles of optimal
mass transportation, explains how to use OMT framework to represent proba-
bility distributions, measure the distance among the distributions, reduce
dimensions, approximate the distributions. In general, the machine learning
principles and characteristics are explained from the point of view of OMT.



Quantifying Your Brain
and Identifying Brain Disease Roots

Jianfeng Feng1,2

1 Warwick University, UK
2 Fudan University, China

Abstract. With the available data of huge samples for the whole spectrum of
scales both for healthy controls and patients including depression, autism and
schizophrenia etc, we are in the position to quantify human brain activities such
as creativity, happiness, IQ and EQ etc and search the roots of various mental
disorders. With novel machine learning approaches, we first introduced func-
tional entropy and entropy rate of resting state to characterize the dynamic
behaivour of our brain. It is further found that the functional entropy is an
increasing function of age, but a decreasing function of creativity and IQ. Its
biological mechanisms are explored. With the brain wide associate study
approach, for the first time in the literature we are able to identify the roots of a
few mental disorders. For example, for depression, we found that the most
altered regions are located in the lateral and medial orbitofrontal cortex for
punishment and reward. Follow up rTMS at the lateral orbitofrontal cortex
demonstrated the significant outcomes of the treatments.



Multi-objective Ensemble Learning
and Its Applications

XinYao

Department of Computer Science and Engineering,
Southern University of Science and Technology, Shenzhen, 518055, China

xiny@sustc.edu.cn

Abstract. Multi-objective learning might be a strange concept as some people
thought that the only objective in learning would be to maximise the generali-
sation ability of a learner. What else do you need, one might ask. It turns out that
there are different perspectives and aspects to learning. First, machine learning is
almost always formulated as an optimisation problem by defining a cost func-
tion, an energy function, an error function, or whatever-it-is-called function.
Once this function is defined, the rest is the development (or the direct appli-
cation) of an optimisation algorithm. Interestingly, most of such functions have
more than one term. For example, it is not uncommon for such a function to
include a loss term and a regularisation term, which then have to be balanced by
a parameter (hyper-parameter). Much research work in the literature has been
devoted to the setting and tuning of such a hyper-parameter. However, loss and
regularisation are clearly two conflicting objectives from the perspective of
multi-objective optimisation. Why not treat these two objectives separately so
that we do not have to tune the hyper-parameter? The first part of this talk
explains how this is done [1, 2] and what the potential advantages and disad-
vantages are. Second, measuring the error of a machine learner is not always as
straightforward as one might think. Different people may use different metrics. It
is not always clear how different metrics relate to each other and whether a
learner performs well under one metric would look very poor according to a
different metric. The second part of this talk gives an example in software effort
estimation, where a more robust learner is trained using multi-objective learning,
which performs well under different metrics [3]. The third and last part of this
talk is devoted to two important areas in machine learning, i.e., online learning
with concept drift [4] and class imbalance learning [5, 6]. Multi-objective
learning in these two areas will be introduced.

References

1. Chandra, A., Yao, X.: Ensemble learning using multi-objective evolutionary algorithms.
J. Math. Model. Algorithms 5(4), 417–445 (2006)

2. Chen, H., Yao, X.: Multiobjective neural network ensembles based on regularized negative
correlation learning. IEEE Trans. Knowl. Data Eng. 22(12), 1738–1751 (2010)

3. Minku, L.L., Yao, X.: Software effort estimation as a multi-objective learning problem. ACM
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On Intelligence: Symbiotic, Holonic,
and Immunological Agents

Elizabeth Marie Ehlers

Academy of Computer Science and Software Engineering,
University of Johannesburg, South Africa

emehlers@uj.ac.za

Abstract. Currently, Artificial Intelligence has become a focal point of interest
in the development of new and innovative applications in modern technology.
The presentation will discuss and compare symbiotic, holonic, and immuno-
logical agents. Immunological agency will be considered in the context of
biologically inspired Artificial Intelligence techniques as it is based on the
advantageous adaptive properties of the vertebrate immune system. Further-
more, the discussion will explore how these types of agent can contribute to
realizing intelligence in applications such as mentioned above.



Extreme Learning Machines (ELM) –
Filling the Gap between Machine Learning

and Biological Learning

Guang-Bin Huang

School of Electrical and Electronic Engineering,
Nanyang Technological University, Singapore

Abstract. One of the most curious in the world is how brains produce intelli-
gence. Brains have been considered one of the most complicated things in the
universe. Machine learning and biological learning are often considered separate
topics in the years. The objectives of this talk are three-folds: (1) It will analyse
the differences and relationships between artificial intelligence and machine
learning, and advocates that artificial intelligence and machine learning tend to
become different, they have different focus and techniques; (2) There exists
some convergence between machine learning and biological learning;
(3) Although there exist many different types of techniques for machine learning
and also many different types of learning mechanism in brains, Extreme
Learning Machines (ELM) as a common learning mechanism may fill the gap
between machine learning and biological learning, in fact, ELM theories have
been validated by more and more direct biological evidences recently. ELM
theories actually show that brains may be globally ordered but may be locally
random. ELM theories further prove that such a learning system happens to have
regression, classification, sparse coding, clustering, compression and feature
learning capabilities, which are fundamental to cognition and reasoning. This
talk also shows how ELM unifies SVM, PCA, NMF and a few other learning
algorithms which indeed provide suboptimal solutions compared to ELM.



How Can We Effectively Analyze Big Data
in Terabytes or Even Petabytes?

Joshua Zhexue Huang

National Engineering Laboratory for Big Data System Computing Technology,
Shenzhen University, Shenzhen, China

zx.huang@szu.edu.cn

Abstract. The big values in big data can only be dug out through deep analysis
of data. In the era of big data, datasets with hundreds of millions objects and
thousands of features become a phenomenon rather than an exceptional case.
The internet and telecom companies in China have over hundred million cus-
tomers. Such datasets are often in the size of terabytes and can easily exceed the
size of the memory of the cluster system. Current big data analysis technologies
are not scalable to such data sets because of the memory limitation. How can we
effectively analyze such big data? In this talk, I will present a statistical-aware
strategy to divide big data into data blocks which are distributed among the
nodes of the cluster or even in different data centers. I will propose a random
sample partition data model to represent a big data set as a set of distributed
random sample data blocks. Each random sample data block is a random sample
of the big data so it can be used to estimate the statistics of the big data and build
a classification or prediction model for the big data. I will also introduce an
asymptotic ensemble learning framework that stepwise builds ensemble models
from selected random sample data blocks to model the big data. Using this set of
new technologies, we will be able to analyze big data effectively without the
memory limit. With this new architecture for big data, we are able to separate
data analysis engines from data centers and make the data centers more
accessible to big data analysis.



Cyborg Intelligent Systems

Gang Pan

Department of Computer Science, Zhejiang University, Hangzhou, China
gpan@zju.edu.cn

Abstract. Advances in multidisciplinary fields such as brain-machine interfaces,
artificial intelligence, and computational neuroscience, signal a growing con-
vergence between machines and biological beings. Especially, brain-machine
interfaces enable a direct communication pathway between the brain and
machines. It promotes the brain-in-loop computational paradigm. A biologi-
cal-machine intelligent system consisting of both organic and computing com-
ponents is emerging, which we called cyborg intelligent systems. This talk will
introduce the concept, architectures, and applications of cyborg intelligent
systems. It will also discuss issues and challenges.



Learning and Memory in Mind Model CAM

Zhongzhi Shi

Key Laboratory of Intelligent Information Processing, Institute of Computing
Technology, Chinese Academy of Sciences, Beijing, 100190, China

shizz@ics.ict.ac.cn

Abstract. Intelligent science is the contemporary forefront interdisciplinary
subject of brain science, cognitive science, artificial intelligence and other dis-
ciplines, which studies intelligence theory and technology. The one of its core
issues is to build the mind model. Mind is the human spirit of all activities, is a
series of cognitive abilities, which enable individuals to have consciousness,
sense the outside world, think, make judgment, and remember things. Mind
model CAM (Consciousness And Memory) is mainly composed of five parts,
namely, memory, consciousness, high-level cognitive functions, perception
input, behavior response. CAM is general intelligent system architecture. This
lecture will mainly introduce the learning and memory mechanism of the mind
model CAM, focusing on the physiological basis of memory, complementary
learning system, learning and memory evolution and other issues. Human brain
learning and memory is a comprehensive product of two complementary
learning systems. One is the brain neocortex learning system, through the
experience, slowly learning about knowledge and skills. The other is the hip-
pocampus learning system, which memorizes specific experiences and allows
these experiences to be replayed and thus effectively integrated with the new
cortical learning system. Explore the complementary learning and memory of
short - term memory and long - term memory in CAM. The essence of learning
and memory evolution is through learning, not only to increase knowledge, but
also to change the structure of memory.

Acknowledgements. This work is supported by the National Program on Key Basic
Research Project (973) (No. 2013CB329502).



Factor Space and Artificial Intelligence

Peizhuang Wang

College of Intelligence Engineering and Math,
Technical University of Liaoning, China

peizhuangw@126.com

Abstract. Different from human intelligence, the subject of AI is not brain, but
machine. How do machine emulate intelligence of brain? Is it possible to
construct a brain-like machine? No matter how advanced science becomes, it is
not possible to make a machine as a clone of brain. It is mystery that the
insuperable barrier does not take away all belief from AI researchers. Even
though the ebb of fifth generation computer in 1990s hints that computer must
emulate from the structure of human brain, people still have confidence on AI
facing the difficulty of structure-emulation. Indeed, we would cognize that brain
is the cognition’s subject, but not the very cognition. Is there a cognition theory
keeping a little independence from brain? It concerns with the relationship
between cognition information and ontological information. Even though brain
has influence to ontology information, ontology information is independent
from the subject of cognition essentially, and there exists inner cognition theory
to guide artificial intelligence. There were theories arising in artificial intelli-
gences, unfortunately, they are not deep and united but shallow and split. There
have been no deep and united artificial intelligence theory yet. No a strong
theory, no substantial practice! Therefore, we are going to build a strong theory
of artificial intelligence. Factor space aims to build a mathematical theory of AI.
Factor is a generalization of gene since mene was been called Mendelian factor.
Gene is the root of a bunch of bio-attributes, factor is the root of a bunch of
attributes for anything. Factor space is the generalization of Cartesian coordinate
space with axes named by factors. Factor space provides united platform to do
concept generation and implication, which is the mathematics of cognition.
Which provides united theory for artificial intelligence, especially, for special
information processing faced big data.
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