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Abstract—With the emergence of the Internet of Things (IoT),
an increasing need for preserving the privacy of personal data
has been realized. In this context, the EU has recently pub-
lished the general data protection regulation (GDPR), which
ensures strengthening of the privacy rights of the data subjects
concerning their personal data. In this paper, we present
the importance of having a holistic solution aimed towards
the enforcement of the GDPR. As a first step towards the
enforcement of the GDPR, we present the research challenges
in facilitating the erasure of data as per the right to erasure. We
also propose the envisaged technical solutions to work through
the challenges.

Index Terms—Personal data privacy, EU GDPR, Internet of
Things (IoT), Data erasure

1. Introduction

Over the past four months Alice has developed this
habit of weighing herself every morning using the smart
connected-scale she bought. Since last month, Alice has
gained some weight and this morning while browsing
through the Internet, she has seen a number of adver-
tisements on ‘weight losing products’ and ‘weight losing
diets’. Given that Alice is always aware of her personal
data privacy, specially those concerning sensitive personal
information, this incident is recorded as a breach of privacy.
Clearly, Alice’s weight records have fallen in the hands of
some third party organizations either through active data
sharing or by undesired data leakage or security breaches.

In today’s smart world, many individuals like Alice, own
their personal set of Internet-connected devices, comprising
of smartphones, tablets, wearables for well- being and ubig-
uitous health monitoring, and other connected objects. These
devices often collect the individual’s private information and
personal data for the sake of service provisioning. Aggre-
gation, analysis, and storage of these data are governed
by service providers, beyond the visible range of the data
subjects. The term data subject corresponds to the natural
person, who is the subject of personal data (in oue example,
Alice) [1]. Selling and buying of personal data without due
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consent of the concerned data subjects is now more of a
trend than an exception [2], [3]. Also, the end users often
end up allowing the service providers to use their personal
data for business purposes when they agree to the terms
and conditions put forward by the providers, in most cases,
without reading them [4], [5]. It is often the case that these
service providers use these data for organizational profit
(for example, directly selling an individual’s data to another
party in exchange of money [6], [7]) and also for manipu-
lation of the concerned individuals (like for advertisement
purposes [8], [9]). Moreover, with the ‘capture data at the
source’ policy, service providers cut the rights and privileges
of the data subject on their own data at the very root.

With the advancement in embedded technology and
communication systems, we stand today at the brink of a
new era of ubiquitous computing, where data stand to be the
new currency [10], [11]. The Internet-of-things (IoT) is not
a technology of the future anymore; rather a reality which
awaits the correct season to bloom. A report published by
Gartner, Inc. states that an estimated 20.4 billion devices will
be connected to the Internet, constituting the IoT ecosystem
in 2020 [12]. The unprecedented amount of data generated
every day by billions of smart things, form the backbone of
a massive data-driven business model. In this context, data
privacy and data security [13]-[15] are the key terms which
demands to be revisited.

1.1. Motivation

Today’s standard service model is typically dictated by
the service provider with little or no room of customization.
The end-users may not express their preferences over the
data collection mechanisms and service specifications. The
major limitations of the existing service model below are as
follows.

(1) Data subjects have no control over their personal
data: In the current service model the business
agreements are designed solely by the authorities of
the service providers. The service policies and con-
tracts are usually compiled and put forward by the
service provider, to which the clients of this service,
i.e., the data subjecs must agree in order to be able
to obtain the service. The users do not have means



to express their preferences over the purpose of use,
location of processing, sharing policy, or retention
policy concerning their personal data. Disagreeing
to the terms essentially implies opting out from the
service. Hence, more often than not, individuals do
not read the terms and conditions of these online
contracts [16] and agree to receive the service.

(1) Lack of appropriate data privacy protection mea-
sures for IoT: Although there have been discon-
nected work done on various aspects, such as data
confidentiality, access control, and accountability, a
holistic solution dedicated to provided end-to-end
protection for data privacy is long overdue. Also,
the aspect of ‘control over data’ has always been
overlooked and data subjects today have no control
over their personal data once the data leaves their
personal space. Especially, in the context of the IoT,
where data streams generated by the IoT devices
flow across the domains of multiple stakeholders
(such as the fog and cloud service providers), in-
troduction of a cross-domain and coherent solution
for privacy protection is important.

Herein comes the importance of the two primary objec-
tives of our research endeavor: (a) giving back the end-users
the control over their personal data and (b) implementing the
privacy solutions by the principle of design. Although there
have been plenty of discussions on issues such as ‘privacy
by design’ [17] and ‘privacy as operating system service’
[18], implementation of privacy preserving measures at the
system level is long overdue.

1.2. The Legal Front: The EU GDPR

Cyber-security and data protection measures have failed
to evolve apace with the technological shift and evolution
of the data-centric business models. However, in recent
years, one of the much discussed issues in the cyber-security
community has been protection of personal data privacy and
rights of citizens over their personal data. As far as Europe
is concerned, in 2012, the European Union (EU) drafted
a new set of regulation aimed towards protection of data.
The General Data Protection Regulation (GDPR) was finally
accepted in April 2016 [1], and comes as a replacement
the old Data Protection Directive (95/46/EC). The goal of
this new regulation is designed to harmonize data privacy
laws across Europe with a vision to protect personal data,
empower all EU citizens with data privacy and protection
rights, and to reshape the way organizations approach data
privacy [1], [19]. Enforced on May 25, 2018, the key
changes introduced through the GDPR are as follows.

e Rights of the data subject: One of the main changes
proposed in the GDPR is empowerment of the data
subjects.

— Right to be forgotten: One of the fundamen-
tal changes introduced through the GDPR is
the data subject’s right to be forgotten, also

known as the right to erasure. This specifi-
cally concerns the retention period of the per-
sonal data collected and on-demand erasure
of all records of the information. The service
provider must comply with such erasure re-
quests unless it has compelling reasons for
acting otherwise (as listed in Art. 17(3)).

— Right to access: This grants the data subjects
to right to obtain information from the service
providers concerning the purpose and loca-
tion of the processing of the personal data
obtained from them. The service provider is
also responsible to provide the data subject
with an electronic copy of all her personal
data in its possession, if demanded.

o Consent of the data subject: The GDPR also spec-
ifies that instead of long and hard-to-understand
terms and conditions, service providers must provide
precise and intelligible terms and conditions to the
data subjects. Revocation of consent also should not
be unnecessarily complicated.

Apart from these, the GDPR also regulates the issues of data
portability (from one service provider to another), breach
notification, legal assistance through the data protection
officers, and penalty for service providers for breach of
contract. Thus, the GDPR strengthens the legal front of data
privacy protection.

This work focuses particularly on empowering the data
subjects by allowing them to express their preferences over
the usage of their personal data and towards enforcement of
the right to erasure. In our example, this will, allow Alice
to dictate the purpose of use, the location of the processing,
the retention period, and sharing policies concerning her
personal data. Alice may also for erasure of all records of
her. On the legal side, Alice can lodge a complain or issue
an inquiry after she suspects a breach in contract.

1.3. Contributions

In the context of the IoT, where billions of Internet-
connected devices continuously transmit heterogeneous data
streams at a high velocity demanding for real-time services,
existing solutions fail to provide a holistic solution for pre-
serving data privacy. The main contribution of this work this
to identify the research challenges in providing an end-to-
end solution for data privacy protect in a multi-stakeholder,
distributed service architecture, and present the envisaged
potential solutions to those challenges.

We present the fundamental research challenges with
respect to implementation of data erasure as per the data
subjects’ preferences, in this work. At first, we discuss the
significance of having a policy language which is customiz-
able by the data subjects based on their preferences, and also
highlight the importance and the challenges associated with
policy enforcement in a multi-stakeholder service architec-
ture. We also propose the principal mechanisms and design
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Figure 1: Service model highlighting the domains of the different stakeholders

principles of the different distributed algorithms, which are
envisaged as potential solutions to the challenges identified.

The EU GDPR is the one of the primary catalysts
behind our research endeavor. The broader objective of this
endeavor is to analyze the technical challenges envisioned
in course of enforcement of the GDPR and to propose a set
of solutions for protecting data privacy by design.

1.4. Paper organization

The rest of the manuscript of is organized as follows.
In Section 2, we present the technical challenges associated
with this research undertaking. In Section 3, we present the
solutions envisaged to facilitate policy customization and
efficient policy management, while the potential solutions
towards enabling data erasure are presented in Section 4.
Finally, the manuscript is concluded in Section 5.

2. Technical Challenges

Before we discuss the technical challenges concerning
our research endeavor, we present the reference service
model. As shown in Figure 1, the service model has three
primary categories of stakeholders, i.e., data subject, data
controller, and data processor. As per the GDPR, data con-
troller refers to the stakeholder, which dictates the purpose
and means of processing of the personal data, and data
processor corresponds to the stakeholder which processes
the data on behalf of the data controller [1]. In the model,
at one end are the data subjects, who own a set of wearable
and non-wearable smart devices. Each such device, provides
a set of services to the data subject. The data controller is
responsible for provisioning of the services concerned. The
data subject and the data controller must be bound by a set
of business agreements for the service model to be valid.
The data controller’s ability to obtain the data produced
by the IoT devices is based on these business agreements.

Note that, any data produced by the device, in this case,
will be considered as personal to the data subject. The
data controller may outsource processing of the acquired
data to one or more data processors, who are responsible
for processing the data on its behalf and sending back the
results. These data processors can be referenced as typical
fog or cloud service providers.

Next we illustrate, with examples, the challenges in
implementing our solution. The right to erasure concerns
the data subjects right to ask the data controller to erase all
her personal information after a pre-agreed retention period
or on-demand. Considering the in an IoT environment, data
are transmitted in form of a stream, a data segment is defined
as a finite set of data tuples, which arrive successively in a
data stream, and data tuple refers to the smallest data unit
transmitted by a data producing unit. Data erasure, in this
context, is defined as follows.

Definition 1. Data erasure is defined as the process invo-
cation of which, either by the data subject or as per the
agreement between the data subject and the data controller,
ensures that

(i) replication and dissemination of the data segment re-
quested to be erased, must be stopped,

(ii) all replicas of the data segment, which are in possession
of the data controller and the data processors, must be
erased,

without undue delay, unless there is a compelling reason as
per Art. 17(3) of the EU GDPR for not doing so.

We now present the fundamental research challenges
concerning implementation of the right to erasure.

2.1. Challenges in Policy Design

First we present the challenges identified in design
and management of the privacy policies, in the context of
enabling data erasure.



Determining the granularity of erasure: Our first goal
is to allow the data subjects to express their preferences
over the retention period of their personal data during the
contract negotiation phase. The challenge, here therefore, is
to optimally choose the granularity of the erasure operation.
Now to erase the data, we rely on the cryptographic erasure
techniques [20], [21], as they provide the most secured yet
fast mode of data erasure and also preserves the integrity
of the devices. Erasing data using the cryptographic means
essentially corresponds to secured deletion of the encryption
keys corresponding to the data. Therefore, smaller erasure
granularity (such as hourly or daily) will correspond to
managing a higher number of encryption keys (also higher
cost). Therefore, based on the sampling rate of the data, the
data controller must optimize and ascertain the minimum
allowable size of a data segment for the erasure operation,
and accordingly construct the erasure-related policies.
Considering the heterogeneity of the data and the varied
data-rates of different IoT devices (e.g., a wearable ECG
sensor transmits a data frame every (0.2 seconds, whereas
a smart scale reports only when someone stands on it, i.e.,
typically 1-5 times in a day), it is a challenge to determine
the erasure granularity for different data streams.

Policy management: The business policies, which
serve the same purpose are usually compiled together
to constitute a business agreement. Management of
these business agreements, however, is no less important
than design and formalization of the customizable
policies. Ensuring the coherence and consistency of the
business agreements between the different parties is
highly challenging, particularly in a multi-stakeholder and
distributed service architecture.

Legal aspects of the policies designed: While our goal
is to give back the data subjects the right over their personal
data by facilitating policy customization, conformation with
the legal regulations is advocated. Also, after the policy ne-
gotiation phase is over, and both the stakeholders come to an
agreement, it is important to have a verification mechanism
that neither party tamper with the policies agreed, and any
dispute must be settled through by invoking the mechanism.
Design of such mechanism involves challenges both in the
technological and legal fronts.

2.2. Challenges in Enabling Data Erasure

In order to enforce the right to erasure, invocation of the
erasure operation must ensure that the replicas of a given
data segment are erased (or will eventually be erased). This
includes all replicas of the data located within any of the
storage units of the multi-domain, distributed framework.
Below, we present the fundamental technical challenges
associated with enforcement of the data erasure facility.

Identification of data replication: Given that the EU
GDPR is applicable to not only the original data, but also
any replicas of the same, it is important for us to identify

all replicas of a given data segment. The next research
challenge, therefore, is to detect efficiently the process
of data replication within a machine. Data, in an IoT
ecosystem, are generated and transmitted in the form of
streams, and are considered to be stored segment-wise in
some persistent storage unit (such as files and databases).
Considering that a process either replicates an entire
storage unit, or simply a subset of it, identification of the
replication operation is a highly challenging task.

Designing the distributed data erasure algorithms: De-
sign and implementation of the data erasure algorithms for a
distributed, multi-domain service model is also not straight-
forward as it involves a number of technical challenges. We
present the three main challenges involved with the process
of data erasure below.

o Concerning the erasure technique of data, the ques-
tion of ‘how sensitive personal data can be erased
efficiently and securely’ itself looms as the biggest
research challenge. While cryptographic erasure of
data is considered to be fast and secured [20], [21],
‘losing’ the key is never simple, as digitally erased
data can be retrieved through manipulation of the
physical storage disk. Secure management of the
keys is also an open research issue.

« Enforcement of the right to erasure fundamentally
implies design and implementation of (a) an algo-
rithm that would facilitate automatic erasure of a
data segment after expiration of its retention period
and (b) another algorithm that would facilitate era-
sure of data segments on demand of the correspond-
ing data subjects. Now, considering that these algo-
rithms are executed on a distributed, multi-domain
service architecture guaranteeing atomicity, mutual
exclusion, and consensus is crucial and challenging.

e By definition, data erasure corresponds to erasure of
all replicas of a given data segment. However, some
data storage sites may be offline or inaccessible
when the erasure operation is invoked. Therefore,
our final challenge is to ensure ‘eventual’ erasure of
all replicas of the data.

3. Enabling Policy Customization

While there are multiple languages specifically designed
for expression of privacy policies, such as APPEL [22],
EPAL [23], XPref [24], and XACML [23], none of the ex-
isting languages support customization of the policies based
on the data subjects’ preferences. To enable customization
of the personal data privacy policy as per the preferences of
the data subject, it is important to identify the different types
of business agreements between the different stakeholders.
It is also crucial to provide system solutions to ensure the
consistency of the different stakeholders in terms of the
version of the contract they agreed to, in order to facilitate
policy enforcement.



3.1. Business Agreements

First, we define and illustrate the different types of
business agreement which may be in place between different
pairs of stakeholders.

Definition 2. Service level agreement (SLA) is a formal
contract between a service provider and its customer, which
details about the nature, quality, scope, span, and responsi-
bilities regarding the service to be provided.

An SLA, in general, includes details of the type of
services to be provided, the reliability, responsiveness, ex-
pected performance of the services, fallibility and means
of recovery, penalty for breach of the agreement, and other
constraints. As shown in Figure 2, for the SLA between
the data subject and the data controller, the data controller
is the service provider offering its services against the data
obtained from the data producing unit owned by the subject.
For the SLAs between the data controller and the data
processors, however, the data controller acts as the client
and the data processors provide the services after processing
the data obtained from the data controller.

NDAZ2, SLA3, DPA3

Data
™ processor

Data
subject

Data
controller

Figure 2: Data flow outline

Definition 3. Data use agreement (DUA) is a legal contract
which dictates the terms and conditions for certain non-
public data which are subjected to restricted use, and it
takes place between two entities (individuals and/or orga-
nizations), one of which is the rightful owner of the data.

A DUA is an agreement between the data subject and
the data controller. It includes the privacy rights associated
with the data, data confidentiality details, access control, and
accountability concerning the violation of the agreement.

Definition 4. Data protection agreement (DPA) is a legal
contract which describes the obligations to safeguard the
data, details about the security measures adopted to protect
the data from from both physical harm and cyber-attacks,
and about the accountability and compensation in case of a
breach, and is offered by an entity (as an individual or an
organization) to another from which it acquires the data.

A DPA, therefore, may be in place either between the
data subject and the data controller or between the data
controller and the data processor, with the latter entity
acquiring the data from the former, in both cases.

Definition 5. Non-disclosure agreement (NDA) is a legal
contract between two or more organizations who agree
not to disclose confidential information which is shared
among them for certain purposes, but wish to restrict from
generalized use.

As shown in Figure 2, there exists an NDA between data
processor 1 and data processor 2, i.e., the organizations
who exchange data or information in between them for
business purposes. Note that, there may be NDAs between
the different data processors which are connected in terms
of data exchange, as well.

3.2. Policy Management

In a multi-stakeholder service model, where different
domains are owned and managed by different stakeholders,
attaining coherence is challenging. Our objective, thus, is
to ensure by design, that all the stakeholders concerning a
business agreement are consistent and coherent in terms of
the version of the agreement agreed upon, at any point of
time. This prevents tampering of the business agreement
either by a stakeholder or by an unauthorized third party.
The fact that any modification of a local copy of an
agreement, in possession of a particular stakeholder, must
be approved by every other stakeholder concerned before
it is committed, essentially disregards any unapproved
modification to an agreement. This, therefore, prevents any
of the stakeholders from modifying their local copy of the
agreement for their business benefits. Also, cases in which
the security of a particular stakeholder is compromised
and certain business agreements are maliciously tampered,
the principle of unanimous consensus before commit,
localizes the breach and helps in recovery. To put it into
perspective, in our example with Alice, after successful
negotiation of the business contracts between Alice and her
service provider, it is important to ensure that both parties
have with them the exact same version of the contracts.
Therefore, when Alice speculates that her personal data
may have been misused and initiates an investigation
against the same, she is at least certain of the fact the
service provider and she have the same version of the
business agreements. In other words, in case of a possible
breach in a contract, the service can not come up with a
modified (tampered) version of the contract so as to negate
the breach. Architecturally, there are two possible ways of
solving this issue, which we discuss on below.

Centralized approach: The centralized approach involves
a central trusted verification authority (TVA), which acts
as the management authority for the business contracts be-
tween different groups of stakeholders. The TVA can either
operate at a global scale or in a region-specific manner,
based on the location of the stakeholders. The operating
principle is based on simple timestamp-based verification.
After successful negotiation of contracts between a group
of stakeholders, each stakeholder independently sends a
digitally signed copy of the contract (the one, which is at
their possession) to the TVA. After receiving the duly signed
copies from all the stakeholders concerning the agreement,
the TVA performs a coherence check on the coherence of
the agreement timestamp (i.e., the time when the negotia-
tion was successful), followed by a consistency check on



the different copies of the agreements. One verified to be
coherent and consistent, the TVA retains a copy of the signed
contracts and sends a message bearing a unique validation
reference to the corresponding stakeholders. Otherwise, it
simply sends to all the stakeholders, informing about the
disparities observed. In cases of modification of an existing
contract, the same process is followed and a modification
is only considered to be in place, only after the validation
reference is issued by the TVA against the modified version
of the contract. However, there are a couple of disadvantages
of this centralized approach.

o Trust issues: A major point of concern for this
approach is the trustworthiness of the centralized
authority, and therefore, its composition. The most
plausible solution to this, would be to entrust the
cyber-police to take up this role. However, as it
stands, this needs more careful investigation before
we entrust someone with the responsibility.

e Single point of failure: Like most centralized solu-
tions, this approach also suffers from single point
of failure, i.e., in this case, if the TVA crashes or
is compromised, all records are lost. One potential
solution to this issue is to add redundancy to it.

The other way of managing the business contracts is a
distributed one with no central authority involved.

Distributed approach: The distributed policy manage-
ment approach basically thrives on the principle of dis-
tributed ledger technology (DLT) [25], [26]. The idea is
that once agreed upon, each stakeholder stores the contract
as a part of a continuous ledger stored at their end. Any
modification of this ledger may take place only after a con-
sensus is reached among all stakeholders of the agreement,
and in form of appending to the list. A distributed ledger
is essentially a database which is managed and updated
independently by each participant node of the network.
Every node processes every transactions taking place within
the network independently and derives its own conclusions.
A node then casts its vote against its derived conclusions.
Once a consensus is reached, all nodes update their own
version of the ledger, and thus, a single identical copy of
the ledger is maintained throughout the network. Every entry
in the ledger has a timestamp associated with it and bears a
unique cryptographic signature, which ensures the integrity
and consistency of the ledger.

One possible implementation of this DLT is blockchains
[27], [28]. DLT offers multiple advantages over the central-
ized approach. First of all, dis-intermediation by a central-
ized authority makes the process of validation simpler and
issue of single point of failure is resolved. Moreover, DLT
does not require trust to be placed on any authority and can
operate in a ecosystem comprising of untrusted parties as
well. It also offers transparency among all stakeholders of
the system and guarantees timely validation of the requests.
However, it may require additional redundant computations
to be performed, which may lead to higher energy consump-
tion and computational cost.

Given the multi-fold advantages of the distributed ap-
proach over its centralized counterpart, we are inclined to-
wards adopting it for the sake of efficient and secured policy
management. Also, each agreement must have an exclusive
reference, known as the unique agreement identifier (UAI),
through which any agreement can be uniquely identified.
We will have to design a means to uniquely identify the
business agreements, as it will be used as a reference to
identify the contracts associated with a data stream.

4. Implementation of Data Erasure

Towards enabling data erasure in a multi-stakeholder,
distributed service model, we present the primary objectives.

A. Tracking all replicas of data: Tracking all replicas
of the data segments in a multi-domain architecture
by correctly identifying the data storage location.

B. Enabling data erasure: Design of a set of dis-
tributed services, which will ensure ‘eventual’ era-
sure of all replicas of the data segment.

4.1. Tracking of Data

In order to facilitate erasure of all replicas a given data
segment, the first milestone is to identify the (persistent)
storage location of the data segments. Considering the multi-
domain service model, as described in Figure 1, the flow of
data spans multiple processing devices located at different
domains. In each of these devices the data may be replicated
multiple times during the course of its processing. We,
therefore, have two primary challenges associated with data
tracking are as follows.

(i) Identifying the event of data replication
(i) Locating the storage location of all replicas of the
data segment

We present the solutions envisaged to address each of these
challenges below.

Identification of the event of data replication

We investigate into how to track all replicas of a given
data segment, and for this we first need to distinctively iden-
tify the system processes, which are responsible for replica-
tion of data. Note that, by replication, here we specifically
refer to duplication of data segments where for the original
and replica data segments reside in the same computing
device. Any cross-device duplication of data are categorized
under data flow management.

To efficiently detect the process of data replication
we envision to exploit the operating system capabilities.
By restricting the purpose (read or write) for which a
process may access a persistent memory location, we first
of all regulate the privilege under which the data may be
accessed. The next phase is to detect whether or not a
process with sue access privilege is making a replica of the
data. Considering that a process either replicates an entire
storage unit, or simply a subset of it, identification of the



replication operation is a highly challenging task. Herbster
et al. [29] proposed the concept of privacy capsules (PCs),
which is an Android platform execution model for mobile
applications that prevents unauthorized flow of information.
Although, the scope of the work is restricted to monitoring
data flow within a single device, the principles of PCs can
be useful for process monitoring, in our context. We will
develop a novel mechanism by linking the principles of PC
with the operating system capabilities, to put restrictions on
processes to access certain memory addresses containing
the sensitive personal data.

Locating all data replicas

In order to locate the location of the data replicas, we
first need to track the flow of the data. Data slow may be
broadly categorized into two types — (a) flow of data from
one device to another within the same domain, and (b) flow
of data from one device to another, where the devices are
located in different domains. For this, we propose a novel
tainting method which will help in uniquely tainting [30] the
data stream generated by each data producing unit. Every
data stream is tainted at the source and the same taint is
carried forward even when the data transits across domains.
The taint contains, as a part of it, the relating UAI, which
assists in quick referencing to the business agreements. The
taint-tables store the necessary information about which
tainted data-stream has been re-directed to which physical
machine. The taint-tables can only be accessed or modified
by processes (or threads) with due capabilities, i.e., appro-
priate access rights. Another challenge, in this regard, which
will be interesting to examine, is ensuring cross-domain
integrity of the information on data flow and storage.

It is, therefore, evident that operating system capabilities
are to play an important part in design of our proposed
solution. For this, the services provided by the operating
system, and thus, the choice of operating system would be
crucial.

4.2. Enabling Data Erasure

The final piece of the puzzle is to design a distributed
mechanism to facilitate the erasure of data. Given that we
now have the required information about the storage location
of all replicas of the data segment to be erased, we have
to design data erasure mechanism. Towards this, we have
identified the following challenges.

(i) Design of a secure data erasure technique
(i) Design of the data erasure algorithms
(iii) Enabling eventual erasure of inaccessible data

We discuss about each of the challenges separately below.

Designing the data erasure technique

Considering the fact that the work deals with erasure of
personal and sensitive personal data, it is important to wisely
choose an erasure mechanism, which would securely erase
the data, leaving behind minimum contingent of retrieval

of the erased data. For this, we rely on encryption-
based erasure techniques, where instead of erasing the
data segments in question, we ‘lose’ the encryption (or
decryption) key corresponding to the segments. However,
‘losing’ the key is never very straightforward, as retrieval
of the key, through any possible means, indicates access
to all the erased data. For this, we will investigate secure
key storage techniques, such as secure element (SE)
[31] and hardware security module (HSM) [32], which
offer hardware-based solutions for secure key storage and
application execution. However, these solutions suffer from
the problem of single-point of failure, i.e., if the device
stops operating or the authentication unit within the device
does not function properly, all data associated with the keys,
which are stored inside the device, effectively becomes
‘lost’. Also, hardware-based solutions are often costly and
may induce performance overhead. Our research, therefore,
aims towards designing of an erasure technique, which is
secured, cost-effective, and resistant to failures.

Design of the data erasure algorithms

In this work, we focus on erasure of data driven by
two factors — (a) erasure of data after the expiration of its
retention period and (b) erasure of data on the demand of
the data subject. We plan to design two separate algorithms
for each type of erasure. Erasure of data after expiration of
its retention period is directly associated with the contract
associated with the data segment in question, and the
erasure algorithm will be automatically invoked in due
course of time. On the other hand, the erasure algorithm for
on-demand erasure of data has to be manually invoked by
the administrator for it to take effect. The main challenge
in designing these algorithms is to ensure that integrity
of the storage policy is preserved following the erasure
mechanism. Considering that information derived from the
raw data may also be categorized as personal data, lossless
and integrity-preserving erasure of data in a multi-domain
service model is a challenge. Note that, the erasure
operation is invoked only if the erasure policy or erasure
request complies with Art. 17(3) of the GDPR. Otherwise,
for data which may be retained by the data controller for
research purposes and in public interest, the data segments
in question undergo the process of pseudonymization.
Pseudonymization of data, however, is beyond the scope of
this work, and is a part of our future work.

Enabling eventual erasure of data

The erasure algorithms, discussed till now, are designed
to erase all accessible replicas of the data segment to be
erased. However, some data storage sites may be offline
or inaccessible when the erasure operation is invoked. Our
goal, therefore, is to ensure eventual erasure of all replicas
of the data. For this, we will design a persistent erasure
technique, that holds the last state of the uncommitted or
partially committed erasure requests, and effects opportunis-
tic erasure of the same. This will guarantee that data will
never be used anymore once an erasure request is issued.



5. Conclusion

This work is poised as a position paper aiming for the

enforcement of the EU GDPR focusing on the right to
erasure. We identified the research challenges in enforce-
ment of the right to erasure — one of the crucial changes
introduced through the GDPR. We also presented some
technical solutions envisaged to overcome the challenges
and facilitate erasure of data as per the GDPR norms. Our
next objective is to implement the proposed solutions and
validate their correctness. We also plan to extend this work
by investigating on how to provide support at system level
for the other regulations of the GDPR.
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