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Toward Haptic Communication: Tactile
Alphabets Based on Fingertip Skin Stretch

Yoren Gaffary, Ferran Argelaguet, Maud Marchal, Adrien Girard, Florian Gosselin, Mathieu Emily,
Anatole Lécuyer

Abstract—This paper studies the possibility to convey information using tactile stimulation on fingertips. We designed and evaluated
three tactile alphabets which are rendered by stretching the skin of the index’s fingertip: (1) a Morse-like alphabet, (2) a symbolic
alphabet using two successive dashes, and (3) a display of Roman letters based on the Unistrokes alphabet. All three alphabets (26
letters each) were evaluated through a user study in terms of recognition rate, intuitiveness and learnability. Participants were able to
perceive and recognize the letters with very good results (80%-97% recognition rates). Taken together, our results pave the way to
novel kinds of communication using tactile modality.

Index Terms—Communication, tactile alphabet, fingertip skin stretch
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1 INTRODUCTION

The richest form of textual communication between hu-
man beings is achieved through language. This information
is commonly conveyed using the visual modality as when
reading a book. However, in some situations using vision or
audio to access information is inappropriate. For example,
the light or the sound implied by receiving a text message
in a theater could annoy the other people around who are
trying to enjoy the play. Retrieving a password at an ATM or
reading information on the dashboard of a car while driving
could also be unsafe. Besides, disabled people could be vi-
sually or auditory deprived. The haptic modality could thus
provide an interesting alternative to convey information.

Creating a tactile alphabet is a complex task [1]. A
famous example of tactile alphabet is the Braille alphabet.
The Braille alphabet can convey messages using raised dots.
However, Braille is not intuitive or easy to learn for people
accustomed to the Roman alphabet. Besides, it requires an
active exploration through the fingertip which is not always
possible.

This paper aims to conceive novel tactile alphabets to
convey information without requiring any active explo-
ration from the user. These tactile alphabets could be used
by sighted people, used to the Roman alphabet, in cases
visual and auditory senses are overloaded or not available.
Such alphabets have to provide good recognition rates, but
they also have to be intuitive and easy to learn. For us, one
source of inspiration has been a game played by children
which consists of recognizing a letter drawn on your back
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with a finger by another person. This game consists of
conveying letters using skin stretch. Contrary to the com-
munication of information using Braille, the stimulation is
here active and the user is passive: the person who receives
the stimulus is not required to move and it is the finger of
the other person which moves on his or her back. Besides,
Braille is based on location of the dots, while the proposed
skin stretch feedback uses movements of a single-end effec-
tor. This also enables the design of tactile letters which are
based on the Roman alphabet, which should be intuitive for
sighted people. Fingertips are an interesting area to explore
for information communication as we use this part of the
body to perceive most objects. For example, we use our
fingertips to interact with the dashboard of a car, and blind
people perceive their environment with touch. Because of
their high density of tactile receptors [19], fingertips are
thus a promising location to convey information through
the haptic modality.

In this work, we focus on the design of tactile alphabets,
from the most abstract to the most figurative. Our main
contribution is the design and evaluation of three tactile
alphabets based on skin stretch and applied at the level
of the fingertip. The remainder of this paper is structured
as follows. We first describe existing works on tactile icons
and alphabets. We next introduce the use of skin stretch
for tactile communication. Following this, we present three
tactile alphabets mapped to the Roman alphabet and based
on different communication strategies (temporal, symbolic
and spatial). Then, we report a user study to assess these
alphabets in terms of recognition rate and learning. Finally,
the paper ends with a general conclusion.

2 RELATED WORK

This section describes existing work on the communication
using the tactile modality. First, it presents tactile icons, an
easy to learn but limited solution to communicate informa-
tion. Second, it focuses on the Braille alphabet, which is
able to convey various types of information although it is
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not easy to understand, especially for seeing or untrained
people. Then, it details Morse code, which can be conveyed
by tactile stimulations, such as vibrations, but remains diffi-
cult to learn. Finally, we describe alternatives of other tactile
alphabet.

2.1 Tactile icons
Elaborating a complete, tactile alphabet enabling a correct
and fast communication of information is a complex task.
An easier way to communicate information was introduced
by Brewster [4] and corresponds to tactile icons. Tactile icons
are a form of tactile output which display information using
iconic representations. They are generally based on vibro-
tactile feedback. Tactile icons are able to display various
information based on different vibrotactile parameters, such
as frequency, duration or body location. They also enable
the communication of information in less time and space
than Braille.

However, tactile icons are generally limited to a specific
context such as expressing affective states to enrich instant
messaging [31], [3] or supporting collaborative turn-taking
[8], [9]. More recent studies however, have aimed to propose
large sets of distinguishable tactile icons based on temporal
features, such as rhythm or stimulus duration [18], [37] or by
combining multiple tactile actuators [29]. Nevertheless, tac-
tile icons remain unable to reproduce the same potential of
a language, that can be obtained with the Roman alphabet.

2.2 Braille alphabet
The Braille alphabet was invented in 1825 and remains
commonly used by blind people. Each letter is represented
in this alphabet as a 3×2 matrix of vertical pins which can be
perceived with fingertips, through active exploration. This
language is most effective with blind people as they often
have a more accurate tactile sensitivity at fingertips than
seeing people (spatial JND = 1.04 mm vs 1.46 mm [38]).
This smaller JND could be explained as blind people use
and train their tactile perception more than sighted people.
A fMRI comparison of the brain activity of blind and seeing
people demonstrated a brain plasticity for Braille learning
[33]. Generally, the learning is more effective if always with
the same specific finger [35]. This explains why blind people
usually use their index to read Braille as it is one of the most
sensitive fingers [13].

Devices were proposed to encode Braille using multiple
fingertips [11] or fingers [26]. However, using a specific
device to read Braille makes it difficult to deploy in practice.
Mobile phones were shown to be efficient to communicate
Braille using vibrations [30].

However, the Braille alphabet presents several draw-
backs. It requires a long learning time, especially for people
who lost sight as it is very different from the Roman alpha-
bet. The Braille alphabet also requires an active exploration
by the user which is not always possible.

2.3 Morse code
As opposed to Braille, Morse code displays several ad-
vantages. Invented in 1838, it is still used nowadays to
communicate information [32]. Morse code can be conveyed

using various modalities. It can rely on vision with a light,
or audio with a soundspeaker [5]. More recently, researchers
proposed a vibrotactile output to communicate information
using Morse code [36]. This enables deafblind people to
access information using this code. Due to its simplicity,
Morse code seems also well adapted for people with physi-
cal disabilities [23], [39].

However, the Morse code also displays several limita-
tions. As Braille, it requires an extended period of learn-
ing [21]. This explains why several studies proposed various
approaches to improve its learning speed, for example,
during paradoxical sleep or hypnosis [25], [34]. However,
Morse remains traditionally difficult to learn and vibrotac-
tile stimulations used to communicate information might be
uncomfortable and tiring.

2.4 Alternative solutions
While they are still in use nowadays due to their efficiency,
both Braille and Morse code are limited in terms of usage
and learnability. This explains why new kinds of tactile
alphabets and associated devices have been proposed. For
instance, some devices consist of gloves equipped with
numerous vibrotactile motors to convey information using
the Malossi or the Lorm alphabets [6], [16]. However, these
gloves are thick and prevent the whole hand from being
used for other possible tactile perception purposes. More
recently, Liao et al. proposed a tactile wrist device based on
four tactors arranged in a square [22]. Using a successive
activation of the tactors, they were able to convey tactile
letters with a spatial pattern as close as possible to the
Roman alphabet.

Another promising way to convey information using
haptic feedback is skin stretch. Pasquero et al. [27] pro-
posed a tactile device to convey information using this
kind of tactile feedback. Chouvardas et al. [10] proposed
an overview of existing tactile displays. They highlighted
that some tactile receptors such as Ruffini Endings were
involved in the perception of skin stretch. Multiple studies
highlighted the potential of skin stretch to convey infor-
mation. Gleeson et al. [15] used this kind of stimulation to
convey information about direction at the fingertip. More-
over, Gwilliam et al. [17] showed that skin stretch offers a
great precision for interpreting directional information. This
suggests that this kind of feedback might be relevant for
efficiently discriminating tactile patterns based on changes
of direction. Furthermore, skin stretch was also deployed
on a steering wheel to convey information to a driver [28].
The proposed stimulation had only 1 degree of freedom as
it consisted of a lateral movement, limiting the transmission
of various information.

In the remainder of the paper, we aim to design novel
tactile alphabets based on skin stretch. We notably designed
a tactile version of the Morse code based on skin stretch, and
two other tactile alphabets based on symbolic or simplified
representations of the Roman alphabet.

3 INTRODUCING SKIN STRETCH FOR TACTILE
COMMUNICATION

This section introduces the use of skin stretch on fingertips
in order to support tactile communication. First, we present
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and describe the device we used for enabling such specific
kind of tactile stimulation. Second, a feasibility study in-
vestigates the use of such tactile feedback to communicate
information using tactile patterns. This study also aims to
highlight clues on the design of future tactile alphabets.

3.1 Concept

In this paper, we propose to use a skin stretch feedback with
2 degrees of freedom (DoF). More specifically, we aim to
stimulate fingertips as they are one of the most sensitive part
of the body. To achieve this objective, we use a tactile device
called “HapTip” [14]. This device stimulates the fingertip
using a tactor corresponding to a plastic cap moving in
the horizontal plane thanks to two miniature DC motors
(see Figure 1). The device is designed to be both compact
and light. Its position can be adjusted to the participant’s
dominant index as it corresponds to the most effective finger
to discriminate tactile stimuli [13]. It uses cable capstan re-
ducers with pulleys mounted on ball bearings and backlash-
free plain bearings in the joints to avoid both backslash
and friction and to provide a continuous movement. The
position of the device is computed using miniature Hall
effect sensors at the joint level (sensors are located in the
driven pulleys). It is controlled through the manufacturer
API at 333 Hz, by sending every 3 ms to the device the 2D
position it has to reach. The device can be portable or fixed
to a table.

The technical specifications of the device are reported in
Table 1. In order to ensure that the device is sufficiently pre-
cise to implement the subtle displacements required for tac-
tile communication, we further investigated the positional
accuracy of the tactor. During the device’s development pro-
cess, its kinematic was identified and calibrated by moving
the tactor with a precision 2D laboratory positioning table
while recording both the sensors’ responses and the joints’
angles (computed from the device’s CAD model). Results
are given in Figure 2, left. A linear regression was used to
get a simple model for each joint. It is worth noting that, by
moving the end effector and registering the sensors response
at the joint level, this procedure ensures capturing all non-
idealities occurring between the joints and the tactor (e.g.
sensors placement errors, sensors’ non-linearity, links’ size
errors). Also, the use of miniature cable reducers prevents
backlash between the actuators and joints. Thanks to our
design, these no-load characteristics are almost preserved
in the presence of the finger. Indeed, implementing the
position control in closed loop at the joint level allows
minimizing the influence of the compliance-induced cable
deformations on the positioning accuracy. Also, using short
links and backlash free bearings minimizes structure back-
lash and deformation under load. Finally, having a force ca-
pacity able to deform the skin a few millimeters minimizes
the influence of the finger resistance to movements. As can
be seen in the picture, the model fits well experimental data
on joint 1 (angle q1), with errors below 3.5◦ all over the
workspace (mean 0.77◦), but larger errors are obtained on
axis 2 (angle q2), up to 5.3◦ (mean 1.98◦). This results in
small errors when computing the moving cap position from
the sensors’ voltages. These errors can be estimated using
the geometrical model of the robot. Results are given in

Figure 2, right. Mean error over the workspace is 0.2 mm.
The range of movements of our tactile alphabets being
between 2.82 mm and 4 mm (see next sections for details),
we can thus conclude that the device’s accuracy is sufficient
for our experiments.

Fig. 1: Close-up view of the HapTip used in our study.

Fig. 2: Haptip internal structure and joint angles as a func-
tion of the sensors response (left, blue: experimental data,
red: linear regression model) and positional accuracy over
the workspace (right, blue dots: desired positions, black
arrows: deviation from setpoint positions. A square corre-
sponds to 1 mm).

TABLE 1: Main characteristics of the HapTip.

Dimension (W×H×D) 20.4 mm×35 mm×34.1 mm
Weight 22 g
Degrees of freedom 2
Motion range ± 2 mm in any direction
Mean position accuracy ± 0.2 mm in any direction
Force 3.4 N in any direction
Max speed 150 mm.s−1

3.2 Feasibility study

We conducted a feasibility study on the potential of skin
stretch to convey information at fingertips. This study fo-
cused on the recognition rate of tactile patterns using differ-
ent tactile rendering. According to the just noticeable differ-
ence for spacial resolution of the fingertip tactile perception
(1.46 mm [38]), we created tactile patterns presenting a fixed
number of 4 spots. Six different patterns were designed,
each corresponding to a possible traveling order for the 4
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(a) Squares (b) Vertical hour-
glasses

(c) Horizontal
hourglasses

Fig. 3: Tactile patterns presented to participants in our fea-
sibility study. The black dot corresponds to the starting and
ending position of the tactor of the device. Arrows represent
the traveling direction of the tactor.

spots. These patterns corresponded to two squares, two ver-
tical hourglasses and two horizontal hourglasses, illustrated
in Figure 3.

Two tactile rendering techniques were also tested. The
first one is a continuous rendering technique (CT), in which
the pattern is displayed by the tactor at a constant speed.
The second rendering technique is an inflexion points-based
rendering technique (IT), in which the tactor makes a break
at each spot. In this second technique, the tactor stopped
moving each time it was supposed to change direction. All
stimuli lasted one second, and the tactor moved at constant
speed. The position loop update rate of the tactor was set
to 333 Hz. In the (IT) rendering technique, breaks lasted the
same duration as one dash of the pattern.

14 participants aged from 20 to 30 (M = 23, SD = 2.52)
were involved in this feasibility study. The six patterns were
presented in a random order, 15 times each, to participants.
All participants completed the experiment with the two
rendering techniques presented sequentially in a counter-
balanced way. The experiment lasted around 30 minutes.

Results showed that for all patterns and rendering tech-
niques, the recognition rates were above chance level (M
= 54.6% � 16.7% = 1/6). The lowest recognition rate
concerned the hourglasses which were sometimes mistaken
for each other (50.1% mean correct recognition rate for
the hourglasses, 63.7% for the squares). We observed that
the squares were better recognized when using the (CT)
rendering than when using (IT) (CT: 66.2% vs IT: 61.2%).
However, a paired Wilcoxon signed-rank test showed that
this difference was not significant (p = 0.14, Qobs = 202).
However, hourglasses seem to be better recognized with
(IT) (IT: 52.6% VS CT: 47.7%). This result was significant
(p = 0.025, Qobs = 370). Concerning the strategies used
to identify the tactile patterns, 7 participants reported they
were mostly focused on the first and last segments of the
tactor motion to identify the pattern, i.e., on only two
dashes.

In a nutshell, our results were very encouraging in terms
of recognition rate, with an average performance close to
55%, being above chance level (17%). Adding breaks at

inflexion points seems to improve the recognition rates of
patterns presenting shapes that resemble each other more.
Besides, half of the participants reported that they based
their pattern recognition on the first and last perceived seg-
ments. This implies that the other segments of the patterns
were not always necessary and that two dashes could be
sufficient to obtain good recognition rates.

4 DESIGN OF THREE NOVEL TACTILE ALPHABETS
BASED ON SKIN STRETCH

Encouraged by the results of our feasibility study, we de-
signed three novel tactile alphabets using skin stretch on
the fingertips. The letters of these alphabets are mapped to
the letters of the Roman alphabet: each alphabet contains
twenty-six different letters (see Table 2). These tactile al-
phabets are based on different communication strategies,
presented hereafter from the most abstract to the most
figurative alphabet:

• Our first tactile alphabet communicates letters using
a temporal representation. This alphabet is based on
Morse code and corresponds to our ground truth.

• Our second alphabet communicates letters us-
ing symbolic spatial patterns. This alphabet called
“TwoDashes” was designed taking into account the
guidelines derived from our feasibility study.

• Our third alphabet communicates letters by drawing
a simplified, spatial version of their shapes. This al-
phabet corresponds to a tactile version of the existing
Unistrokes alphabet. This alphabet is the closest to
the Roman alphabet.

The following sections detail successively the design of
the letters of these three tactile alphabets. The video attached
to the paper presents the rendering of the three tactile
alphabets on the Haptip device.

4.1 Tactile alphabet based on Morse code

Some alphabets, like Morse code, use temporal signals to
convey information. As Morse code is widely spread and
very efficient, we used this tactile alphabet as ground truth.
Our version of Morse-based alphabet relies on short and
long tactile signals, varying only in their duration. Each
signal is separated from another by a short break. Table 2
represents the coding of each Roman letter in Morse code.

We adapted the Morse code to the HapTip since we
are aiming to convey information using skin stretch on
fingertips. While vibrations are sufficient for Morse code,
using skin stretch for all proposed alphabets enables us to
compare their efficiency. Each signal is displayed using a
specific displacement of the tactor. A signal is represented
by a forth/back movement of the tactor from the top to
the bottom, then to the top again (see Figure 4). We used
the vertical axis of movement as it is the best perceived
axis with fingertips [12], [13]. The main difference between
short and long signals concerns their duration. A short
signal is represented by a vertical movement of the tactor
lasting 0.3 s. Then, the duration of long signals (respectively,
breaks) was set to 0.9 s (respectively, 0.3 s).
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TABLE 2: Our three tactile alphabets based on skin stretch.
For Morse, short and long tactile movements of the tac-
tor are represented respectively by dots and dashes. For
TwoDashes, dashed lines correspond to diagonals, dis-
played with slower displacement of the tactor than vertical
and horizontal lines. For Unistrokes, hollow circles repre-
sent inflexion points where the tactor makes a break.

Letter Morse TwoDashes Unistrokes

A

B

C

D

E

F

G

H

I

J

K

L

M

N

O

P

Q

R

S

T

U

V

W

X

Y

Z

4.2 Tactile alphabet based on TwoDashes
Our second alphabet was designed based on the results of
our feasibility study. We considered two guidelines to be
used in the design of this alphabet. The first one was that
the alphabet should rely on the same four different spots
of the tactor used in our feasibility study: top-left, top-
right, bottom-left and bottom-right corners. All letters of the
alphabet should be described as an ordered list of tactor
displacements from one spot to the next one.

Second, half participants in the feasibility study reported
they used only the first and last displacements of the tactor

Fig. 4: Representation of the vertical movement of the tactor
corresponding to the letter ’A’ in Morse code with the
HapTip. The duration of the movement indicates if it is a
short or a long signal.

to identify a pattern, and that it was difficult to remember
the other displacements between them. Thus, we proposed
to use only two dashes to represent each letter of the
alphabet. Using exactly two dashes also has the advantage
that participants know in advance the number of dashes
composing each letter.

Each letter of the TwoDashes alphabet is composed of
4 possible starting spots, crossing 3 possible intermediate
points and ending at 2 possible spots, providing 4× 3× 2 =
24 possible patterns. As we require to convey 26 patterns to
represent the 26 letters of the Roman alphabet, we arbitrarily
added one horizontal and one vertical tactor displacement
with their starting point corresponding to the ending point.
We mapped the letters of the TwoDashes alphabet with
those of the Roman alphabet to match them as close as
possible. For instance, the ’L’ letter corresponds to a down,
then right skin stretch, whereas the letter ’I’ corresponds
to a vertical skin stretch. As observed in literature, the
perception of a 45◦ diagonal using skin stretch could be con-
fused with horizontal and vertical displacements [13]. This
implies that two letters could be difficult to discriminate
when two different dashes differ by only 45◦ degrees. To
help users distinguishing diagonal from non-diagonal tactor
displacements, we propose to change the speed of diagonal
displacements.

We did some informal tests to experimentally set the
speed of the tactor during vertical, horizontal and diagonal
dashes. The speed of diagonal (respectively, non-diagonal)
displacements of the tactor was set to 6 mm.s−1 (respec-
tively, 3 mm.s−1). We did not need to use inflexion points,
as there are always two dashes with different directions
for each letter. The final design of the letters of TwoDashes
alphabet is illustrated Table 2.

TABLE 3: Properties of our three tactile alphabets, mean and
standard deviation are reported (M (SD)).

Morse TwoDashes Unistrokes
Duration (s) 2.5 (0.9) 2.2 (0.6) 2.9 (1.5)
Traveled distance
(mm) 12.6 (3.8) 6.4 (0.6) 6.4 (2.5)

Bitrate (letter/min) 24.3 27.9 20.9
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4.3 Tactile alphabet based on Unistrokes

The main idea of this third alphabet is to directly draw the
spatial representation of the Roman alphabet on the finger-
tips using skin stretch. We based our work on a continuous
representation of the Roman alphabet called Unistrokes that
represents the Roman letters using 2 DoF [7]. Unistrokes
is an efficient alternative and more simplistic version than
Graffiti [24]. Table 2 represents the coding of each Roman
letter with the Unistrokes alphabet. Thus, we propose to
mimic the letters of the Unistrokes alphabet using skin
stretch. As suggested in our feasibility study, we set breaks
at inflexion points (see Table 2). We performed pilot studies
to set the speed of the tactor and duration of breaks. The
mean speed of the tactor was set to 5 mm.s−1. At inflexion
points, the duration of breaks was set to 0.4 s.

Table 3 summarizes the duration, the traveled distance
and the bitrate related to the presentation of the letters with
the three different alphabets.

5 USER STUDY

We conducted a user study to assess the recognition rate
and the learnability of our three tactile alphabets. As in
the children’s game mentioned in introduction, participants
were asked to report the letters they perceived using skin
stretch on their fingertips. We measured the recognition rate
and recognition time for each presented letter. We supposed
that the Morse-based alphabet would show the best recog-
nition rates, but that the two other alphabets would perform
rapidly better across sessions. More precisely, we supposed
that the closer to Roman letters, the better the alphabet
would be easy to learn. The experiment was completed
by the participants in five different sessions spread on five
different days.

5.1 Apparatus

The experimental setup was based on the same HapTip
tactile device as described in our feasibility study. The
placement of the device on the table was set according to
the length of the participant’s finger. The device was fixed
on the table in front of the dominant hand of the participant
using velcro which prevented the device from moving dur-
ing the experiment. The participants were seated with their
forearms placed on a table (see Figure 5). They were in front
of a 24-inch screen. A keyboard was placed in front of the
non-dominant hand of participants.

5.2 Participants

Nine participants (2 females) took part in the experiment,
aged from 23 to 40 (mean= 28, SD= 5.2). All partici-
pants identified their right hand as the dominant one and
were proficient with the Roman alphabet. Regarding the
knowledge of the tested alphabets, half of the participants
reported to have basic knowledge of the Morse alphabet,
and no participant had knowledge of the Unistrokes or the
TwoDashes alphabets.

Fig. 5: Experimental setup. A participant perceives a letter
using skin stretch at his index, and enters his choice (letter)
using the keyboard with his non-dominant hand.

5.3 Experimental design

5.3.1 Procedure
The experiment was divided into three blocks completed
successively, each one corresponding to one tactile alphabet.
For each block, each letter of the alphabet was presented
once, in a random order. The goal of the user was to
recognize the letter which was rendered using the HapTip
on the index finger of their dominant hand. Each block
started with a short training session, in which participants
had to recognize sequentially four random letters. For each
tested letter there were two steps: 1) the letter is rendered
using the HapTip and 2) participants had to press the key
from the keyboard which matched the recognized Roman
letter. During the second step, the mapping between the
tactile alphabets and the Roman alphabet was displayed
visually on the screen. Participants were not informed if
they selected the correct letter. Before each stimulus, the
tactor performed at high speed at least a complete circle
to reach the starting position of the next stimulus. This was
intended to prevent the user from feeling where it stopped,
giving an additional cue on the stimulus displayed.

Between each block, participants filled a subjective ques-
tionnaire gathering their impressions about their perfor-
mance. In order to analyze the user adaptation to the
different tactile alphabets and their learning curves, the
experiment was repeated in 5 different sessions, each one
lasting 30 minutes. The sessions were scheduled over differ-
ent days, over 1 week.

5.3.2 Conditions
Three conditions were evaluated in this experiment. The
first one corresponded to the tactile ALPHABET presented:
MORSE, UNISTROKES or TWODASHES. All participants had
to recognize all letters from these three alphabets. The
second condition was the LETTER itself. Finally, the SESSION
number was also considered as an independent variable to
evaluate the evolution of association time and learning of
the tactile letters through time.

5.3.3 Collected data
For each presented letter, we collected 2 objective measures:
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Mo1 Recognized letter. The Roman letter recognized
by the participant.

Mo2 Letter association time. The time between the
display of the alphabet on the screen and the
selection of a letter on the keyboard.

At the end of each of the five sessions, the following
questions were asked to participants for each presented
alphabet. They were answered using a 5-Likert scale, 1
meaning the lowest score, and 5 meaning the highest score:

Ms1 Intuitivity of the alphabet.
Ms2 Improvement through the session.
Ms3 Improvement compared to the last session. This

question was not asked after the first session.

At the end of the last session, two additional questions
were asked to participants for each presented alphabet.

Ms4 How do you evaluate the easiness of remem-
bering the tactile signal, from the moment you
perceived it to the moment you associated a
letter to it?

Ms5 Through the sessions, how do you evaluate the
easiness of learning the alphabet, i.e., the associ-
ation between the tactile and the roman letters?

5.4 Results and Analysis

5.4.1 Objective results

Recognition rate (Mo1) - To study the recognition rate of the
letters as a function of the alphabet and the session, we used
a logistic regression model on the collected data to model
the probability of recognition with respect to the indepen-
dent variables ALPHABET, LETTER and SESSION defined in
the experimental design. The participants were considered
as a random effect in the model. We performed an analysis
of deviance of the logistic regression model and we found
a significant marginal effect for ALPHABET (p < 0.001),
LETTER (p < 0.001) and SESSION (p < 0.001). We performed
a post-hoc analysis on the SESSION condition to study if we
had a training effect. We used a Tukey test adapted to the
logistic generalized regression model and we found that the
first session has significantly lower recognition rates than
the other sessions (Z2 = −4.06, Z3 = −3.76, Z4 = −5.18,
Z5 = −5.94 for sessions 2 to 5, and p < 0.001 for sessions
2, 4 and 5, p = 0.002 for session 3). We therefore removed
data of session 1 from the data set (see also Figure 6a for
the evolution of the recognition rate of the different alpha-
bets in function of the sessions). We then performed again
an analysis of deviance of the logistic regression model
without the SESSION condition and we found a significant
marginal effect for both ALPHABET (p < 0.001) and LETTER
(p = 0.004), as well as an interaction effect between AL-
PHABET and LETTER (p < 0.001). We performed a post-hoc
analysis on the ALPHABET using a Tukey test and we found
that the MORSE Alphabet (0.97) was significantly better rec-
ognized than the other alphabets (Z = 12.35, Z = 10.03 for
the TWODASHES and UNISTROKES alphabets respectively,
p < 0.001 for both). We also found that the UNISTROKES
alphabet (0.80) was significantly better recognized than the
TWODASHES alphabet (0.73) (Z = 3.96, p < 0.001).

Association time (Mo2) - We conducted a two-way
ANOVA on SESSION and ALPHABET concerning the associa-
tion time (see Figure 6b). We observed main effect of the AL-
PHABET (F2,16 =13.67, p< 0.001, η2p ≤ 0.63). The TWODASHES
alphabet had significantly highest association time (5.63 s).
There was no difference between the MORSE (4.41 s) and the
UNISTROKES alphabets (3.99 s). We also observed a main
effect of the session (F4,32 =24.86, p< 0.001, η2p ≤ 0.76). The
association time for the first session was significantly higher
than the other sessions. The association time for the second
session was higher compared to the last one. There was
no significant difference between the association times for
sessions 3, 4 and 5. The interaction effect showed that the
association time decreased faster for the UNISTROKES alpha-
bet, especially for the first and second sessions (F8,64 =4.17,
p< 0.001, η2p ≤ 0.34).

Confusions - Some letters were mistaken with another
specific letter more than 10 % of the time. Table 4 illus-
trates the main confusions between letters for the differ-

(a) Probability of correct recognition (Mo1) de-
pending on the alphabet and the session number.

(b) Mean letter association time (Mo2) depending
on the alphabet and the session number (CI 95 %).

Fig. 6: Probability of correct recognition and association
time. These plots display the results for the three tactile
alphabet depending on the session number.
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ent tactile alphabets. No confusion was reported for the
Morse. Unistrokes and TwoDashes reported different kinds
of confusion. For Unistrokes, it concerns letters for which
the pattern is similar, but rotated from 45 ◦. For TwoDashes,
it concerns letters for which one dash of the pattern differs
by 45 ◦ to the other one.

5.4.2 Subjective results
Participants evaluated that the Unistrokes alphabet was
more intuitive (Ms1, M = 2.71) compared to Morse and
TwoDashes (1.78 and 1.91). A Friedman rank sum test
showed that this result was significant p = 0.01.

Participants evaluated they improved the more during
sessions with the Unistrokes alphabet (Ms2, M = 2.51) com-
pared to Morse and TwoDashes (2.13 and 2.29, p = 0.044).

Participants evaluated they improved the more between
sessions with the Unistrokes alphabet (Ms3, M = 2.56) com-
pared to Morse and TwoDashes (2.00 and 2.39, p = 0.018).

Participants reported no difference between the three
alphabets in terms of easiness of remembering the tactile
signal (Ms4). However, they evaluated Unistrokes to be
easier to learn (Ms5, M = 3.44) than Morse and TwoDashes
(2.22 and 1.88, p = 0.012).

5.5 Discussion

After five sessions, the three proposed tactile alphabets
displayed high recognition rates (from 80% to 97%, with a
chance level of only 3.8%). This indicates that all our tactile
alphabets are effective to convey information successfully.

The three investigated tactile alphabets showed com-
plementary advantages. Concerning recognition rate,
TwoDashes and Unistrokes displayed less efficiency than
Morse which presented nearly perfect recognition rate, al-
though none of our participants declared a great expertise
on this alphabet. This may imply that the temporal cues of
Morse code were easier to recognize than the spatial sym-
bols of TwoDashes and Unistrokes. However, recognition
rates improved over sessions for these two alphabets. This
suggests that the association between their letters and the
letters of the Roman alphabet is easy to learn. However,
Unistrokes seems easier to learn than TwoDashes as its
recognition rate significantly increased from the second
session.

We also investigated the recognition confusions for
Unistrokes and Twodashes to identify which letters could
be easily confused. The low amount of confusions in
TwoDashes suggests that simple, symbolic patterns are suf-
ficiently effective to convey letters with little ambiguity. But
Unistrokes highlighted that two patterns differing only by a
rotation of 45◦ could be easily confused. This suggests that
an efficient tactile alphabet using skin stretch on a surface
as small as a fingertip should keep a balance between
the simplicity of the patterns of the tactile letters and its
closeness to the Roman alphabet.

The proposed approach using skin stretch displays some
practical advantages compared to other devices. For exam-
ple, the UniBraille device proposed by [26] was designed
to convey letters encoded with the Braille alphabet using
tactile stimulations on fingers. Each stimulus needed to last
at least 2 s to obtain an recognition rate of 88.57%, which is

similar to the presentation time of the alphabets proposed in
this study. However the encoding of the alphabet requires
three fingers on both hands to convey each letter. The three
alphabets proposed in the current study display the advan-
tage of requiring only one finger, which is less intrusive.
The alphabet also remains less intuitive for sighted users as
the representation of the letters is not similar to the Roman
alphabet.

The type of stimulation proposed by our device displays
common points with EdgeVib, described by Liao et al [22].
This device uses four different tactors located on the wrist
to convey the letters of the Unistrokes alphabet. Their study
proposes an interesting solution to discriminate letters that
have a similar representation, at the cost of increasing the
complexity of the tactile patterns. Yet, the proposed stim-
ulation is limited to only four possible stimuli locations,
depending on the location of the tactors. Our proposed
approach using skin stretch is based on a tactor which
can move in 2D, which enables us to perform stimulations
including displacements. The Haptip device has not been
previously evaluated in terms of rendering capacities and
non-idealities (i.e., actual vs. expected tactor displacement).
But even if some non-idealities would have been present,
our results are still very promising in terms of recognition
rate, which is very encouraging for future work.

The displacement speed of the tactor could be used to
convey more stimuli parameters, or to let the user decide
his or her own preference for the reading speed.

A long-term perspective would be to investigate the
recognition of words or even sentences, extending our
approach to “tactile languages”. Our current work is of
course preliminary and much research remains to be done.
It implies notably to define how transitions between letters
and words are rendered using tactile feedback. It also in-
duces numerous user studies aiming at fully characterizing
the error and transfer rates in such case of more complex
content.

More generally, our study has focused on recognition
rates and association times for our proposed alphabets, and
future work could investigate the required time to learn the
different alphabets. Moreover, future work could also study
the difference in learning and in recognition rate between
sighted people and recently-blind people who could be fa-
miliar with the Roman alphabet. Besides, our study focused
on fingertip stimulation, in a context where the user is not
interacting with objects with his/her fingers. It could also
be interesting to study how skin stretch could be applied
to other areas of the body to convey information to the
user. The resolution of the tactile perception would probably
be less effective at other body areas but this would enable
freeing the hands of the user and let him/her interact with
other devices at the same time.

Future studies could explore more in-depth the tactile
resolution of the fingertips. Taking even more into account
the tactile perception of fingers from a neurophysiological
point of view could enable dealing with fingertips’ tactile
resolution and refining the design of our tactile alphabets
and their associated tactile devices. References such as [19],
[20], [2] could serve as a good starting point for such studies.
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TABLE 4: Recognition confusions. This table reports an example of pairs of presented/recognized symbols where the
presented symbol is mistaken with the other symbol at least 10% of the time.

Alphabet Confusion type Presented
letter

Selected let-
ter

Number of concerned
pairs of letters

Mean percentage of
confusion

Unistrokes Rotation of 45 ◦ 16 16.7

Unistrokes Vertical symmetry 2 14.5

TwoDashes One of the two dashes differs by
45 ◦ 7 13

TwoDashes Rotation of 45 ◦ 1 20

TwoDashes The L is mistaken with the last
part of a C 1 18

6 CONCLUSION

This paper aimed to introduce tactile communication based
on skin stretch. Skin stretch has the advantage to free
visual and auditory senses, which could be crucial in some
contexts as driving. It also enables richer stimulations than
vibrations as it includes a temporal and a spatial compo-
nent and does not require movements from the user. We
designed and evaluated three novel tactile alphabets using
skin stretch: Morse, TwoDashes and Unistrokes. These tac-
tile alphabets were displayed by the HapTip device that we
evaluated in terms of position accuracy. Future work could
be carried out with other devices to study the influence
of the mean position accuracy on the alphabets’ recogni-
tion rate. In the Morse alphabet, the design of letters was
based on temporal signals, while TwoDashes used symbolic
figures, and Unistrokes are a simplified representation of
the Roman alphabet. Our tactile alphabets were evaluated
in terms of recognition rate and learning. Results showed
recognition rates from 80% to 97% after 5 sessions. As
expected, our tactile version of the Morse code is the most
efficient in terms of recognition rate. TwoDashes and mostly
Unistrokes demonstrate the possibility to convey letters in
a more intuitive and easier to learn way than Morse code.
Besides, Unistrokes displayed the shortest association time.
Taken together, our results pave the way to novel kinds of
haptic communication using skin stretch.
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