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Humanoid Teleoperation using Task-Relevant Haptic Feedback

Firas Abi-Farraj1, Bernd Henze2, Alexander Werner2, Michael Panzirsch2, Christian Ott2, and Máximo A. Roa2

Abstract— Robotic teleoperation is a key technology for a
wide variety of fields. Teleoperating a humanoid in particular
is essential as it allows the user to act remotely on an interface
designed especially for humans, e.g., in a space station, or
operating tools and machinery in disaster scenarios. This
paper presents a ‘task-relevant’ haptic interface for humanoid
teleoperation, which bridges the gap between the task at hand
and the balance of the robot. The operator is given command
over the humanoid’s hands and is informed through haptic
cues about the impact of her/his potential actions on the robot’
stability. Moreover, a null-space autonomous controller acts
in the operator’s null-space to provide her/him with a wider
workspace and help in the successful execution of the task.
The architecture is designed to top an existing compliance
controller for a torque-controlled humanoid robot. Experiments
on the humanoid robot TORO are reported to demonstrate the
feasibility and effectiveness of the approach.

I. INTRODUCTION

Robotic teleoperation is playing a pivotal role for allowing

human presence in remote and hazardous environments such

as nuclear sites, deep oceans or the outer space. Visual and

haptic interfaces are usually exploited to provide the human

operator with a sense of presence while giving her/him con-

trol over the robotic system. However, controlling a complex

system such as a humanoid robot using human inputs alone

is a challenging task that requires a lot of training and

experience [1]–[3]. Partial autonomy and assisted teleoper-

ation frameworks have been proposed to reduce the mental

load on the operator and improve her/his performance [4],

[5]. Examples in this sense range from virtual fixtures [6],

[7], which are task-dependent and require continuous human

input, to more complicated shared control schemes aiming

at profiting from the human’s supervisory capabilities in

guiding an autonomous system [2], [5].

On the other hand, and while many robotic systems are

designed for controlled environments such as manufactur-

ing facilities, the need for a robot capable of interacting

with interfaces designed for humans is crucial. Teleoperated

humanoids have been exploited as a potential solution in

different applications ranging from space manipulation [8] to

substituting humans in nuclear environments [9], driving a

lift truck [10] or piloting an aircraft [11]. A major challenge

in this regard is designing a convenient hardware-software

human machine interface (HMI) capable of controlling such
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Fig. 1. The Experimental Setup. The haptic user interface system HUG
(right) is used as master device, while the torque-controlled humanoid robot
TORO (left) works as slave device.

highly versatile robots [12], [13]. The complexity of de-

signing a teleoperation architecture for a humanoid lies in

simultaneously giving the user an immersive task-oriented

experience while informing her/him at the same time about

the robot’s balance and physical constraints. Task-relevant

balance feedback is actually a topic that has not been studied

thoroughly in literature, and is at the core of the work at

hand. Most of the literature either provides the operator with

full immersion in the task itself through haptic feedback

from interactions with the environment, or gives her/him

control over the posture of the humanoid while maintaining

its balance. The need for bridging this gap between the

robot’s balance and the task at hand is indeed essential.

In [14], the teleoperation system used for controlling the

DRC-HUBO humanoid robot at the 2013 DARPA Robotics

Challenge trials is presented. In this work, three operators

were in charge of fully controlling the humanoid through a

software interface for navigation and manipulation purposes.

One of the operators was explicitly responsible of ensuring

stability and avoiding collisions by commanding the robot

through that interface.

A different approach is described in [15], where a single

human operator commands a humanoid by acting on a 3 DoF

(degrees of freedom) master device. The operator selects a

certain point of the robot’s body for manipulation, instead

of simultaneously controlling all its DoFs. An autonomous

controller integrates the operator’s commands for producing

the required whole-body motion while respecting postural

stability constraints. In [16], the operator is given control

over the robot’s posture via a PHANTOM Omni master

device, over which she/he receives haptic cues, reflecting



sensory data from the load cells installed at the robot’s feet.

The user’s actions are logged and used to teach the robot

how to keep balance using a learning-from-demonstration

framework. A bimanual master interface using two 6 DoF

master devices to give the operator command over the

humanoid’s legs was proposed in [17]. The operator was fed

back with force cues informing her/him about the position

of the Zero-Moment Point within the support polygon. The

same measure was used to give the operator a sense of

the robot’s balance using a vibrotactile belt for providing

cutaneous haptic balance feedback [18]. This cutaneous belt

was replaced with a kinesthetic system applying forces on

the operator’s waist to inform her/him about their proximity

to the edges of the support polygon in [19].

The focus of the described literature is either on the

manipulation task itself or on the balance/stability of the

robot. In the former case, the operator is given command over

the DoFs of interest while an autonomous algorithm gener-

ates the required whole-body motion and enforces stability

constraints. She/he is fed with haptic information related

to the task at hand, e.g., interactions with the environment,

without any insight on the balance of the robot. In the latter

case, the user is given the task of maintaining the robot’s

balance by acting on a specific HMI to control the lower

body (posture, legs, ...) of the humanoid.

The work in [18] is one of few that tackles both aspects

simultaneously. Here, the operator is commanding the hands

of the humanoid while being informed with haptic cues of

its stability through a vibrotactile belt. However, she/he is

still not informed about the impact of her/his manipulative

actions on stability itself. In fact, manipulation actions have

a crucial impact on stabilizing/destabilizing the robot. The

operator, who is given command over some of the robot’s

DoF, can be oblivious as to how these DoF can be employed

for improving the robot’s balance. To this end, we propose

in this paper a balance-feedback human machine interface

that closes the gap between the manipulative actions and

their impact on the stability of a humanoid. A haptic inter-

face establishes the direct association between the two by

providing the operator with cues informing her/him of the

impact of one on the other. These cues are meant to provide

the user with potential solutions to assure a successful task

completion while accounting for the different constraints of

the system.

On the other hand, the null space of the operator’s com-

mands is also employed to maintain the balance of the robot

through an autonomous controller acting on an underlying

impedance control architecture previously presented in [20].

In literature, a large variety of balancing controllers can

be found, most of them based on inverse dynamics [21]–

[23]. Our approach, presented in [20], is passivity-based and

allows to stabilize the Center of Mass and the end-effectors

that are not used for supporting the robot (the hands, in

this context) in Cartesian space with respect to the world.

This controller is then suitable as a tool for the teleoperation

approach presented in this work.

The rest of the paper is divided as follows: Section II

describes the modeling of the humanoid and the employed

compliance controller, section III gives an account on the

shared-control architecture commanding the slave’s motion

and the haptic interface, and the experiments and results are

discussed in section IV. Finally, section V concludes the

paper and discusses potential future work.

II. BACKGROUND

A. Dynamic Model

In legged humanoid robotics the use of dynamic models

with a free-floating base is widespread because they feature

a higher flexibility regarding contact changes compared to

dynamic models with a fixed base. In general, a central body

within the kinematic structure of the robot is chosen as a base

link, such as the hip or the trunk. Some works also utilize

the center of mass (CoM) as a base, since it represents an

essential quantity for balancing. Here, we will follow the

proposition of [20] by defining a CoM frame C, which is

located at the CoM and has the same orientation of the hip.

Let xc ∈ R
3 and Rc ∈ SO(3) denote the position and

orientation of the frame C with respect to the world frame W .

The corresponding translational and rotational velocities are

ẋc and ωc, respectively. Based on the n joint angles q ∈ R
n

and vc = (ẋTc ,ω
T
c )
T , the dynamics of the humanoid robot

is given by

M

(
v̇c
q̈

)

︸ ︷︷ ︸

ν̇

+C

(
vc
q̇

)

︸ ︷︷ ︸

ν

+

(
mg0

0

)

︸ ︷︷ ︸

g

=

(
0

τ

)

+ τ ext. (1)

Herein, M ∈ R
(6+n)×(6+n) and C ∈ R

(6+n)×(6+n) denote

the inertia and Coriolis/centrifugal matrix, respectively. The

gravitational torques are given by g ∈ R
6+n with m denoting

the overall mass of the robot and g0 ∈ R
6 the gravitational

acceleration1. The joint torques are given by τ ∈ R
n. The

influence of external wrenches acting on the robot is taken

into account by the generalized torque vector τ ext ∈ R
6+n.

Let us divide the Ψ end-effectors into two subgroups [20]:

The first one is referred to as “balancing end-effector” (bal)

and contains the ψ end-effectors that are used by the robot to

support itself (usually the feet). The remaining end effectors

are called “interaction end-effectors” (int), as they are still

free to be used in a manipulation or interaction task (usually

the hands). Based on this definition, the Cartesian velocities

of the end effectors v ∈ R
6Ψ are given by

v =

(
vbal

vint

)

=

[
Jbal

J int

]

ν = Jν. (2)

with the Jacobian matrix J ∈ R
6Ψ×(6+n) and vbal ∈ R

6ψ ,

vint ∈ R
6(Ψ−ψ), Jbal ∈ R

6ψ×(6+n), J int ∈ R
6(Ψ−ψ)×(6+n).

In the case where all external disturbances act solely at the

end-effectors, τ ext simplifies to

τ ext = JTF ext (3)

1Note that g0 is six-dimensional by containing also the rotational DoFs.



B. Underlying Compliance Controller

This section gives a brief recapitulation of our balanc-

ing controller presented in [20]. The controller stabilizes

the CoM by a Cartesian compliance, which applies a

wrench F c ∈ R
6 at the CoM frame C . Each one of the

interaction end-effectors is stabilized by another Cartesian

compliance, with the resulting wrenches stacked into F int ∈
R

6(Ψ−ψ). In order to support the robot, the control algorithm

computes a suitable set of balancing wrenches F bal ∈ R
6Ψ

by solving the following quadratic optimization problem

F
opt
bal = argmin

F bal

(

F bal − F def
bal

)T

Q
(

F bal − F def
bal

)

(4)

with respect to

AdTbal F bal +AdTint F int = mg0 − F c (5)

and

fk,z ≥ fmin
k,z ,

δk ∈ Sk ,
∣
∣fk,x/y

∣
∣ ≤ µ̃kfk,z .

(6)

The cost function (4) minimizes the deviation of F bal from

a default wrench distribution F def
bal considering the positive

definite weighting matrix Q ∈ R
6Ψ×6Ψ. The default dis-

tribution F def
bal is a tuning parameter, which can be set to

half of the weight of the robot if the stance is symmetric.

The equality constraint (5) represents the underactuation of

the base by demanding that the influence of all commanded

end-effector wrenches (F bal, F int) on the CoM must sum

up to the compliance wrench F c plus gravity. For this, the

Jacobian matrices Jbal = [Adbal J̄bal ] and J int = [Adint J̄ int ]
are partitioned into Adbal ∈ R

6ψ×6, Adint ∈ R
6(Ψ−ψ)×6,

J̄bal ∈ R
6ψ×n, and J̄ int ∈ R

6(Ψ−ψ)×n. The first two are

the stacked adjoint matrices of each end-effector, and relate

a motion of the CoM frame C with a motion of the end-

effectors. The matrices J̄bal and J̄ int describe the influence

of a joint motion on the end-effectors. The inequality con-

straints (6) represent the contact model to which F bal is

subjected to in order to account for unilaterality, the position

of the Center of Pressure (CoP), and for friction of the

balancing contacts. For each wrench within F bal, the force

perpendicular to the contact surface S is bounded from

below by the minimum contact force fmin
k,z in order to prevent

the end-effector from lifting off2. Slippage is prevented by

constraining the tangential forces fk,x/y to the friction cone

given by µ̃k. The CoP δk is restricted to lie inside the contact

surface S to prevent the end-effector from tilting. From the

contact model (6) and a given contact configuration, one can

compute an equivalent support polygon, as shown in [24].

In order to achieve a static and stable balancing, the CoM

projected to the ground floor must stay within the support

polygon as well. This allows us to use the support polygon

as a stability criterion in Sec. III-C.

2For the conducted experiments (see Sec. IV), fmin
k,z

was set to 50N in

order to account for joint friction.
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Fig. 2. A scheme of the proposed shared-control framework. The lower
block represents the underlying compliance controller, while the upper block
is the high-level teleoperation framework.

After computing a suitable wrench distribution F
opt
bal , the

end effector wrenches are mapped to joint space via

τ = −
[

J̄
T
bal J̄

T
int

](
F

opt
bal

F int

)

. (7)

III. SHARED-CONTROL ARCHITECTURE

A. Whole-Body Motion

While it is habitual to have the high-level ‘manipulation’

controller incorporated into the compliance controller itself,

a different approach is opted for in this work. Indeed, the

compliance controller described in the previous section is

treated as a ‘packaged’ controller and topped with the needed

higher level position/velocity whole-body motion controller,

as shown in Fig. 2. This approach is remunerative as it allows

the user to design a controller for a force/torque compliance-

controlled robot from a pre-designed and tuned compliance

controller without having to deal with its specificities.

Going back to Fig. 2, the shared-control teleoperation

architecture is the upper gray zone. The user acts on an

HMI sending velocity commands (vm,r,vm,l) through the

right and left arms of the master device while receiving

haptic cues (Fm,r,Fm,l) from potentials informing about

the proximity to the edge of the support polygon and other

physical constraints of the system. As the user gets closer

to hitting these constraints, her/his commands are gradually

scaled down to zero in order to ensure the stability of the

system. On the other hand, the mentioned potentials are also

used to generate a CoM motion vc in the null-space of the

motion of the hands, which are commanded by the user, and

the feet (stable on the ground) in order to ensure that the

system remains as far as possible from the constraints. The

resulting velocities are integrated to generate new positions,

which are then fed to the underlying compliance controller.



B. Master Side

As described before, and following the classical bilateral

force-feedback teleoperation framework, we assume the pres-

ence of a master device consisting of a right and a left

arm, through which the user sends velocity commands and

receives force-feedback. The two master arms are modeled

as generic (gravity pre-compensated) mechanical systems

Mm(xm)ẍm + Cm(xm, ẋm)ẋm =

[
Fm,r

Fm,l

]

+ F h (8)

where xm ∈ R
12 is the device cartesian configuration

vector containing the pose of both the right and left master

arms, Mm(xm) ∈ R
12×12 is the positive-definite symmet-

ric mass matrix, Cm(xm, ẋm)ẋm ∈ R
12×12 accounts for

Coriolis/centrifugal terms, F h ∈ R
12 account for the forces

applied by the human operator, and Fm,r,Fm,l ∈ R
6 are the

control forces on the right and the left arm, respectively. On

the other hand, the individual linear and angular velocities

of each of the master’s right and left arms’ end-effectors are

denoted by vm,r ∈ R
6 and vm,l ∈ R

6 respectively.

The operator is given control over the hands of the robot

through a direct Cartesian coupling. As the workspace of

a human operator and the master arms is close to that of

the humanoid, no scaling is implemented. However, the user

can always “clutch” to move the master arms to a more

convenient position without moving the slave. A velocity-

velocity master-slave coupling is employed such that

{

vh,r = (1− α)R̃k vm,r

vh,l = (1− α)R̃k vm,l
(9)

where vh,r and vh,l ∈ R
6 are the desired velocities of the

right and left hands of the slave respectively, and R̃k is the

rotation map between the master and the slave velocities.

α : 0 7→ 1 is an activation function that goes from 0 to 1 as

the system approaches any of the different constraints, with

0 being away from the constraint and 1 being exactly at it.

C. Balancing and Physical Constraints

In addition to executing the operator’s commands, it is

crucial to maintain the stability of the humanoid by ensuring

its CoM remains within the support polygon3, as shown in

Fig. 3. To this end, we define a cost function Hb : R
n 7→ R

as a measure of the ‘balance’ of the humanoid, which goes

to infinity as the user approaches the edges of the support

polygon such that

Hb(pc) =
∑

i

hi,b(pc), (10)

where pc ∈ R
3 is the position of the center of mass, and hi,b

is the cost function attached to each edge i of the support

polygon and defined by

3Note that this condition is only valid for evaluating static stability. In the
dynamic case, a condition could be used based e.g. on the capture point [25].

hi,b(pc) =







µ tan
(
π
2

(

1− di
dl,i

))2

di < dl,i,

0 otherwise
(11)

with µ being a regulation gain (µ = 1 in this work), di is the

horizontal distance from the center of mass to each edge i of

the support polygon (which is known from the fixed posture

of the feet), and dl,i is the distance from the center of the

support polygon to its i-th edge.

x
Center of the 
Support Polygon

Support 
Polygon

Pose of 
the COM 

Robot's feet

Fig. 3. An illustration of the support polygon for a robot standing on
horizontal ground.

The time derivative of Hb can then be defined by

Ḣb =
∂Hb

∂pc
ṗc =

∂Hb

∂pc
Jpc

ν. (12)

where Jpc
= [I 0] ∈ R

3×6+n is the jacobian mapping the

state velocities ν to ṗc.

While the physical constraints of a humanoid robot range

from workspace limits to joint limits, singularities and torque

constraints, a representative workspace constraint was con-

sidered in this work consisting of the distance between the

hands of the robot and its center of mass. Constraining this

distance ensures that the robot maintains a “safe” posture

and avoids a “full stretch” configuration that could push the

robot to singularities and joint limits. While this constraint

does not cover the various limitations of a humanoid, it is

meant as a proof of concept and a representative constraint.

The exploration of further constraints is a future work.

The constraint hereby considered is then to maintain the

distance between each of the hands of the humanoid and its

CoM within a predefined threshold dth. The corresponding

cost function Hd accounting for this physical constraint is

defined as

Hd

(
pc,ph,r,ph,l

)
= hc,r

(
pc,ph,r

)
+ hc,l

(
pc,ph,l

)
(13)

where the cost function of each hand hc,x
(
pc,ph,x

)
is

hc,x =







ρ tan
(
π
2

(

1−
dh,x−ds
dth−ds

))2

ds < di < dl,

0 otherwise
.

(14)

dh,x in the above equation is the distance from each hand x
to the center of mass, while ds is the minimum distance after



which the potential starts, and ρ is a positive gain (ρ = 1 in

this work). The derivative of the potential Hd is then

Ḣd =
[
∂Hd

∂pc

∂Hd

∂ph,r

∂Hd

∂ph,l

]





ṗc
ṗh,r
ṗh,l





=
[
∂Hd

∂pc

∂Hd

∂ph,r

∂Hd

∂ph,l

]





Jpc

Jph,r

Jph,l



ν,

(15)

where Jph,r
and Jph,l

are the jacobians linking the linear

velocities of the right and left hand to the state velocity ν,

respectively.

The desired state velocity νdes to minimize the potentials

and make sure the system constraints are respected can then

be defined as the negative of the transpose of the gradient of

potentials Hb and Hd (eq. (12) and eq. (15)) such that

νdes = −





[
∂Hd

∂pc

∂Hd

∂ph,r

∂Hd

∂ph,l

]





Jpc

Jph,r

Jph,l









T

−

(
∂Hb

∂pc
Jpc

)T

(16)

D. CoM Control Law

The motion of the center of mass is designed to follow the

commands of the human operator while fixing the feet on the

ground as a primary task, and maintaining the balance of the

robot in their null-space. We commence now by explaining

the autonomous balancing algorithm governing this behavior.

The robot’s state velocity vector is mapped to the veloc-

ities of the hands and the feet (which are stationary in the

case at hand) through a jacobian J







vh,r
vh,l
vf,r
vf,l






= J

[
vc
q̇

]

. (17)

The impact of the velocity inputs from the human operator

on the velocity of the CoM, dubbed as its primary task, can

then be retrieved by inverting the previous equation such that

vc = Ad†







vh,r
vh,l
vf,r
vf,l







(18)

with Ad† being the Moore pseudo-inverse of

Ad = [AdT
bal AdT

int ]
T

, which is the upper part of Jacobian J

corresponding to the velocity of the center of mass vc. The

null-space balancing motion is then added to (18), and the

resulting full control law becomes

vc = Ad†







vh,r
vh,l
vf,r
vf,l






+Nνdes (19)

where N = (I − J J†) is the null-space projector.

E. Haptic Feedback

In case of proximity to a constraint, force-feedback is

given to the operator to guide her/him away from the unde-

sired configuration. Moreover, if the operator keeps pushing

towards the constraint, her/his velocity commands are tuned

down to prevent the system from hitting the constraint.

A proximity function α = max(αi(di)) is employed for

that purpose, where αi : 0 7→ 1 is the proximity function

associated to each constraint i. The constraints in this case

include the different edges of the support polygon and the

distances from the hands to the CoM. αi(di) increases

linearly from 0 to 1 as a function of the distance to the

corresponding constraint di, such that it is 0 before a

predefined threshold and reaches 1 at the constraint

{

αi(di) : 0 7→ 1

di : dp,i 7→ dl,i.
(20)

with dp,i being a maximum threshold after which αi becomes

active, and dl,i is the limit of the constraint.

On the other hand, the desired motion direction of the

hands [ṽh,r, ṽh,l] that ensures the minimization of the

potentials Hb and Hd can be retrieved as

[
ṽh,r
ṽh,l

]

= −

[
Jh,r
Jh,l

]

N balνdes, (21)

where N bal = (I − JbalJ
†
bal) is the null-space projector

ensuring that the generated motion does not impact the

position of the feet. Jbal is the jacobian mapping the state

velocity ν to the velocity of the feet [vf,r,vf,l].
The input velocities of the human operator are then tuned

down if the robot is in the proximity of a constraint, i.e.

α > 0, and the direction commanded by the operator is

opposing the desired motion directions [ṽh,r, ṽh,l]

{

vh,r = (1− α)R̃k vm,r if ṽTh,rR̃k vm,r < 0

vh,l = (1− α)R̃k vm,l if ṽTh,lR̃k vm,l < 0
. (22)

The forces received by the operator on the right and left

arms are defined by

{

Fm,r = Fmax α ṽh,r/||ṽh,r||+B vm,r

Fm,l = Fmax α ṽh,l/||ṽh,l||+B vm,l
(23)

where Fmax is a design parameter defining the maximum

force expected from the operator, and B ∈ R
6×6 is a

damping matrix.

This design of the haptic interface is unique in that it

is not a pure resistive force stopping the user as she/he

approaches a constraint or another system limit. On the

contrary, the described force cues are an active guidance

providing the user with several solutions for avoiding the

system constraints over the 12 DoF she/he is commanding.

Note that the behavior of the force feedback in eq. (23) is

akin to a spring-damper system, as α is directly proportional

to the distance between the CoM and the support polygon



boundaries. The potentials Hb and Hd do go to infinity in

the proximity of the edges of the support polygon, but the

haptic feedback given to the operator adopts the direction of

the gradient of these potentials (but not its magnitude). While

this is not needed for passivity, as the potential can be proven

passive in itself, it allows for a better design of the haptic

interface, since any haptic device has limited capabilities for

force generation and the design of the haptic interface must

account for these limitations.

IV. EXPERIMENTS AND RESULTS

This section describes the experiments conducted to val-

idate the described approach, and discusses the obtained

results.

Our experimental setup uses HUG on the master side.

HUG is a haptic user interface system composed by two

light-weight robotic arms with a workspace of 1.1m and

a nominal payload of 20 kg each [26]. On the slave side,

we use TORO, a humanoid robot developed at DLR [27].

It has a height of 1.74m, a weight of 76.4 kg, and 25
joints in total (not counting the neck and the hands). In the

presented experiments, the feet of TORO are in contact with

the ground floor in order to support the robot (balancing

end-effectors). The hands (interaction end-effectors) were

directly commanded by the operator via HUG. The joints in

the neck and hands were not used. Due to the feet contacts

(2×6 = 12 DoF) and the user input for the hands (2×6 = 12
DoF), the robot can only move 7 DoF in order to maintain

balance (6 DoF attached to the floating-base (frame C) plus

1 remaining DoF).

In order to test the behavior of the different parts of

the system, we distinguish two major components: the null-

space autonomous balancer acting on the CoM to keep the

system as far as possible from constraints, and the haptic

guidance informing the user of the proximity to any of these

constraints and the possible directions to avoid them. Three

experiments were performed while activating or deactivating

these two components, to asses their impact on the general

behaviour of the system. The video attached to this paper

provides further insight on the performed experiments.

A. Experiment I

In the first experiment, the haptic guidance and the null-

space balancer were both deactivated, and the user was given

unrestricted control over the hands of the humanoid.

The user was asked to reach as far as possible with the

hands of the humanoid along the x-axis (which is pointing

forward). Fig. 4 reports on the obtained results. Fig. 4a

and Fig. 4b show the x-position of the hands and the CoM

respectively throughout the experiment, while Fig. 4c shows

the variation of the potentials Hb and Hd. Note that this

is just a visualization of the potentials, as they were not

active in this experiment. On the other hand, in Fig. 4b

the horizontal dotted line represents the edge of the support

polygon along the positive x-direction. The center of the

support polygon was at 1 cm from the world frame in this

scenario, with its edges at -3 cm and 7 cm along the x-axis.

0 2 4 6 8 10

0.3

0.4

0.5

(a)

0 2 4 6 8 10

0

0.05

0.1

(b)

0 2 4 6 8 10

0

5

10

(c)

Fig. 4. Experiment I: No haptic guidance is provided, and the null space
balancer is deactivated. (a) and (b) show the position of the hands and
CoM along the x-axis, respectively, while (c) shows the system potentials
Hb and Hd.

Observing the figures, the maximum reach of the hands of

the humanoid before hitting the support polygon’s edge was

52.7 cm for the right arm (the vertical dotted line denotes the

moment at which the CoM crossed the edge of the support

polygon). In fact, the humanoid then started to tip over,

losing contact on its right foot, and the experiment was called

to a halt. Note that the potential Hb increased significantly

as the edge of the support polygon was closer.

The results of this experiment are also depicted in Fig. 7,

where Fig. 7a shows the trajectories followed by the right

hand (in blue) and the CoM (in red), and Fig. 7d depicts the

final posture of the robot after the right foot lost grip.

B. Experiment II

Following on the previous experiment, haptic guidance

was activated along with the restriction applied on the

operator’s commands when approaching a constraint (by ex-

ploiting the proximity measure α, check eq. (22)). The null-

space autonomous balancer was, however, still not active.

The same experiment was repeated and the user was asked

again to reach as far as possible. The results are reported in

Fig. 5. Fig. 5b plots the forces fed to the operator (along

the x-axis) on the end-effectors of the master device. On

the other hand, Fig. 5a and Fig. 5c show the x-position

of the slave hands (right and left) and the center of mass,

respectively, as the experiment proceeds. Finally Fig. 5d

depicts the two potential functions describing the stability

of the robot and its physical constraints.

An interesting behavior is observed in this experiment. As

the user moved the hands of the robot forward, the CoM

started approaching the edge of the support polygon, and

this was reflected as an increase in the cost functions and

an active force on both hands along the negative x direction
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Fig. 5. Experiment II: Haptic guidance is provided to the operator, but
the null-space balancer is deactivated. (b) shows the force cues fed to the
operator along the x-axis on the right and left hand, respectively, while (a)
and (c) report on the x-position of the hands and the CoM. (d) plots the
potentials Hb and Hd.

(see t=10 sec). The user then reactively started moving the

left hand backwards, following the haptic guidance. This

decreased the cost function, allowing him to further push

the right hand forward. In fact, this strategy, inspired by the

informative haptic guidance, helped the user to reach 34.9 cm

farther than the first experiment (t=45 sec), without impacting

the stability of the robot.

The followed trajectories and final posture of the robot for

experiment II are reported in Fig. 7b and Fig. 7e.

C. Experiment III

The null-space autonomous balancer was activated for the

third experiment, in addition to having the haptic guidance

active as well. The experiment followed the same procedure

as before, and the results are reported in Fig. 6.

An interesting figure to observe in this experiment is

Fig. 6c, which shows the evolution of the x-position of the

CoM. In contrast to the previous two experiments, the CoM

remained close to the center of the support polygon for a

significant portion of the experiment. In fact, both the right

and left hands were close to a 60 cm reach before the CoM

started moving forward. It was then pushed forward as the

hands were being moved farther ahead, thus driving the robot

to be more stretched and increasing the potential Hd, as can

be observed in Fig. 6d. The resulting maximum reach was

91.4 cm, a bit higher than in experiment II. However, the
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Fig. 6. Experiment III: Haptic guidance is provided to the operator, and the
null-space balancer is active. (b) shows the force cues fed to the operator
along the x-axis on the right and left hand, respectively, while (a) and (c)
show the x-position of the hands and the CoM. (d) depicts the potentials
Hb and Hd.

user was able to push both hands forward instead of one,

thus allowing for more manipulation options.

On the other hand, Fig. 6b shows that the forces re-

ceived throughout this experiment were negligible, except

for t=[33,48] s when the hands were stretched at more than

85 cm. This is important in that autonomy, while accounting

for all the operator’s commands, was able to successfully

command the null-space and provide the operator with the

maximum workspace possible with minimal disturbance.

The followed trajectories and final posture of the robot in

this experiment are reported in Fig. 7c, and Fig. 7f.

V. CONCLUSIONS

This paper presented a shared-control architecture for tele-

operating a torque-controlled humanoid robot. An operator

was given control over the hands of the humanoid, while the

whole-body motion was governed by a null-space balancer

acting in the null-space of the operator’s commands. A

novel approach for providing haptic feedback is introduced,

where the user is fed with high-level informative haptic

cues informing her/him about the impact of her/his potential

actions on the robot’s balance. This approach bridges the gap

between the task itself and the different constraints of the

system, thus allowing the operator to adapt her/his approach

for a successful task execution within the constraints of the

system.
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Fig. 7. Comparison of the conducted experiments: The top row shows
the trajectory of the right hand and the CoM in the saggital plane of the
robot. The bottom row shows the final pose of the robot with the largest
achievable reach of the hands. (a) and (d) report on experiment I, (b) and (e)
on experiment II, and (c) and (f) on experiment III

On the other hand, the authors are looking forward to

explore different constraints of the system both in Carte-

sian space (collision avoidance) and in joint space (joint

limits, singularities, ...), and study the possibility of in-

corporating them in the architecture in the future. Another

potential future work is the consideration of variable sup-

port polygons, which change depending on the (changing)

posture/configuration of the robot. Finally, incorporating

dynamics into the approach to provide the operator with a

meaningful instantaneous guidance during a dynamic behav-

ior, like walking, is another future challenge.
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