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Abstract. In this paper, three recent swarm intelligence algorithms (spider 

monkey optimization (SMO), social spider optimization (SSO) and teaching 

learning based optimization (TLBO)) are proposed to the optimization of  mi-

crowave filter (H-plane three-cavity filter). The results of convergence and op-

timization use of these algorithms are compared with the results of the most 

popular swarm intelligences algorithm, namely particle swarm optimization 

(PSO) for different common parameters (population size and maximum number 

of iteration). The results showed validation of the proposed algorithms.    

Keywords: Swarm Intelligence, Spider Monkey Optimization, Social Spider 

Optimization, Teaching Learning Based Optimization, Particle Swarm Optimi-

zation, Microwave Filter. 

1. Introduction 

Swarm intelligence (SI) algorithms are natural inspired techniques that involve the 

study of collective behavior of decentralized, self-organized systems [1, 2]. The 

swarm intelligence systems contain a set of particles (or agents) that interact locally 

with one another and with their environment. Swarm Intelligence techniques can be 

used in several engineering applications where the SI algorithms have been success-

fully applied to solve complex optimization problems including continuous optimiza-

tion, constrained optimization and combinatorial optimization. 

To date, several swarm intelligence models based on different natural swarm sys-

tems have been proposed in the literature, and successfully applied in many real-life 

applications.  Examples of swarm intelligence models are:  Ant Colony Optimization ‎ 

[3], Particle Swarm Optimization ‎ [4], Artificial Bee Colony ‎ [5], Bacterial Foraging    

‎ [6], Cat Swarm Optimization ‎ [7], Artificial Immune System ‎ [8], and Glowworm 

Swarm Optimization ‎ [9]. 

 In this paper, we will primarily focus on three of the recent swarm intelligences 

models, namely,  spider monkey optimization (SMO), social spider optimization 

(SSO) and teaching learning based optimization (TLBO) to  optimize the waveguide 



2 

microwave filter (H-plane three-cavity filter). The results of optimization obtained are 

validated by comparing them with those obtained using the optimization algorithm 

available in the literature Particle swarm optimization (PSO). The details of each al-

gorithm are presented in the next section.  

2 Swarm Intelligence Algorithm  

2.1  Particle Swarm Optimization 

Particle swarm optimization (PSO) is a stochastic method of optimization based on 

the reproduction of a social behavior. It was invented by Eberhart, R. C, and 

Kennedy, J [4] in 1995. They tried to simulate the ability of animal societies that 

don’t‎ have‎any‎ leader‎ in‎ their‎group‎or‎ swarm‎(bird‎ flocking‎and‎ fish‎ schooling) to 

move synchronously and their ability to change direction suddenly while remaining in 

an optimal formation (food source). PSO consists of a swarm of particles, where 

particle represent a potential solution. The particles of the swarm fly through 

hyperspace and have two essential reasoning capabilities: their memory of their own 

best position local best (LB) and knowledge of the global or their neighborhood's best 

global best (GB). The essential steps of particle swarm optimization are presented by 

the following algorithm: 

Step.1. Initialize the optimization parameters (population size, number of generations, 

design variables of the optimization problem and the specific parameters of 

algorithm) and define the optimization problem (minimization or maximization of 

fitness function).  

Step.2. Generate a random population (position and velocities), according to the 

population size and the limits of the design variables. 

Step.3. Evaluate each‎ initialized‎ particle’s‎ fitness‎ value,‎ then‎ calculate LB the 

positions of the current particles, and GB the best position of the particles.  

Step.4. the best particle of the current particles is stored. The positions and velocities 

of all the particles are updated according to (1) and (2), then a group of new particles 

are generated.  

                                      𝑋𝑖  (𝑡 + 1) =  𝑋𝑖  (𝑡)  + 𝑉𝑖  (𝑡 + 1)                                       (1) 

         𝑉𝑖  (𝑡 + 1) = 𝑤 ∗ 𝑉𝑖(𝑡) + 𝑐1𝑟1  [𝐿𝐵𝑖  (𝑡) ‒ 𝑋𝑖(𝑡)] + 𝑐2𝑟2[𝐺𝐵(𝑡) ‒ 𝑋𝑖(𝑡)]          (2) 

Vi (t), Xi (t) are the velocity and the position for particle i at time t. w is the inertia 

weight, at each iteration update with the following equation [10]  

                             

                              𝑤  𝑡 =  𝑤𝑚𝑎𝑥  ‒    
(𝑤𝑚𝑎𝑥  ‒ 𝑤𝑚𝑖𝑛 ) ∗𝑡

𝑚𝑎𝑥𝑖𝑡
                                                 (3)                                                                                                        

The parameters wmax, wmin, maxit, c1 and c2 are constant coefficients determined by the 

user. r1 and r2 are random numbers between 0 and 1. 
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Step.5. Repeat the procedure from step 3 until the maximal iteration is met. 

2.2 Spider Monkey Optimization Algorithm  

Spider Monkey Optimization (SMO) algorithm is a new swarm intelligence algorithm 

based on the foraging behavior of spider monkeys, proposed by J. C. Bansal et al in 

2014 [11]. There are four important control parameters necessary for this algorithm: 

perturbation rate (Pr), local leader limit (LLL), global leader limit (GLL) and maxi-

mum number of groups (MG). The SMO process consists of six phases:  

Local Leader Phase (LLP).  In this phase, Spider Monkey SM of each group updates 

its position based on the experience of the local leader and local group members as 

following expression: 

                 𝑆𝑀𝑖 𝑗 = 𝑆𝑀𝑖 𝑗 + 𝑟1 𝐿𝐿𝐾 𝑗 − 𝑆𝑀𝑖 𝑗 + 𝑟2   𝑆𝑀𝑟 𝑗 − 𝑆𝑀𝑖 𝑗                           (4) 

Where SM i j is the j
th

 dimension of the i
th

 SM, LL k  j represents the j
th

 dimension of the 

k
th

 local group leader position. SM r j is the j
th
 dimension of the r

th
 SM which is chosen 

randomly within k
th

 group‎such‎that‎r‎≠‎i,‎r1 is a random number between 0 and 1 and 

r2 is‎a‎random‎number‎between‎‒1 and 1. 

Global Leader Phase (GLP).  In‎GLP‎phase,‎all‎the‎SM’s‎update‎their‎position‎using‎

experience‎of‎ global‎ leader‎ and‎ local‎ group‎member’s‎ experience.‎The‎position‎up-

date equation for this phase is as follows:     

                    𝑆𝑀𝑖 𝑗 = 𝑆𝑀𝑖 𝑗 + 𝑟1 𝐺𝐿 𝑗 − 𝑆𝑀𝑖 𝑗  + 𝑟2  𝑆𝑀𝑟 𝑗 − 𝑆𝑀𝑖 𝑗                          (5) 

Where GL j represents the j
th

 dimension of the global leader position and j ∈ {1, 2... 

D} is the randomly chosen index; D is the number of design variables. The positions 

are updated based upon some probability given by the following formula.  

                                                 𝑃𝑖 = 0.9 
𝐹𝑖

𝑚𝑎𝑥 _𝐹
+ 0.1                                                  (6) 

Where Pi is the probability, Fi is the fitness of i
th 

SM, and max_F is the maximum 

fitness of the group.  

Local Leader Learning Phase (LLLP). In this phase, the position of the local leader 

is‎updated‎by‎applying‎the‎greedy‎selection‎in‎that‎group.‎If‎the‎LL’s‎position‎remains‎

same as before, then the Local Limit Count is increased by 1. 

Global Leader Learning Phase (GLLP). In this phase, the position of the global 

leader‎is‎updated‎by‎applying‎the‎greedy‎selection‎in‎the‎population.‎If‎the‎GL’s‎posi-

tion remains same as before, then the Global Limit Count is increased by 1. 
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 Local Leader Decision Phase (LLDP). If a LL position is not updated for a prede-

termined number of iterations Local Leader Limit (LLL), then the positions of the 

spider monkeys are updated either by random initialization or by using information 

from both LL and GL through equation (7) based on the perturbation rate (pr) 

                 𝑆𝑀𝑖 𝑗 = 𝑆𝑀𝑖 𝑗 + 𝑟1 𝐺𝐿 𝑗 − 𝑆𝑀𝑖 𝑗  + 𝑟1  𝑆𝑀𝑖 𝑗 − 𝐿𝐿𝐾 𝑗                             (7) 

Global Leader Decision Phase (GLDP). If the position of GL is not updated in pre-

determined number of iterations Global Leader Limit, then the population is split into 

subgroups. The groups are split till the number of groups reaches to maximum al-

lowed groups (MG), then they are combined to form a single group again.  

 

The details of each step of SMO implementation are explained below: 

Step.1. Initialize the optimization parameters and define the optimization problem.  

Control parameters necessary for this phases; perturbation rate (Pr), local leader limit 

(LLL), global leader limit (GLL) and maximum number of groups (MG). Some set-

tings of control parameters are suggested as follows: 

- MG = N/10, i.e., it is chosen such that minimum number‎of‎SM’s‎in‎a‎group‎should‎

be 10.  

- Global Leader Limit ∈ [N/2, 2 × N]. 

-  Local Leader Limit should be D × N.  

                                         Pr 𝑡 + 1 = Pr 𝑡 +
(0.4−0.1)

𝑚𝑎𝑥𝑖𝑡
 , Pr 1 = 0.1                     (8) 

Step.2. Initialize the population and evaluate the corresponding objective function 

value.  

Step.3. Locate global and local leaders   

Step.4.   The local leader phase starts by update the position of all group members' 

equation (4). Accept of a new solution if it gives better function value. All the ac-

cepted function values at the end of this phase are maintained and these values be-

come the input to the global leader phase.   

Step.5. Produce new positions for all the group members, selected by probability (Pi), 

by using self experience, global leader experience and group members' experiences 

equation (5). 

Step.6. Update the position of local and global leaders, by applying the greedy selec-

tion process on all the groups (see. LLLP, GLLP)  

Step.7. if any Local group leader is not updating her position after a specified number 

of times (Local Leader Limit) then redirect all members of that particular group for 

foraging (LLDP)  

Step.8. If Global Leader is not updating her position for a specified number of times 

(Global Leader Limit) then she divides the group into smaller groups (see. GLDP). 

Step.9. Repeat the procedure from step 3 to until the termination criterion is met. 
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2.3 Social Spider Optimization Algorithm  

Social-spiders optimization (SSO) [12, 13] is a new proposed swarm optimization 

algorithm; it is based on the natural spider's colony behavior. An interesting characte-

ristic of social-spiders is the highly female-biased populations, where the number of 

females Nf is randomly selected within the range of 65–90% of the entire population 

NP and the rest is the number of male Nm. Therefore, Nf and Nm are calculated by the 

following equations: 

                                 𝑁𝑓 = 𝑓𝑙𝑜𝑜𝑟  0.9 − 𝑟𝑎𝑛𝑑 ∗ 0.25 ∗ 𝑁𝑃                                    (9) 

                                                  𝑁𝑚 = 𝑁𝑃 − 𝑁𝑓                                                         (10) 

Where floor rounds each element to the nearest integer, and rand is a random number in 

the unitary range [0, 1].  

    After the initialization process the algorithm starts the searching loop that only ends 

when the maximum number of function evaluations or the target function value is 

reached.  The first step in the searching loop is to calculate the spider's weight. This 

calculation is done according to: 

                                                     𝑊𝑖 =
 𝑊𝑜𝑟𝑠𝑡 −𝑓 𝑥𝑖  

 𝑊𝑜𝑟𝑠𝑡 −𝐵𝑒𝑠𝑡  
                                                 (11) 

Where Wi is the weight of the i
th

 spider, f (xi) is the fitness value of the spider xi. The 

values Worst and Best are defined as follows (considering a minimization problem): 

                                                 𝐵𝑒𝑠𝑡 = 𝑚𝑖𝑛𝑖=1…𝑁𝑃 𝑓 𝑥𝑖                                          (12) 

                                              𝑊𝑜𝑟𝑠𝑡 = 𝑚𝑎𝑥𝑖=1…𝑁𝑃 𝑓 𝑥𝑖                                         (13) 

In the colony, the spiders communicate with each other directly by mating or indirect 

by a small vibration to determine the potential direction of a food source, this vibra-

tion depend on the weight and distance of the spider which has generated them. 

                                             𝑉𝑖𝑏𝑖𝑗 =  𝑤𝑗 ∗ exp  − 𝑑𝑖𝑗  
2
                                          (14) 

Where wj indicates the weight of the j
th
 spider, and d i j is the euclidean distance between 

i
th
 and j

th
 spiders. Every spider is able to consider three vibrations from other spiders as:  

- Vibrations Vibci  are  perceived  by the individual  i  (Xi) as a result of the information 

transmitted by the member  c  (Xc) who is an individual that has two important charac-

teristics: it is the nearest member to  i and possesses a higher weight in comparison to i 

(Wc > Wi).  

- The vibrations Vibbi  perceived by the individual i as a result of the information  trans-

mitted by the member b (Xb), with  b  being the individual holding the best weight (best  

fitness value) of the entire population NP, such that : 

                                                 𝑊𝑏 =   max𝑘=1..𝑁(𝑊𝑘).                                               (15) 
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- The vibrations Vibfi perceived by the individual  i  (Xi) as a result of the information 

transmitted by the member f  (Xf), with  f  being the nearest female individual to i.   

Depending on gender, each individual is updating their position according to three op-

erations (female operation, male operation and mating operation). In female operation, 

the female individuals are updating as follow equation: 

Xi= Xi+ α Vibci (Xc ‒‎Xi) + β Vibbi (Xb ‒‎Xi) + δ (rand ‒‎0.5)‎‎‎with‎probability‎PF   (16) 

Xi= Xi ‒ α Vibci (Xc ‒‎Xi)‎‒‎β Vibbi (Xb ‒‎Xi) + δ (rand ‒‎0.5)‎with‎probability‎1-PF  (17) 

Where‎PF‎is‎threshold‎parameter,‎α,‎β,‎δ‎and‎rand are random numbers between [0, 1] 

The male spiders are divided into two different groups (dominant members D and non-

dominant members ND) according to their position with regard to the median member. 

According to this, change of positions for the male spider can be modeled as follows: 

                         𝑋𝑖 = 𝑋𝑖  + 𝛼  
 𝑋ℎ𝑊𝑁𝑓+ℎ
𝑁𝑚
ℎ=1

 𝑊𝑁𝑓+ℎ
𝑁𝑚
ℎ=1

− 𝑋𝑖  , Male D               (18) 

           𝑋𝑖 = 𝑋𝑖 + 𝛼 𝑉𝑖𝑏𝑓𝑖 (𝑋𝑓 ‒  𝑋𝑖)  + 𝛿. (𝑟𝑎𝑛𝑑 ‒ 0.5),    Male ND                    (19) 

Where the individual (Xf) represent the nearest female individual to the male member.  

After all males and females spiders are update, the last operator is representing the 

mating behavior where only dominant males will participate with females who are 

within a certain radius called mating radius given by 

                                                    𝑅 =
  𝑋𝑑

ℎ−𝑋𝑑
𝑙  𝑑=1…𝑛

2 𝐷
                                                 (20)                    

Where X
h
 and X

l 
are respectively the upper and lower bound for a given dimension 

and n is the problem dimension.  Males and females which are under the mating ra-

dius generate new candidate spiders according to the roulette method. Each candidate 

spider is evaluated in the objective function and the result is tested against all the 

actual population members. If any member is worse than a new candidate, the new 

candidate will take‎the‎actual‎individual‎position‎assuming‎actual‎individual’s‎gender.‎ 

2.4 Teaching Learning Based Optimization  

Rao et al. [14-16] proposed an algorithm, called Teaching-Learning-Based Optimiza-

tion (TLBO), based on the traditional teaching learning phenomenon of a classroom. 

TLBO is a population based algorithm, where a group of students (i.e. learner) is con-

sidered as population and the different subjects offered to the learners are analogous 

with the different design variables of the optimization problem. The results of the 

learner are analogous to the fitness value of the optimization problem. The best solu-

tion in the entire population is considered as the teacher. Teacher and learners are the 

two vital components of the algorithm, so there are two modes of learning; through 

the teacher (known as the teacher phase) and interacting with other learners (known as 

the learner phase). 
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Teacher Phase. In this part, learners take their knowledge directly through the 

teacher, where a teacher tries to increase the mean result value of the classroom to 

another value, which is better than, depending on his or her capability. This follows a 

random process depending on many factors. In this work, the value of solution is 

represented as X j, k, i, where j means the jth design variable (i.e. subject taken by the 

learners), j= 1, 2, ..., m;  k represents the kth population member (i.e. learner), k = 1,  

2,  ...,  N ; and i represents the ith iteration, i = 1, 2, ...,maxit , where maxit is the 

number of maximum generations (iterations). The existing solution is updated 

according to the following expression 

                                               X 
’
j, k, i = X j, k, i + DM j, k, i                                             (21) 

DM j, k, i the difference between the existing mean and the new mean of each subject is 

given by 

                                          DM j, k, i =r * (X j, kbest, i ‒‎TF * M j, i)                                 (22) 

M j, i the mean result of the learners in a particular subject j,    X j, kbest, i the new mean 

and is the result of the best learner (i.e. teacher) in subject j. r is the random number in 

the range [0, 1]. TF The teaching factor is generated randomly during the algorithm in 

the range of [1, 2], in which 1 corresponds to no increase in the knowledge level and 2 

corresponds to complete transfer of knowledge. The in between values indicates the 

amount of transfer level of knowledge. The value of TF is not given as an input to the 

algorithm its value is randomly decided by the algorithm  

                                          TF = round [1+rand (0, 1) {2‒1}]                                  (23) 

Learner Phase. In this part, learners increase their knowledge by interaction among 

themselves. A learner interacts randomly with other learners for enhancing his or her 

knowledge. A learner learns new things if the other learner has more knowledge than 

him or her. At any iteration i, each learner is compared with the other learners ran-

domly. For comparison, randomly select two learners P and Q such that X 
’
P, i ≠‎‎‎‎X

’
Q, i   

(where X 
’
P, i and X 

’
Q, i are the updated values at the end of the teacher phase). 

                     X 
“

j, P, i =X’ j, P, i +r * ( X’ j, P, i + X’ j, Q, i), f (X’ P, i) < f (X’ Q, i)                (24) 

                      X 
“

j, P, i=X’ j, P, i +r * ( X’ j, Q, i + X’ j, P, i), f (X’ P, i) > f (X’ Q, i)                (25) 

Accept X 
“

j, P, i if it gives a better function value.   

2 Comparison of Optimization Techniques 

The swarm intelligence algorithms have been widely used to solve complex optimiza-

tion problems. These methods are more powerful than conventional methods based on 
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formal logic or mathematical programming. In terms of comparison of intelligence 

algorithms of the swarm we have: 

- The four algorithms studied in this paper are population-based techniques that 

implement a group of solutions to achieve the optimal solution. 

- The PSO and TLBO algorithms use the best solution of the iteration to change 

the existing solution in the population, which increases the rate of convergence. 

- TLBO and PSO do not divide the population unlike SSO and SMO 

-  TLBO, SSO and SMO implement greed to accept the right solution 

- Each method requires parameters that affect the performance of the algorithm. 

•‎PSO‎requires‎coefficients‎of‎confidence‎and‎inertia 

•‎SSO‎requires‎the‎threshold‎setting 

•‎SMO‎requires‎the‎perturbation‎rate‎(Pr),‎the‎local‎leader‎limit‎(LLL), the global 

leader limit (LGL) and the maximum number of groups (MG). 

•‎In contrary, TLBO does not require any parameters, which simplifies the im-

plementation of TLBO. 

3 Application Example and Results 

In this section, the application of a proposed algorithm is presented for the optimiza-

tion of rectangular waveguide H-plane three-cavity filter [17] Fig. 1. When the main 

guide is  WR28, four  parameters  are to be optimized W1  and W2  (the  opening of 

the iris),  l1  and  l2  (the distance between the iris). The thicknesses of the iris are 

fixed to t1=1.45mm, t2=1.1 mm.  Table 1 contains the geometric variables of the struc-

ture and the corresponding ranges. As for the frequency range, it was chosen to be f ∈ 

(34, 35.5 GHz). 

 

Fig. 1. Rectangular waveguide H-plane three-cavity filter 
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Table 1.Geometric variables of the structure and the corresponding ranges 

 Variables Min  Max 

W1(mm)             1.80  5.40 

W2(mm)             1.20  3.60 

l1(mm)             2.07  6.22 

l2 (mm)             2.35  7.05 

The objective is to minimize the fitness function in the frequency range, where the 

fitness functions is the mean value of the coefficient of reflection S11.  

                                                         𝑓𝑖𝑡𝑛𝑒𝑠𝑠 =
 𝑆11  𝑓 
𝑓2
𝑓1

𝑃𝑇
                                                 (26)  

With PT is the number of points in the interval [f1, f2].   

the convergence of the fitness functions of each algorithm (Best, Worst, Mean) is 

presented in Table 2 with the population size of 50 and the maximum number of itera-

tions take the following values (30, 50, 300). Table 3 shows the convergence of the 

fitness functions for the number of iterations is 50 and the population size (30, 70 and 

100). Every algorithm is run 10 independent times. The other specific parameters of 

algorithms are given below: 

- PSO Settings: c1 and c2 are constant coefficients c1=c2=2, the inertia weight de-

creased linearly from 0.9 to 0.2  

-SSO Settings: the threshold parameter PF=0.7  

-TLBO Settings: for TLBO there is no such constant to set 

-SMO Settings: the parameter of SMO depends on the population size where:    

(N=30: MG=3, GLL= 30 and LLL=120); (N=70: MG=7, GLL= 70 and LLL=280); 

(N=100: MG=10, GLL= 100 and LLL=400).   

Fig. 2 shows the convergence of the fitness function of the best individual of each 

algorithm. The results of the optimization are presented in the Table 4. 
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Table 2. The fitness functions for population size=50  

Maxit  Algorithm Best Worst Mean 

30 

 PSO 0.0193 0.1588 0.0907 

 SSO 0.0191 0.1405 0.0680 

 TLBO 0.0082 0.0100 0.0089 

 SMO 0.0082 0.0092 0.0088 

50 

 PSO 0.0126 0.0945 0.0791 

 SSO 0.0110 0.0353 0.0190 

 TLBO 0.0081 0.0089 0.0082 

 SMO 0.0081 0.0081 0.0081 

300 

 PSO 0.0084 0.0210 0.0108 

 SSO 0.0081 0.0121 0.0091 

 TLBO 0.0081 0.0081 0.0081 

 SMO 0.0081 0.0081 0.0081 

Table 3. The fitness functions for Maxit=50 

Population  Algorithm Best Worst Mean 

30 

 PSO 0.0197 0.0849 0.0411 

 SSO 0.0120 0.0536 0.0409 

 TLBO 0.0081 0.0140 0.0089 

 SMO 0.0081 0.0081 0.0081 

70 

 PSO 0.0126 0.0634 0.0326 

 SSO 0.0119 0.0501 0.0272 

 TLBO 0.0081 0.0082 0.0081 

 SMO 0.0081 0.0081 0.0081 

100 

 PSO 0.0120 0.0352 0.0255 

 SSO 0.0103 0.0311 0.0162 

 TLBO 0.0081 0.0081 0.0081 

 SMO 0.0081 0.0081 0.0081 
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Fig. 2.  The convergences of the fitness function of the best individual of each algorithm. 

Table 3. The geometrical parameters optimized 

Variables [17] PSO SSO TLBO SMO  

W1(mm) 3.60 4.705 4.694 4.709 4.078  

W2(mm) 2.40 3.598 3.585 3.600 3.599  

l1(mm) 4.15 2.936 2.917 2.915 2.910  

l2 (mm) 4.70 3.633 3.613 3.613 3.608  

It is observed from Table 2, Table 3 and Fig.2 that, the SMO and TLBO algorithms 

performs better in terms of convergence than the PSO and SSO algorithms. In which 

SMO and TLBO algorithms converge to the minimum optimal for the first's iterations 

maxit=30, on the other hand PSO and SSO algorithms converge to the minimum op-

timal in 300 iterations. 

4 Conclusion 

In this works, the study and application of the three recent swarm intelligence algo-

rithms in literature (spider monkey optimization (SMO), social spider optimization 

(SSO) and teaching learning based optimization (TLBO)) are presented. These three 

algorithms are used for the optimization of microwave filter (H-plane three-cavity 

filter). The results of convergence and optimization are compared with the results of 
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the most popular swarm intelligences algorithm, particle swarm optimization (PSO). 

The results showed validation of the proposed algorithms.    
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