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Moving Beyond Testbeds?
Lessons (We) Learned
about Connectivity

How realistic is the connectivity in a testbed? The question determines whether a

protocol that performs well in a testbed also works in a real-world environment. We

answer this question by gathering 11 datasets, a total of 2,873,156 connectivity

measurements, on both testbeds and real-world deployments. We determine that real-

world deployments feature some quantifiable level of external interference, multi-path

fading and dynamics in the environment. We further show that some testbeds do not

have all three components. We develop a 5-point check-list to assess the realism of a

testbedde SOR\PHQWY DQG LQWURGXFH WKH YLVXDO 3ZDWHUIDOO SORW’

evaluate the connectivity characteristics of a deployment.

Designing a lowpower wireless networking protocol
typically involves early baclkf-the-envelope analysis,

KeomaBrun-Laguna high-level simulation, and experimental evaluation to
Inria, France benchmark its performance. After that, fivetocol is
Pedro Henrique Gomes considered ready to be deployed in +ealld applica-
Ericsson Research, Brazil & tions.But is it really?
Unlyers!ty Gl SO How can one be sure the conditions in the testbed were
California . .
varied enough that the protocol was actually tested in
Pascde Minet real-world conditionsAVe focus on connectivity (the
Inria, France characteristics of the wireless links between nodes) of

IEEE802.15.4based lowpower wireless networks and
want to (1) compare the connectivity between testbeds
and realworld deployments, and (2) propose a method-
ology to verify that the testbed evaluatimeludes all

key connectivity characteristics seen in the real world.
The goal of this methodology is to ensure that a protocol
that performs well on a testbed also does so when mov-
ing beyond testbeds.

ThomasWatteyne
Inria, France
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The methodology we adopt is the following. We starghthering a large set of connectivity

traces, on both testbeds and +wakld deployments we have access to. Then, we extract from

the realworld deployments the three main connectivity characteristics: presence of external in-
terference, level of mulpath fading, and amount of dynamics in the environment. In the pro-
cess, we show that some testbeds do not feature all three characteristics. Finally, we propose a
methodology for ensuring testbed results are realistic and describe the associated tools.

This article makes the following contributions:
1. A methodology to collect dense connectivity datasets.

2. Two tools for collecting dense connectivity datasets: Merdatdestbeds, and Sol-
Systenfor reatworld deployments. Both tools are fully described in thicie and
the related code is published as ogenrce.

3. Eleven connectivity datasets available to the research community, from both testbeds
and realworld deployments, containing 2,873,1Bécket Delivery Rati¢PDR) meas-
urements gathered over a cumwlatl70,037mote-hours of operation.

4. A checklist to assess the realism of a (testbed) deployment.

7KH YLVXDO 3ZDWHUIDOO SORW" WRRO WR LQVWDQWDQHRXVO\ F
tics.
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| RELATED WORK

This article focuses on the evaluation of protocoppsals. In particular, on making sure that a
protocol which has proven to perform well in a testbed, also does so when usedhiartealp-
plications.

New protocol propositions typically are evaluated through analysis, simulation, and experimen-
tation. Exgerimentation is done mostly on testbeds: permanent instrumented deployments fo-
cused entirely on protocol benchmarking. There is no shortage ofamgess testbeds, including
Indriya [1], loT-Lab [2], andTutornet [3]. Typical testbeds consist of between 50 and

400 nodes deployed in an indoor environment, usually a university labordtmgeauet al.

put together an upp-date survey of over a dozen oparrtessestbeds4].

Since each testbed is different, it is imjamit to understand the connectivity between nodes in a
particular site. It is equally important to make sure that this connectivity has the same key char-
acteristics as reatorld deployments.

Papadopouloset al. study the connectivity in the lelab Straslourg testbed, and show how the
shape/structure of the building, WiFi interference, and tingagfimpact experimental re-
sults[5].

Watteyne et al. perform a similar analysis on leab Grenoble, a 35@0de testbed deployed in
a 65m H30m office building[6]. Each node transmits 1®&ame bursts while all others listen
and record received frames. This process is repeated for l®EEB02.15.4 channels at
2.4GHz. The authors quantify mujpiath fading and show that WiFi beaconing significantly im-
pacts etwork performance.

With such variety of testbeds, being able to conduct reproducible experiment becomes important.
Papadopouloset al. show that only 16.5% of the studied experimebizded wdk propose re-
producible result§5].

Somewhat more fundamentglit is of paramount importance to ensure that a solution evaluated
RQ WKH WHVW E H Gnorid @épByvhentS If khét is hottBe@ase, a solution might work
perfectly on a testbed, but fail when deployed beyond testbeds.

Zhao et al.did some edy work on measuring the connectivity between nodesoged in real-
istic environment$7]. They deployed 6Bodes in a building, a forest and a parking lot.
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More recentlyDong et al.proposed a methodology for collecting data traffic and analyzing the
impact of packet delivery ratio in different protocf8$. The data is collected from a remabrld
deployment in the wild, with 348odes deployed for 1days. All nodes generate three types of
packets every 1fin, containing application raw values, ligkality, and routing statistics. Even
though the experiment was performed in a lesgele deployment, the network runs on a single
channel, and from the results, it is clear that the links were very stable and not influenced by ex-
ternal interference.

Dohety et al.deployed a 4hode lowpower wireless network in a #6 H69 m industrial
printing facility for 26days[9]. Authors show that the PDR varies over frequencylfeeause
of multi-path fading) and time (i.&ecause fodynamics in the environmén

CRAWDAD (crawdad.or)jis a community archive that gathers wireless traces, including on
connectivity, since 200pLQ]. To this date, the platform has 1@4tasets on different application
and technologies. Famstance, the dataset used1d] is available. This dataset is the results of
the analysis of different IEEE802.15.4 parameters for a network deployed in an indoor environ-
ment for 6months.As an online addition to this article, the @latasets gatherefbee Section
3Published Dataset} are available on the CRAWDAD platform.

With such datasets available, some run simulations on themgplacing the propagationadel
at the PHY layer of simulators.

Watteyne et al. analyze multichannel netwrks based on frequency hoppiig]. The authors
deploy 46TelosB nodes in a 5& H50 m office environment. The results are based on simula-
tions that take into account the ocmetivity datasets (more precisely, the Packet Delivery Ratio)
obtained from a deployment in a working office. Even though the datasets utilized are realistic,
the chosen environment is very limited in size, and the results may not be applicable toesther s
narios, such as lareggcale and/or outdoor deployments.

We make two main observations from surveying related work. First, only very few connectivity
traces are gathered on testbeds, and their connectivity is not studied well. Most often, protocols
are béng evaluated, without really knowing whether the connectivity in the testbed resembles
that in the realvorld scenarios. Very little is done in related work to show the completeness of
the evaluation, i.edemonstrate that the testbed(s) used for evaluatntains the same connec-
tivity characteristics as realorld deployments. Second, very little has been done to verify that
the connectivity in these testbeds resembleswedd deployment connectivity. The impact of

this second point is particularlgnportant, as, without it, one cannot really trust that a solution
that works on a testbed will also work in a realrld deployment.

| DENSE CONNECTIVITY DATASETS

Methodology and Terminology
Our goal is to gathatenseconnectivity datasets and learn lessfvom them.

We are interested in the connectivity between the nodes in an IEEE86R2atgd lowpower

ZLUHOHVYV QHWZRUN DQG TXD QW-ayer)\PEdketDekvBr) R&G.~ LWV OLQNV E\ Ol
(PDR). We operate at 2@Hz, the most commonly used IEEE8D2 4 frequency band. The

PDR of a link between node$and $can be measured as the ratio between the number of link

layer acknowldgments frames received by noéeand the number of linkayer frames sent

from node #to node $. A link with PDR = 5086 means that, on average, no@bas to transmit

the same frame twice to nodito receive an acknowledgment and consider the communication

VXFFHVVIXO :H FRQVLGHU WKH 3'5 RI D OLQN WR EH D JRRG LQGLFDW
prefer it over dter indicators such as the Received Signal Strength Indicator (RSSI), which are

related but hardwardependent.

We callPDR measurementhe measurement of the PDR (a number between 0% and 100%)
between two nodes, at a particular timedatasetconsists of all the PDR measurements col-
lected during one experiment.


https://crawdad.org/

I ccE PERVASIVE COMPUTING

We want the dataset to be dense along 3 axes: (1) detise ins we want to analyze the PDR

of a link evolving over time, (2) densefiequencyas we want to see the impact of toenmu-

nication frequency used on the PDR at a patrticular time, (3) despade i.e.collected over as

many environments as possible to draw conclusions that apply to various use cases and are rele-
vant.

Datasets are collected on both testbeds andwerdd deployments. While the data contained in
the datasets are equivalent (and can be compared), the hardware and tools in both cases are dif-
ferent. We hence use two tools (Mercaod SolSystem), both creating equivalent data.

Mercator: Testbed Datasets

The 3testbeds we use offer the ability to load arbitrary firmware directly on IEEE802.15.4
compliant nodes. These nodes are deployed in a particular location (diet&ksction
PDeployments), and while our firmware executes, we have access to the serial port of each de-
vice. This means we are able to (1) receive notifications from the node@)ahd commands

to the nodes, without interfering with the radio environment.

We developed Mercator, a combination of firmware and software specifically designed to collect
connectivity datasets in testbéd§he same firmware runs on each node inélsébed; the soft-

ware runs on a computer connected to the testbed, and drives the experiment. The firmware al-
lows the software to control the radio of the node, by sending commands to its serial port. The
software can send a command to a node to eithesrhiaa frame (specifying the frequency to
transmit on), or switch the remote node to receive mode (on a particular frequency). In receive
mode, the node issues a notification to the software each time it receives a frame.

All frames are 10® long, and cotain the necessary fields (unique numbers, addressing fields,
etc.) to filter out possible IEEE802.15.4 frames sent by nodes outside the experiment.

At the beginning of an experiment, the same firmware is loaded on all nodes. The software is
responsible foorchestrating the experiment, which has aggeduration. The software starts by
having a particular node transmit a burst of f@@nes, on a particular frequency, while all other
nodes are listening to that frequency. By computing the portion oefaeteived, each listen-

ing node measures the PDR to the transmitting node, at that time, on that frequency. The PDR
ranges from 100% if the node received all frames, and 0% if it received none. The software re-
peats this over all 1&vailable frequenciesnd all nodes, in a rourbin fashion, until the end

of the experiment. The dataset resulting from the experiment contains the PDR measured over all
sourcedestination pairs, all frequencies, and throughout the duration of the experiment.

Mercatorhas ben used on 8stbeds (see 8&on Deployments), resulting in5 datasets (see
Section Published Datasefs

SolSystem: Real-World Deployment Datasets

InreatZRUOG GHSOR\PHQWY QRGHV DUH VWDp&na:=Rt€QHo DQG HDFK QRGH
testbed infrastructure, so we cannot use Mercator. We instead use network statistics as the pri-
mary source of data to create the datasets.

We deploy SmartMeshr based networks for realorld applications. SmartMes the market

leading comrarcial lowpower wireless networking solution, with over 60,0@@works de-

ployed. A SmartMeslkP network offers over 99.999% end-end reliability, over a decade of

battery ifetime, and certified securiyl 3]. In addition, once it has joined a netwoglch Smart-

MeshIP QRGH DXWRPDWLFDOO\ JHQHUDW H ¥hifdutds TEWIRs 8di-SRUWYV~ +5V HY
tain networking/node statistics, and allow a network administrator to have a clear view over the

health of a network, in redime.

1 The Mercator source code is published under a BSD-sparcelicense at
github.com/openwsrberkeley/mercator


https://github.com/openwsn-berkeley/mercator
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We use the SolSystebad-end to collect all HRs from 4ealworld deployments (see &e
tion Deployments). These builin SmartMesHP statistics are equivalent to the information
gatheredising Mercator.

Note that we had to develop two (equivalent) solutions because the hardware on the testbeds and
realworld deployments is different. SmartMel$hfirmware only runs on the LTC5800 chip,

which is not present in the testbeds. Similarly, teishnically impossible to run the Mercator

firmware on the LTC580®ased realvorld deployment nodes.

Deployments
Figurel shows pictures of the deployments used @generate the datasets.

loT-Lab[1] is a 2728node testbed, deployed across different sites in France. We run Mercator
on the Lille, Grenoble and Strasbourg sites. OrLithe site (Fig. 1§, nodes are deployed on the
ceiling and walls of a single largmostly empty, room in an offideuilding. On the Grenoble
site,nodes are deployed along four interconnected corridors of an office building, hidden be-
tween the dropped ceiling and the roof. On the Strasbourg sitel@igodes are deployed in-
side a gigle room in the basement of an office building. In all cases, the distance between
adjacent nodes does not exceed.On each site, we run two types of experiments: aneb8
periment on 5Godes, and a muitiay experiment on Bodes.

From a hardwa/systen point of view, the three IeLab deployments are equivalent. We run
MercatorRQ WKH VDPH KD U®ABOH QNGBS IBb7info/hardware/m3/ and
use the exact same procedure fbeaperiments on these three sites.

2 solsystem.ipsource code agithub.com/realmsteam/sol


http://www.iot-lab.info/hardware/m3/
http://solsystem.io/
https://github.com/realms-team/sol
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In the realworld case, we collect the connectivity traces from alredepioyed SolSystemet-
works. Each of these networks has been installed for ansgrdapplication; they were not de-
ployed as part of this article.

The 22node Evalab SolSystedeployment is done across a singled@10 m office building
floor. About 200people work in that building, many of them using WiFi extensively. Nodes are
not attached to external sensors, each node reports temperatugrectatdos.

The 19node SmartMarina SolSystt@ HSOR\PHQW LV GRQH DV SDUW RI D 3VPDUW SD|I
SURMHFW DW WKH &DS G1$JG twRshiartharind.oy Sales\Wrs &t-U Q )UD Q FH

tached to ultrasonisensors to detect the presence of boats on the different moorings. The net-
work is deployed along a Sfbat pier. WiFi is deployed across the marina and used extensively

by boat owners.

The 19node Peach SolSystateployment is done as part of a projecgptedict frost events in

fruit orchardgwww.savethepeaches.cpnNodes are attached to air and soil temperature/humid-
ity sensors, and deployed on top ahthigh poles. These poles are installed in d06150 m

peach orchard in Mendoza, Argentina. Each node generates sensor data svahes@ is no

WiFi connectivity in the orchard.

The 2knode InriaC SolSystendeployment is done across a singlen2H10 m section of an

office building floor. About 20eople work in that building, many of them using WiFi exten-
sively. Nodes are not attached to external sensors, each node reports temperature dasa every 1
Unlike all other SolSystemeployments, the InH& network is forced to form a star topology

(only leaf nodes). This is a requirement for the network to produce tHespeiency statistics

we need for SectiondVitnessing Instantaneous MuRiath Fadingand 3itnessing Dynamics

in the Environment

Published Datasets

Tablel lists the 11datasets produced by the deployments listefeiction Deployments. They
contain a total of 2,873,198DR measurements, gathered over a cumulative 17608¥hours

of operation. These datasets are made publicly available as part of thig amidlare one of its

main contributions. To the best of our knowledge, they are, to date, the most comprehensive set
of multi-frequency connectivity datasets gathered oweide variety of environments.

dataset # nodes duration # PDR measurements associated figures
lile_1 5nodes 15days 367,293 Figs.4a
lille_2 50 nodes 18h 274,392 Figs.2a, 3a, 6a
grenoble_2 50nodes 18h 284,068 Figs.2b, 3b, 6b
strasbourg_1 5nodes 3days 81,900 Figs 4b
strasbourg_3 49 nodes 21h 300,938 Figs. 2c, 3c, 6¢C
evalab_1 22nodes 3 days 9,422 Figs 6d
evalab_2 22 nodes 3days 58,895 Figs 2d
smartmarina_1 18nodes 4 months 1,122,177 Figs.2e
smartmarina_2 19nodes | 4 months 183,939 Figs.6e
peach_1 19nodes | 4 months 166,927 Figure6f
infia -c 20 nodes 30h 23,205 Figs. 3d, 4c, 4d
11 [170,037hours of operation| 2,873,156 measurements

Tablel: Summary of the published datasets

3 TEMPORARY NOTE TO THE REVIEMWERStasets will be contributed to therawdad.og archive

AZ v §Z]* u vie E]%S ]
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We are happy to provide the datasets to any reviewer interested, as part of the review process.



http://www.smartmarina.org/
http://www.savethepeaches.com/
https://crawdad.org/
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Each dataset represents one experiment, and consists of a single Comma Separate Values (CSV)
file which first line contains a JSON formatted set of meta information. The data format is the
same whether it is generated by MercatoBolSystem, allowing theame analysis tools to be

used on both.

I OBSERVATIONS FROM THE DATASETS

The datasets psented in SectioDense Connectivity Datasétsontain a wealth of infor-

mation. The goal of this section is to contrast/compare the connectivity in testbeds and real

ZRUOG GHSOR\PHQWYV :H KLJKOLJKW WKH OHVVRQV ZH OHDUQHG ZK
believe these are interesting to the readership.

Clearly, the points we disiss do not necessarily apply to every testbed, nor do we claim to even
NQRZ ZKDW 3UHDOLVWLF" F&usQrHir Sedtivrt )WhhaP beDdXssid, Welde- G L V
lieve the datasets to be comprehensive enough that we can extract clear connectivity characteris-
tics in realworld cases that are not pgg present in testbeds. Qnain message is that protocol
evaluation should be done also in the presence of these different phenomenon.

Specifically, this section answers the following questiddbat are the phenomena related to
connectivity that are typically seen in reabrld depoymentsHow can these be measuredife
those phenomampresent in most testbeds?

Mercatorwas created specifically to gather dense datasets; all testbed datasets are hence used in
each section below. SolSystemas not created to create these datasetfience cannot use all
reatworld datasets in each analysis. The specificities are: (1) the Peach network does not gener-
ate petfrequency information because of outdated firmware, (2) the EvaLab and SmartMarina
deployment do generate pieequency inform#on, but not on a linby-link basis, (3) the Inria

C dataset is the only one that containslpdr and petfrequency PDR measurements, but is
constrained to a star topology. Based on these constraints, we pick the right datasets to fuel the
different dscussions points below.

Node Degree

Average node degree, or the average number of neighbors of the nodes in the network, is very
typically used to quantify topologie$able2 shows the node degree in thddployments, using

a 0dBm output power in the testbeds anddB3n in realworld deployments. We declare two

nodes as being neighbors when the link that interconnects them has a PDR of at least 50%. We
borrow this rle from SmartMeshP (www.linear.com/dust_networRs/

Lille Grenoble Strasbourg EvalLab | SmartMarina Peach

Average Node | 49.00 | 38.67 48.00 11.32 5.94 9.04
Degree

Table2: Averagedegree of a node.

:KLOH WKHUH LV FHUWDLQO\ QR UXOH IRU ZW®WdpIcy HDOLVWLF ™ QRG!
ment operators try to cut cost by the deploying the least amount of nodes possible Dalog

vices, for example, recommends that each nodeahkeast 3ieighbors; if given the choice,

network operators will not exceed that number. In that case, a node degree around 3 is a lower

bound.

Table2 shows thathe testbeds used exhibit a very high node degree, at |Bassthat of the
reatworld deployments. Testbed operators typically recommend lowering the output power of
the nodes to lower ¢thaverage node degree. SectirWord about Output Power Tuningr-

gues that this is not a good idea, but that the real solution is to spread the testbed nodes.

The lesson learned is that testbeds may be too densely deployedl fgoges in the same room)
and that reducing the output power is not a valid workaround.



http://www.linear.com/dust_networks/
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PDR (%)

Witnessing External Interference

External interference happens when a different technolayya different deployment of the

same technologyoperates within theame radio range. In the types of networks considered in
this article, the most common case of external interference is IEEE802.11 WiFi interfering with
IEEE802.15.4 at 2.6Hz. WiFi interference causes a portion of the packets sent by the low
power wireless nodes to fail, requiring4teansmissions.

External interference can be shown by plotting the PDR, avemgadill measurements,
grouped by frequency. This is done, for all deploynfemsFigure2.
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Figure2 shows some level of external WiFi interference on all deployments, except faaloT
Lille. In a multrAccessPoint WiFi configuration, different APs typically operate odifierent
frequencies, centerezh IEEE802.15.4 channels 13, 18 and 23. This is clearly the case in the
Evalab deployment (Fige 2a) It appears fronfrigure2b that IEEE802.11 channgl
(2.412GHz) ismostly used in loILab Grenoble. In th SmartMarina deploymenfigure2e),

the very high interference on IEEE802.15.4 channel22B& due to a continuously streami
WiFi security camera next to the deployment site, operating on IEEE802.11 channel 11
(2.462GHz).

The lesson learned is that external interference from WiFi is typically present-imoibdlde-
ployments, and is also most often present in testbed&€ BsMH DUH W\SLFDOO\ GHSOR\HG LQ RI
buildings.

Witnessing Instantaneous Multi-Path Fading

Multi-path fading is both less intuitive and far more destructive than external interference. It is
entirely caused by the environment around nodes that commumdade. node#sends a frame

4 The appropriate HRs data was not gathered on the SolSystem Peach deployment; we are hence unable to
plot the figure for that deployment.
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number of PDR measurements

to node $, what $receives is the signal that has traveled over thedirsght path betweer#

and$ EXW DOVR WKH *HFKRHV" WKDW KDYH ERXQFHG RI QHDUE\ REMHF
sition of nodes#and $and theobjects around, these different components can destructively in-

terfere. The result is that, even thougand $are close, and thattransmits with a high output

power, $ GRHV QRW UHFHLYH DQ\-RQ MWWV IHUDHPRIFVH 7 BIDASEWVHHLOQ GHSHQGV R
quency used. What typically happens is that n#dan send frames to nodion most of the

available frequencies, except on a handful of frequencies on which communication is impossible.

The impact of multpath fading is higher when the deplogmt area is cluttered by highly reflec-

tive (e.g.metallic) objects.

What we are looking for in the datasets is hence how many frequencies are usabfeQPHR
for each link. If all frequencies are usable, there is no fpalth in the environmenEigure3
plots, for each PDR measurement, how many frequencies have a PDR higher than 50%.

In the loT-Lab Lille case Figure3a), almost all PDR measurements show that all frequencies
are usable: there is very little mujiath fading in that environment. This is expected, as the de-
ployment is done in one large unitkred room (seé-igurela). In contrast, multpath fading is

very present in the IoLab Grenoble siteRigure3b). This is expected, as the deployment is

done in a tight space between the dropped ceiling and the roof, a space cluttered with metallic
structure and wing (seeFigurel1b). Multi-path fading is also very presentthe InriaC deploy-
ment Eigure3d). This deployment spans multiple rooms, vitte 20m long links crossing sev-

eral walls and rooms filled with white boards, chairs, tables, ventilation piping, etc., all
opportunities for multpath fading to occur.
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Multi-path fading takes place in varying degrees in virtually all deploymentsnipésticular
SUHVHQW LQ DQ HQYLURQPHQW FOXWWHUHG ZLWK KLJKO\ UHAHFWLY|
OLQNV DUH ORQJ RYHU P ,W FDXVHV WKH 3'5 RI D|OLQN WR YDU\ \
is essential to test networks in testbedw/hich there is a lot of mutpath. The lesson learned is

WKDW LW LV HVVHQWLDO WR GHSOR\ D WHVWEHG DFURVY D ODUJH DL
a single room.
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Witnessing Dynamics in the Environment

In virtually any realworld deploymentthe environment changes over time: people move across
buildings, WiFi traffic continuously changes, machines are switched on and off, doors are
opened and closed, forklifts zip around factory floors, etc. This means that the level of both ex-
ternal interérence and muklpath fading changes over time. From a connectivity point of view,
this means that the PDR of each link varies over time, and across all frequencies.

Figure4 shows how the PDR of particular links varies over time, on each IEEE802.15.4 fre-
qguency. The gray zones highlight daily business hours. While we had to choose specific links for
each deployment, we make sure they are representative of the dtker lin

In the InriaC deploymentFigure4 c) and dshow the PDR variation over time for the link from
nodes6 :sand 6 :t sending to nodet :, respectively. Node$ :sand 6 :t are both placed

27 m away from4 :. Even though6 :sand 6 :t are only separated by %@, the peifrequency
PDR variations on their links to nodé: evolve in very different manners, which is expected.

Figure4 a) and bshow the variation of PDR on a particular link in the-lodib Lille and loT-

Lab Strasbourg deployment, respectively. Even over many days, there are no significant changes
in PDR. Ths has severe consequences, as a networking solution validated on a testbed like this
might fail in the real world, in which the environment (and the PDR) changes frequently.

PDR (%) per IEEE802.15.4 Channel
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In virtually all reatworld deployments, the environment in which nodes areogleplchanges,
resulting in dynamics in the connectivity between nodes, on each frequency. Testbeds often do
not capture these effects, as nodes may be deployed in basements. This has a severe impact on
the validity of evaluations in thesestbedsand saltions working perfectly on them might not

work at all in the real world. The lesson learned is that the evaluation of a networking solution

on a testbed without dynamics has very limited validity.
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| DISCUSSION

The goal of this section is to discuss whatnges when going from testbeds to realrld de-
ployments. In particular, we discuss some of the steps one needs to take to ensure a solution is
properly tested in a testbed so it succeeds inwedd deployments.

What is Realistic?

We do not claimto know KDW 3UHDOLVWLF" FRQQHFWLYLW\ ORRNV OLNH (YHU\
and a dense deployment in a small basement room is as realistic as a deployment on an entire

factor floor. It all depends on the application. This artitdes notrgue in favor oagainst par-

ticular testbeds.

Rather, this article lists theghenomena that are most common in-keaild deployment, and
which have a deep impact on connectivity: external interference -patitifading, dynamics in
the environment. Any deployment wikhibit a combination of these three phenom#vilaen
evaluating a networking solution, it is hence essential to do so in environment(s) which ex-
hibit all three. Without this, you run the risk of having your solution fail during a real-

world deployment.

Before evaluating a solution in a testbed, we recommend you go through the follopdargt 5
checklist:

1. Gather connectivity traces that are dense in time, frequency and space, by using Mer-
cator, SolSystem, or an equivalent tool.

2. Compute the average nodegde (as in SectioriNode Degreé), and ensure that you
are testing your solution also on very sparse deployments (down to a degree of 3).

3. Plot the average PDR for eagkduency (as in SectiowWVitnessing External Interfer-
ence), and ensure that you see variation across different frequencies, indicating the
presence of external interence.

4. Plot a histogram of the number of frequencies with FB®% (as in Sec-
tion Witnessing Instantaneous MuRiath Fading), and ensure that a significant por-
ton RI WKH OLQNV LQ \RXU GHSOR\PHQW KDYH RQH RU PRUH 2EDG
the presence of mulpath fading.

5. Plot, for each link, the evolution of its PDR over time, for each frecyuéas in Sec-
tion Witnessing Dynamics in the Environméptand ensure that a significant portion
of the links see the PDR switch from 0% to 100% on multiple frequencies, indicating
the presence of dynamics in the environment.

It is our experience that a solution evaluated on a testbed in which theldtedlove passes
performs well in reaivorld deployments.

A Word about Output Power Tuning

Some testbeds are often too densely deployed, and to limit the node degree (number of neigh-
bors) and increase the network radius (number of hops), testbed operators often reduce the output
power of the radios (e.g55 dBm). This is not a good idea. The reason is that this also limits the
amount of multipath fading, as the echoes that reachr¢leiver antenna are so weak that-self
interference is not happening. The result is a deployment that looks more like free space.

Instead, we recommend installing MAC address filters on the nodes so they atrtificially drop
packets from neighbors not in thigt. This is a way to force a topology while maintaining the
same level of multpath fading and dynamics.
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Waterfall Plot

Each PDR measurement in the datasets also contains the average RSSI oveiraneetoe-

ceived in that burst. Plotting a scatterplot of PDR as a function of RSSI reveals a large number of

insights about the connectivity in the network. Because of itS¢ha ZH FDOO WKLV D 3ZDWHUIDOO
SORW" ,Q WKH DEVHQFH RI H[patd By, Ghd viaidllplsti S&tQFH DQG PXOWL
PDRND% 1015 G% EHORZ WKH UDGLR FKNL@®%\abvue Qevidithity, dmdV\ DW 3'5

with an almost linear ramp between the two.

<RX FDQ DSSO\ WKH WRROV GHWDLOHG LQ WKLV VHFWLRQ ERWK RQ \I
and on your realvorld deployment (to quantify its connectivity).

We assume you have generated a waterfall plot from the connectivity dgtdsaed in gur
deploymentFigure5 shows such a waterfall plot. Each cross represents a PDR measuyrement
the mean value with standard deviation is also depiEigdre5 contains annotations on how to
SUHDG ™ LW

1. Make sure the lefhand side of the waterfall plot is complete, iteeaches 0%. Not
having this lefthand side indicates thgbur nodes are very close to one another. On a
testbed, this means you are not testing your solution close to sensitivity.

2. Any discontinuity in the plot indicates that your deployment contains either very good
links, or bad links, but no ibetween. Thiss typically the case for networks in which
nodes are deployed in clusters.

3. A waterfall plot shifted to the right indicates the presence of external interference and
multi-path fading.

4. $3GLS” LQ WKH ZDWHUIDOO SORW LQGHksEDWHYVY VWURQJ LQWHUIH

5. The spread of PDR measurements around the mean value indicates dynamics in the
environment.

Figure 5: Five elements to look at when assessing the connectivity in a
GHSOR\PHQW E\ 3UHDGL QG HWD/L @ Bl W H\BLB &l ¢
Plot ).

JLYH HOHPHQWY WR ORRN DW ZKHQ DVVHVVLQJ WKH FRQQHFWLYLW\ L
fall plot (detiled in Sectiom3Waterfall Plot).
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Given these rules, just looking at a waterfall plot allows one to determine how close together
nodes are deployednd whether external interference, mydtth fading and dynamics are pre-
sent.

We show the waterfall plots for all deploymen The rules above allow us get

good insights into the connectivity in the deployments (circled number refer to the rules above).
The loT-Lab Lille and Strasbourg testbegiSigure6a angFigure6§) suffer from the fact that

nodes are deployed too close to one andttleNodes are deployed in clusters in SmartMarina,

as shown by the discontinuity the plot(2). The fact that the EvaLab and SmartMarina water-

fall plot are shifted right compared to Peach indicates external interference in thetfeomer

very little in the latte3). A WiFi camera interferes with a small number of links in SmartMa-

rina WKLV FDQ EH VHHQ E¥WNddesItGtheS6TalGmhisite ©<thedMre de-
ployed far enough apart from each other, bekdadynamics in the environme).
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Figure 6: Waterfall plots for the different deployments.

Directions for Future Work

The format of the dataset highlighted3ectionfPublished Datasdft$s generic enough that ad-

ditional datasets can be added. There would be great value in creating a standardized connectiv-

ity evaluation kit and dépy it in various environments for several weeks, in order to generate a
FRPSUHKHQVLYH VHW RI FRQQHFWLYLW\ GDWDVHWY 6LPXODWLRQ SO
these connectivity datasets, rather than relying on propagation models at the plysisallhe

benefits would be that (1) this would increase the realism and confidence in the simulation re-

sults, and (2) the same simulation could be run against a number of datasets, which would serve

as connectivity scenarios.

There would be great value defining a set of metrics to quantify how much external interfer-
ence, multipath fading and dynamics there is in a network. Networking solution could be bench-
marked against several deployments, covering a range of metrics.

Similarly, it would be interegtg to evaluate how much the type of connectivity impacts the per-
formance of networking solution, such as those proposed by the academic community.
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