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Abstract. The digital transformation forces enterprises to change. In addition,
the notion of economic exchange, core to the economy, has shifted from follow-
ing a goods-dominant logic to a service-dominant logic, putting the focus on con-
tinuous value co-creation between providers and consumers. These trends drive
enterprises to transform continuously.
During enterprise transformations, coordination among the stakeholders involved
is key. Shared understanding, agreement, and commitment, is needed on topics
such as: the overall strategy of the enterprise, the current affairs of the enterprise
and its context, as well as the ideal future affairs. Models, and ultimately en-
terprise modelling languages and frameworks, are generally seen as an effective
way to enable such (informed) coordination. To this end, different languages and
frameworks have been developed, including ArchiMate.
ArchiMate, which has evolved to become a widely accepted industry standard,
was developed at a time where the digital transformation was not yet that no-
ticeable. At that the time, the focus was more on consolidation and optimisation.
As such, it is logical to expect that the existing ArchiMate language may require
some “updates” to be ready for digital transformations.
The objective of this paper is therefore threefold: (1) posit, based on practical
experiences and insights, key challenges which the digital transformation puts on
enterprise (architecture) modelling languages, (2) assess to what extent Archi-
Mate meets these challenges, and (3) provide suggestions on how to possibly
improve ArchiMate to better meet these challenges.
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1 Introduction

Most modern day enterprises find themselves confronted with the challenge of dealing
with digital transformations. Where IT originally was a mere supportive tool for ad-
ministrative purposes, it is safe to say that nowadays IT has become an integral part
of an organisation’s primary processes. Merely considering the alignment of business
and IT [21] no longer suffices. The difference between business and IT is increasingly
fading; they have been “fused” into one. Companies such as Amazon, AirBnB, Uber,
Netflix, Spotify, Bitcoin, etcetera, illustrate how IT and business have indeed become



fused. The CEO of a major bank can even be quoted as stating “We want to be a tech
company with a banking license” [20].

In addition, marketing sciences [51, 16, 25, 52] suggest that the notion of economic
exchange, core to the economy, has shifted from following a goods-dominant logic to
a service-dominant logic. While the former focuses on tangible resources to produce
goods and embeds value in the transactions of goods, the latter concentrates on intangi-
ble resources and the creation of value in relation with customers. Service-dominance
puts the continuous value co-creation between providers and consumers at the core.
For instance, in the airline industry, jet turbine manufacturers used to follow a clas-
sical goods-dominant logic by selling turbines to airlines. However, since airlines are
not interested in owning turbines, but rather in the realisation of airtime, manufacturers
nowadays sell airtime to airlines instead of jet turbines. Value co-creation is shaping up
as a key design concern for modern day enterprises.

We consider the trends of business-IT fusion and the shift to value co-creation, as
being the key challenges to enterprises (be they companies, governmental agencies, or
organisations) which aim to thrive (or at least survive) in the digital transformation of
society. As a result of these intertwined, and mutually amplifying, trends, enterprises
are more than ever confronted with a need to transform.

During any enterprise transformation, coordination among the key stakeholders and
the projects / activities that drive the transformations is essential [40]. A shared under-
standing, agreement, and commitment, is needed on (1) what the overall strategy of the
enterprise is, (2) the current affairs of the enterprise, i.e. the current situation, as well
as the relevant history leading up to it, and possible trends towards the future, (3) the
current affairs of the context of the enterprise, and (4) what (given the latter) the ideal
future affairs of the enterprise are. Borrowing the terminology from architecture frame-
works such as TOGAF [48], this refers to the development of a shared vision, a baseline
architecture, and a target architecture, respectively.

Models, and ultimately enterprise (architecture) modelling languages and frame-
work, are generally considered as an effective way to support such (informed) coordi-
nation. Many languages and frameworks have indeed been suggested as a way to create
and capture a shared understanding of the desired future affairs. Examples, include
BPMN [14], UML [28], ArchiMate [4, 24], 4EM [46], and MERODE [47]. It appears4

that ArchiMate [4, 24] is rapidly becoming a / the leading industry standard for en-
terprise architecture modelling and has, as such, a key role to play in the coordination
of [40] enterprise transformations.

When ArchiMate was developed, the digital transformation challenges were not yet
that noticeable. At that time, the focus was more on consolidation and optimisation.
As such, it is logical to expect that the existing ArchiMate language may require some
“updates” to be truly ready for the digital transformation, and the emerging focus on
value co-creation. The objective of this paper is therefore threefold: (1) define some of
the challenges that the digital transformation puts on enterprise architecture modelling

4The support for this claim lies in the steady growth of the number of certified professionals
http://archimate-cert.opengroup.org/certified-individuals as well as
the popularity of the ArchiMate topic on Google trends https://trends.google.com/
trends/explore?date=all&q=archimate.



languages, (2) assess to what extent ArchiMate meets these challenges, and (3) provide
suggestions on how to possibly improve ArchiMate to better meet the challenges of
digital transformations. These topics will be covered in Sections 2, 3 and 4 respectively.

2 Challenges for Enterprise Modelling

In this Section, we identify some of the key challenges on enterprise (architecture)
modelling in the context of digital transformations. These challenges are also based on
our own experience in using ArchiMate in practice,5 as well as teaching the language to
practitioners5 and University students.6

In this paper, we consider the digital transformation of an enterprise to be any enter-
prise transformation which has a major impact on the digital resources and capabilities
of the enterprise, where we define enterprise transformation to be a coordinated effort
that changes the architecture of an enterprise.

The identified challenges have been grouped in three classes. First, we discuss chal-
lenges pertaining to the general expressiveness of the modelling language used. Since
the digital transformation and value co-creation trends push for further specialisation
and domain specificity of modelling languages, the second class of challenges concerns
the need to be able to manage the resulting spectrum of modelling concepts. Finally, the
third class concerns the earlier made observation that the digital transformation fuels the
speed of change in organisations and their enterprises.
Expressiveness of the modelling language
In traditional views on enterprise architecture, it was more or less assumed that objects
were either passive (operand) or active (operant), but not both, for their entire life. This
simplification might indeed have worked in former times. However, in the context of
the digital transformation, this simplification becomes increasingly difficult to uphold,
especially since digital objects may (aid to) create other digital objects.

Key is, that it is natural for the same objects to play different roles in the course of
time, or even in parallel. An enterprise architecture modelling language used in digital
transformations should therefore support this plurality of the roles played by objects:
Challenge 1: Objects should be allowed to play operand and operant roles.

Digital transformations also result in an increased reliance on the quality of infor-
mation in terms of being aware of the level of (in)correctness at which it represents the
world around us. This makes it increasingly important to remain aware of, and explicitly
capture, the distinction between elements in the real world and the information that (is
assumed to) refer to those real world elements. For example, in terms of a clear distinc-
tion between business objects as they exist in the real world, and business information
objects that represent information about the former. Enterprise (architecture) modelling
languages should, therefore, also clearly reflect such a distinction:

5Involving Dutch public institutions, international fund management institutions, banks and
lease companies, as well as retail organisations.

6Typically involving groups of full-time and / or part-time (i.e. practitioners) MSc students
from e.g. Antwerp Management School, TIAS business school, Radboud University, Technical
University of Vienna, and the University of Luxembourg.



Challenge 2: Clear separation between objects that represent “things” in the real
world, and objects representing information about the real world.

A consequence of the digital transformation [8] is that we should prepare for new
forms of diversity in the work-force, where humans should learn to collaborate closely
with digital actors (e.g. agents, robots, etcetera). Modern day enterprise modelling lan-
guages should, therefore, have the:
Challenge 3: Ability to deal naturally with the duality of human and digital actors.

A key aspect in traditional (conceptual) data modelling is the notion of unique iden-
tification; i.e. the ability to specify how objects in the real world can be distinguished
from one another. The need to be able to model this depends on the situation at hand.
Not all applications will need it, while in some cases it might even be illegal, e.g. due to
privacy considerations. Even when a unique identification mechanism is available there
may be limits regarding its precision. In a business network involving multiple partners,
one may have to use multiple, partially overlapping, identification mechanisms. Even
more, one may not have control over the creation of objects, which may (accidentally
or maliciously) end up having the same properties as used in the identification. For
enterprise modelling languages, this leads to the following challenge:
Challenge 4: Ability to specify if objects can, should, and / or are allowed, to be
uniquely identified, and what the expected reliability is.

Most enterprise modelling languages do not allow for detailed modalities (manda-
tory, optional, one-to-one, one-to-many, exclusion, etcetera) on relationships. In gen-
eral, this has been a deliberate choice by the language designers. In practice, however,
this decision becomes increasingly challenged. It has been debated extensively among
practitioners – for example in the LinkedIn group for ArchiMate as well as during train-
ing and coaching sessions – how useful it would be to be able to specify modalities, in
particular in e.g. the context of privacy and security. A typical example would be the
four-eyes principle, where two roles must be fulfilled when performing a certain task.

We suggest that, although one should not categorically require architecture models
to use modalities on relationships, this should be addable when needed:
Challenge 5: Ability to specify modalities on relationships.

Several studies [51, 26, 16] observe a fundamental shift from, what they call, a
goods-dominant logic to a service-dominant logic. While the former focuses on the
production of goods, the latter concentrates on the delivery of services using resources
and / or goods in doing so. These studies motivate this shift by observing that it is
ultimately the customer who attributes value to a good or a service. Goods and services,
“at rest”, only have a potential value to a customer. The actual value is experienced
when the resources / goods are actually used by the customer to some purpose.

The digital transformation not only brings about a new wave of digital services, it
also acts as an enabler that allows providers of goods and service to better optimise
the co-creation of value with their customers. Leading to the challenge for enterprise
(architecture) modelling languages:
Challenge 6: Ability to capture (potential) value(s) of products and services, and how
this results in value co-creation between providers and consumers of services by way of
resource integration.



Given the speed of technological developments that drive digital transformations, it
is increasingly important for organisations to be aware of the design choices that shape
the essence of their activities, as well as choices with regards to their implementation
in terms of e.g. different platforms, (business proces) outsourcing, and technologies.

For enterprise modelling languages, this means that one should be able to express
the design of the enterprise (including its use of information technology) at different
levels of specificity with regards to implementation decisions, as well as enable the
capturing of the associated design decisions and their motivation [34, 33].
Challenge 7: Capture design decisions and their motivation, at different levels of speci-
ficity with regards to implementation decisions.
Managing the spectrum of modelling concepts
An enterprise modelling language typically features a rich set of modelling concepts.
As a natural consequence of the use of such a language, and as a corollary to the law
of increasing entropy, there is a tendency to continue adding concepts to modelling
languages without cleaning up concepts and relations that are infrequently used [5].

The digital transformation, due to its deep impact and multi-facetness, is likely to
further fuel the entropic forces. Some of the challenges listed above, already point to-
wards a desire to extend existing modelling languages. At the same time, an ever in-
creasing set of modelling concepts will lead to a modelling language that will be hard
to learn and master [27, 22]. This leads to the following challenge:
Challenge 8: A way to manage the set of modelling concepts, balancing the needs of
domain, and purpose, specificity, the need for standardisation, and comprehensibility
of the modelling language.

Enterprise modelling languages typically involve different abstraction layers. Ex-
amples include the business, application and technology layer as used in ArchiMate [24],
the business, information systems and technology layer from TOGAF [48], the busi-
ness, information, information systems, and technology infrastructure columns from
IAF [53], as well as the conceptual, logical, and physical layers of the same.

We observe in practice (both in using such frameworks, as well as teaching about
them) that confusion about the precise scoping of the used abstractions exists. In this re-
gard, one can even distinguish changes in the interpretation of the business, application,
and technology layer, from the earlier version(s) of ArchiMate, where the technology
layer was purely intended as the (IT) technological infrastructure, to the current inter-
pretation, where it has evolved to include the entire (IT) technological implementation.

In general, one could say that abstraction layers result from the design philoso-
phy underlying the specific framework. In this paper, we do not aim to take a specific
position on which design philosophy would be best. However, we do argue that it is
important that modelling frameworks must provide clear and consistent abstractions:
Challenge 9: Provide a structure that allows for a consistent use of abstractions across
relevant aspects of the enterprise.

Enterprise (architecture) models play an increasingly important role. When chang-
ing an enterprise, models are used to capture the current affairs, as well as articulate
different possible future affairs. Even more, nowadays it is quite common that models
are even part of the “running system”, in the sense that they are an artefact that drives /
guides day-to-day activities. This includes e.g. work-flow models and business rules.



This makes it important that enterprise models also capture their meaning in a way
that is understandible to the model’s audience. We therefore posit that a conceptual
model should be grounded in the terminology as it is actually used (naturally) by the
people involved in / with the modelled domain. We also see this as a key enabler for
the transferability of models across time and among people, in particular in situations
where the model needs to act as a boundary object [3].

Most existing enterprise modelling languages (e.g. process models, goal models,
value models, architectural models, etcetera), only offer a “boxes and lines” based rep-
resentation, which, by its very nature only provide a limited linkage to the (natural)
language as used by the model’s audience. In general, the only link in this regard are
the names used to label the “boxes”. Relationships are replaced by generic graphical
representations in terms of arrows and lines capturing relations such as “assigned to”,
“part of”, “realises”, “aggregates”, “triggers”. While these notational styles enable a
more compact representation of models, they offer no means to provide a “drill down”,
or “mouse over”, to an underlying grounding in terms of well verbalised fact types that
capture, and honour, the original natural (language) nuances. They leave no room for
situation specific nuance, or more explicit capturing of the meaning of the models a
way that is understandible to the model’s audience (beyond engineers). The challenge
therefore is:
Challenge 10: How to ground enterprise models in terms of natural language like ver-
balisations, without loosing the advantages of having compact notations (as well).
Enterprises are in motion
Modern day enterprises, and their context, are in a constant state of change; they are
continuously in motion. As argued before, the digital transformation of society further
increases the speed at which enterprises change. As such, it is doubtful, if not unrealis-
tic, to use traditional notions such as “baseline” architecture and “target” architecture.
For instance, an enterprise’s baseline can not simply be thought of “structural state”,
but should rather be thought of as a “structural vector” [38, 35]. The rate of change in
modern day enterprises is so high, that maintaining models that sufficiently capture the
architecture (i.e. the fundamental organisation and the principles guiding design and
evolution) from the perspective of involved stakeholders does not seem to be feasible.
Hence, it is better to speak about capturing “current affairs”, which includes past, and
present, change trends, of the enterprise and its environment. This allows one to reason
both about “what is” as well as “what was before” and therefore take the history into
account when making decisions. This results in the challenge:
Challenge 11: How to capture the motion of an enterprise, it terms of its current and
desired affairs.

3 ArchiMate’s Readiness for the New Modelling Challenges

In this Section, we discuss to what extent the current version of ArchiMate meets the
challenges of digital transformations, as identified in the previous Section.

ArchiMate7 is a dedicated language for the representation of (enterprise) architec-
ture models that was originally developed by a research consortium involving industrial

7At the time of writing, ArchiMate 3.0.1 is available online



and academic partners from the Netherlands. Later, it was adopted by The Open Group
as a standard [24, 4]. Its adoption has grown rapidly, both in terms of the users of the
language, and the vendors that deliver software solutions based on this language.

The current version covers six layers (strategy, business, application, technology,
physical, as well as implementation & migration) and four aspects (active structure,
passive structure, behaviour, and motivation). The core consists of the business / appli-
cation / technology layers. Services are a key modelling construct in ArchiMate, and
are used as a decoupling mechanism between the layers. They are used to specify what
an active structure element exposes to its environment and hides the complexity of how
the service is actually realised. Services can be used within a layer or across layers.

A second abstraction mechanism in the language is the specialisation relation,
which is to be interpreted as “is a kind off”. Some languages, such as ORM [19]
and UML [28], distinguish between a) specialisation, b) generalisation, and c) type /
instance relations. In ArchiMate, these are all captured by the same specialisation re-
lation. Using this relation, it is possible to relate generic architecture constructs (e.g. a
process pattern) to more specific manifestations (e.g. distinguishing between the regular
manifestation of the process, or the one that is followed during times of crisis).

An abstraction mechanism that was introduced in version 3 of the ArchiMate lan-
guage is the use of grouping. Previously, the grouping was a visual construct only,
which was intended to show on a view which concepts “belong together” for some rea-
son. Since ArchiMate version 3, the intended meaning is more rigourous: the grouping
is said to aggregate the concepts that are in it, and thus functions as a semantic whole.
Groupings may be related to other concepts (including other groupings). This makes it
particularly well suited to use the grouping as a form of building blocks along the lines
of the TOGAF standard (e.g. [48, Chapter 37]).

The last mechanism that is relevant to our discussion here is the notion of cross
layer dependencies [4, Chapter 12]. This has changed significantly between version 2
and 3 of the language. The general idea is that behavioural elements from one layer may
be realised by (more concrete) behavioural elements in other layers, which appears to
express that the more abstract concept is instantiated by the more concrete one. Along
the same lines, it allows us to specify that a group of elements (i.e. a building block) is
realised by another group of elements (another building block).

In the remainder of this Section, we briefly assess ArchiMate in the light of the
challenges brought forward by the digital transformation.
Challenge 1: Objects should be allowed to play operand and operant roles.
The current ArchiMate language does not deal with this at all, due to the strict distinc-
tion between active and passive structure elements. This challenge lies at the heart of
the ArchiMate language and has its origin in the fundamental choice to use a linguistic
(subject-object-verb) base for modelling.
Challenge 2: Clear separation between objects that represent “things” in the real
world, and objects representing information about the real world.
Currently, there is no clear distinction between the two types of objects, other than the
observation that data objects / artefact presumably are about the bits and bytes that rep-
resent information. The ArchiMate specification does suggest that the business object
concept can be specialised but in the default language this has not been done. What the



specification does not mention is that additional relations may also be required in order
to present that a business information object A is about real world business object B.
Challenge 3: Ability to deal naturally with the duality of human and digital actors.
Here, the ArchiMate language, through its layering, does provide a fair attempt at tack-
ling this challenge since there are different concepts for e.g. actor, information system,
and node. Some interesting challenges remain, however. First of all, only (business)
actors can be assigned a role in behaviour, other structure elements cannot. A second
mismatch lies in the fact that collaborations in ArchiMate can only be composed of
structure elements from the same layer. This prevents us from specifying, for example,
that a human actor and computer actor collaborate to achieve a certain task.
Challenge 4: Ability to specify if objects can, should, and / or are allowed, to be
uniquely identified, and what the expected reliability is.
In ArchiMate, (most) concepts are essentially “types”, representing “instances” in the
real world. The ArchiMate concepts, representing “things in the real world” have a
name to tell one apart from the other. There is no mechanism to specify how the “in-
stances” should be told apart.
Challenge 5: Ability to specify modalities on relationships.
For this challenge we can be short. ArchiMate has no support for this. Objects are either
related, or they are not.
Challenge 6: Ability to capture (potential) value(s) of products and services, and how
this results in value co-creation between providers and consumers of services by way of
resource integration.
The ArchiMate language does feature the value concept, and it seems possible to model
value cocreation by using the collaboration / interaction concepts. However, value, or
even a value stream, is not yet value co-creation. As discussed in e.g. [42, 43], repre-
senting value co-creation [16] scenarios requires more dedicated modelling constructs.
Challenge 7: Capture design decisions and their motivation, at different levels of speci-
ficity with regards to implementation decisions.
There is limited support in ArchiMate to address this. The actual level of detail at which
design decisions remains rather crude. For example, it excludes explicit trade-offs be-
tween design alternatives, nor does it capture the actual decision making process and
(compensatory and / or non-compensatory [44]) criteria used to make decisions.
Challenge 8: A way to manage the set of modelling concepts, balancing the needs of
domain, and purpose, specificity, the need for standardisation, and comprehensibility
of the modelling language.
This challenge is addressed partially by the extension mechanisms to tailor the language
to local needs, while keeping the core of the language compact. This can be done by
specialising existing concepts, or adding properties to existing concepts. Additions to
the original version of the language have also been positioned as so-called “extensions”,
such as the motivation extension, and the implementation & migration extension.

While it is good that the language indeed supports this, being able to re-use exten-
sions across toolsets of different vendors is not straightforward. Even more, the actual
extension mechanism is not really positioned as a key feature in the standard either.
Challenge 9: Provide a structure that allows for a consistent use of abstractions across
relevant aspects of the enterprise.



The latest version of ArchiMate does indeed provide some rudimentary support to
tackle these challenges through the grouping mechanism. It is now possible to express
the fact that one group of concepts (together) realises another group of concepts. This
allows the modeller to work from a big picture level to a more detailed level, as well as
from a functional level to a more construction-oriented level.
Challenge 10: How to ground enterprise models in terms of natural language like ver-
balisations, without loosing the advantages of having compact notations (as well).
ArchiMate has no support for this; neither in the language nor the modelling process
(which is non existent). Even more, there is no pre-defined modelling procedure such
as ORM’s CSDP [19], leaving (in particular novice modellers) to guess how to master
ArchiMate’s elaborate set of modelling concepts [37].
Challenge 11: How to capture the motion of an enterprise, it terms of its current and
desired affairs.
Support for this challenge is limited. TOGAF and ArchiMate have indeed extended the
concepts of “baseline” and “target” architecture into a multi-stage version in terms of
“plateaus” towards the future. They allow the modeller to specify multiple points in time
as well as capture “alternate realities” (i.e. different potential futures) through the use
of plateaus. Even more, ArchiMate allows the modeller to link concepts to motivational
elements of key stakeholders.

Building a modelling language that supports modellers to consistently solve chal-
lenges, and solve them well while keeping in the return on modelling effort (“RoME”)
in mind, is a difficult task indeed. After listing the modelling challenges for digital trans-
formations, and evaluating the current version of ArchiMate against these challenges,
we conclude that, even though ArchiMate has been around for a while, and has a strong
conceptual framework, its support for digital transformations can be improved.

4 Recommendations for Next Generation EA Modelling

Below, we provide (motivated) recommendations that could overcome (some of) the
challenges as discussed above.
Modular language design – The set of modelling constructs within the ArchiMate
language has grown considerably since its first version, thus fuelling Challenge 8. In
meeting this challenge, we suggest that modelling language standards in general should
focus primarily on providing a generic core of well-defined modelling concepts. On top
of this core, one could then define refinement mechanisms, that can be used to extend
/ tailor the core to the needs at hand. This may involve both specialisations of the core
concepts, as well as e.g. the introduction of (purpose specific / user defined) layers.

As discussed in the previous Section, the use of ArchiMate’s extension mechanism
indeed provides a potential starting point to better manage the resulting set of concepts.
The positioning of recent additions to the language as extensions, such as the motiva-
tion extension, and the implementation & migration extension, indeed underlines this.
When looking at the original architecture of the ArchiMate language [23], there are am-
ple opportunities for further modularisation. Following [23], the core of the language is
formed by five key generic “active systems” modelling concepts: objects, service, inter-
nal behaviour, interface and internal structure. All other concepts (including the layers)



are explicitly derived from these in terms of specialisations [23]. In our view this spe-
cialisation hierarchy has been left too implicit for far too long. An explicit re-factoring
of the current ArchiMate language based on this hierarchy seems long overdue.

In addition, a library of (meta-model) modules can be defined, which could poten-
tially even be (re)used across different language cores. For example, a generic motiva-
tion module could be shared between ArchiMate, 4EM [46] and UML [28].
Grounding enterprise modelling – As suggested by Challenge 10, enterprise models
should (unless they only serve a temporary “throw away” purpose) include a precise
(enough) definition of the meaning of the concepts used in the model.

We posit that, to ensure that a model is understandable to its audience, it should be
grounded on an (underlying) model involving verbalisations using the terminology as
it is actually used (naturally) by the people involved in / with the modelled domain. As
exemplified in [6, 7, 50, 37], fact-based models can be used to ground enterprise mod-
els expressed in languages such as ArchiMate, system dynamics [45] and BPMN [29],
and architecture principles [15]. Fact-based models [19] are created by verbalising the
domain to be modelled in terms of elementary facts as structured sentences in natural
language. These elementary facts expres (unsplittable) properties of, and relationships
between, the objects in the modelled domain. Based on these elementary facts, the con-
ceptual model is then created in terms of fact-types and object-types. An added advan-
tage of using fact-based models is that it also leads to an evidence (in terms of example
facts) based approach to modelling.

Grounding ArchiMate on fact-based models would also result in a natural solution
to Challenge 1, i.e. the need for objects to be able to play operand and operant roles.
When observing objects and expressing their engagements in activities in terms of fact
types, one can easily observe objects mixing passive structure / active structure / be-
haviour roles. Even though we strongly suggest to remain close to the terminology as
it is actually used by the people involved in / with the modelled domain, we do see the
potential benefits of providing guidance in structuring / refining this terminology based
on e.g. foundational ontologies [18].
Adding more semantic precision – Both Challenge 4 and 5 require the ability to spec-
ify more semantic details regarding objects and relations. It would be logical to “import”
such mechanisms from these existing languages into ArchiMate. When, grounding en-
terprise models (e.g., using a fact-based approach as discussed above), then this will also
come as a direct consequence. Even though it is not required for architects to specify
such constraints in all situations, it is key to provide the ability to do so when required.
Abstraction layers – Challenge 2 and 9, are essentially all concerned with the need to
“separate concerns”, albeit in different ways. As argued before, it is important to ensure
a clear and consistent structure of abstraction layers. When looking across different
frameworks (e.g. ArchiMate [24], Enterprise Ontology [11], TOGAF [48], IAF [53],
and Zachman [54]), we posit that these frameworks use four key mechanisms in creating
abstractions (in different dimensions, possibly combining these mechanisms).
1: Function-construction – This abstraction mechanism involves making a distinction
between, function referring to the way a system is intended to function in light of what
users, clients, and other stakeholders might deem useful, and construction pertaining to
the way a system actually functions / is constructed to realise the provided functions.



2: Informational functioning – This pertains to different levels of functioning [10, 30,
39] of an enterprise in terms of informational support, e.g. leading to a business level
(the activities conducted that have a direct impact in the socio-economical world), an
informational level (the information needed / created in the business activities) and a
documental level (how this information may be laid down in documental concepts). A
clear distinction between business and informational activities, also results in a natural
way to deal with Challenge 2; i.e. separating the real world and the informational world.

3: Infrastructural usage – This concerns the fact that one system (of systems) can use
the functions of another system (of systems), where the actual construction of the latter
is of no interest to the (designers) of the former, except to the extent of defining service-
level agreements.

4: Implementation abstraction – This concerns the gradual / stepwise introduction of de-
tails of the socio-technical implementation. For example, in IAF [53] this corresponds to
the distinction between a conceptual, logical, and physical level, while in TOGAF [48],
this corresponds to the level of architectural and logical building blocks.

Making a clear implementation abstraction, also provides a natural way to deal with
Challenge 3 pertaining to the duality of human and digital actors. At the highest level of
implementation abstraction, one would need to describe the workings of the enterprise
independent of the question if it will be implemented with human actors or comput-
erised actors. The immediate next level of implementation abstraction, might then make
choices with regards to human / computerised actors explicit, even allowing for mixed
scenarios.

Each of the above discussed abstraction mechanisms has a potential added value,
also in the context of digital transformation. It is important to note that these abstraction
mechanisms should not be thought of as a set of orthogonal dimensions. On the con-
trary. The function-construction mechanism and information functioning, or function-
construction and infrastructural usage can easily be mixed. We also do not want to
suggest to “prescribe” a specific set of dimensions. We do, however, argue that an en-
terprise modelling language (framework) should ensure a consistent use of the above
mechanisms within one dimension. As discussed in Section 3, ArchiMate seems to have
been mixing some of these dimensions in an inconsistent way.

Accommodate value co-creation – The increasing focus on value co-creation, result-
ing from the shift from a goods-dominant logic to a service-dominant logic [51, 16,
25, 52], results in Challenge 6, i.e. how to capture (potential) value(s) of products and
services, and how this results in value co-creation between providers and consumers of
services by way of resource integration.

ArchiMate already provides value concept, and it seems possible to model value
cocreation by using the collaboration / interaction concepts. However, as mentioned
before, value, or even a value stream, is not the same as value co-creation. How to best
express this, is still largely an open question. Some initial work / suggestions, has been
presented in [41, 12, 13, 42].

The very nature of value co-creation also requires a shift from (only) architecting the
“internals” an an enterprise, to co-architecting the collaboration (including e.g. needed
inter-organisational IT platforms) between multiple network partners [9].



In further elaborating the set of needed concepts for value co-creation, our recom-
mendation [36] is to (1) use the provider / customer roles as identified in [17], spe-
cialised to more specific co-creation activities taking place within the provider sphere,
the joint sphere, or the customer sphere, as a reference model, while (2) using the foun-
dational premises as articulated in [52] as design / architecture principles [15] that will
guide the design of service systems for value co-creation, and (3) apply this in the con-
text of real world cases, to gain insight into the actually needed modelling concepts.
Capturing design motivations – The current version of ArchiMate does provide a mo-
tivation extension. However, as discussed in the previous Section, it does not meet Chal-
lenge 7 in a satisfactory way. Separate from the fact that, as suggested above, it would
be good if such an extension could be shared between e.g. ArchiMate, 4EM [46] and
BPMN [29], the level at which design decisions are captured remains rather crude.

The work as reported in e.g. [32, 31] provides suggestions on how to remedy this.
This includes the ability to e.g. capture trade-offs between design alternatives, as well
the actual decision making process and the criteria used to make decisions (including
e.g. the identification of compensatory and / or non-compensatory [44] criteria).
Managing constant change – As discussed in Section 2, the digital transformation re-
quires enterprises to change constantly. This makes it less realistic to capture an en-
terprise’s current affairs and / or desired affairs in terms of traditional notions such as
“baseline” architecture and “target” architecture, or even plateaux / transition architec-
tures. Even though we observe some ingredients towards solutions for this challenge,
we would argue that more research is certainly needed.

In an ideal world, the description of the current affairs, would be maintained con-
tinuously, preferably in an automated way [35]. Approaches such as e.g. process min-
ing [1], and enterprise cartography [49], indeed provide good starting points.

Architectures capturing the desired affairs, also tend to be specified using a rather
“instructive” of typical “boxes and lines” diagrams. This does not really invite archi-
tects to reflect on what the more endurable elements and assumptions, and what the
less stable elements and assumptions are. This has also triggered the development of
the concept of multi-speed enterprise (IT) architectures [2]. It also resulted in a stronger
positioning of e.g. (normative) architecture principles [15] as a way to complement the
“instructive” style (the “boxes and lines” diagrams) by a more “directional” / “regula-
tive” perspective.

5 Conclusion & Further Research

In this paper, we presented key challenges which the digital transformation puts on
enterprise (architecture) modelling languages. These challenges are based on practical
experiences and insights from the field of enterprise architecture.

We then assessed the extent to which the current version of ArchiMate meets these
challenges. The conclusion was that ArchiMate does not yet fully cover all of the iden-
tified challenges. This can be explained by the fact that ArchiMate was developed at a
time when the digital transformation was not yet that dominant.

We then provided suggestions on how to possibly improve ArchiMate to better meet
the challenges of digital transformations. In further research, we intend to further elab-



orate these suggestions, in particular with the aim of finding strategies that work in real
world practice.
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In: Falkenberg, E.D., Hesse, W., Olivé, A. (eds.) Information System Concepts: Towards a
consolidation of views – Proc. of the third IFIP WG8.1 conference (ISCO–3). pp. 216–231.
Chapman & Hall/IFIP WG8.1, London, UK, Marburg, Germany (March 1995)

23. Lankhorst, M.M., Proper, H.A., Jonkers, H.: The Anatomy of the ArchiMate Language. Int.
Journal of Information System Modeling and Design 1(1), 1–32 (2010)

24. Lankhorst, et al, M.M.: Enterprise Architecture at Work: Modelling, Communication and
Analysis. Enterprise Engineering Series, Springer, 4th edn. (2017)

25. Lusch, R.F., Nambisan, S.: Service Innovation: A Service-Dominant Logic Perspective. MIS
Quarterly 39(1), 155–175 (2015)

26. Maglio, P.P., Vargo, S.L., Caswel, N., Spohrer, J.: The Service System is the Basic Abstrac-
tion of Service Science. Information Systems and e-business Management 7(4), 395–406
(2009)

27. Moody, D.L.: The “Physics” of Notations: Toward a Scientific Basis for Constructing Visual
Notations in Software Engineering. IEEE Transactions on Software Engineering 35(6), 756–
779 (2009)

28. Object Management Group: Unified Modeling Language – Superstructure. Tech. Rep. ver-
sion 2.4.1, OMG (2010)

29. OMG: Business Process Modeling Notation, V2.0. Tech. Rep. OMG Document Number:
formal/2011-01-03, Object Management Group (January 2011)

30. Op ’t Land, M., Proper, H.A.: Impact of Principles on Enterprise Engineering. In: Österle,
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