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Abstract. This paper presents an overview of training strategies for
optical character recognition of historical documents. The main issue is
the lack of the annotated data and its quality. We summarize several
ways of synthetic data preparation. The main goal of this paper is to
show and compare possibilities how to train a convolutional recurrent
neural network classifier using the synthetic data and its combination
with a real annotated dataset.
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1 Introduction

The efforts to preserve the cultural heritage of historical documents has become
a significant task in the document processing field. A reasonable information
retrieval on scanned documents is possible only after the text recognition process
though. Optical character recognition (OCR) and handwritten text recognition
(HTR) need to be implemented with a respect to the historical domain. In such
a domain we often struggle with the quality of historical document and with a
lack of annotated data.

Line–based OCR approaches are currently very widespread and utilized by
the state–of–the–art systems. They use a whole text line as an input instead of
individual characters. Therefore, it is not necessary to perform character seg-
mentation, which is error–prone. Within this paper, we focus on a historical
printed German Fraktur dataset.

A combination of deep convolutional and recurrent neural networks (CRNN)
is nowadays used for line–based OCR [2]. Long short–term memory (LSTM) [8]
is often used within the CRNN model. For this task, we used the a CRNN [6],
[15] model inspired by the authors of [14].
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To be able to train such a line–based OCR system, we need to provide a big
annotated corpus. Manual annotation is a very time–consuming way of dataset
creation and hence our annotated corpus consists of only ten manually annotated
pages (1368 images of text lines). Since we split the above–mentioned dataset
into training, validation and test sets, we consider the training set to be too small
and inappropriate for training a neural network classifier. The lack of training
data is a significant issue with regard to the ability to learn a language model.
It was shown that an implicit language model is an important part of the OCR
system [13].

Using synthetic data for OCR is a considerable step in historical documents
processing. Jaderberg et al. present a framework for recognition and synthetic
data generation [9]. Margner et al. [10] present synthetic data for Arabic OCR
and another synthetic data generation was proposed by Gaur et al. [4].

There are a number of tools (i.e. tool for Arabic OCR in [10] or Aletheia
proposed in [3]) that deal with the synthetic data generation and annotation.
One of our synthetic datasets utilizes the Ocropus OCR System (more precisely
OCRopy–linegen) [1], which is another example of a tool for text recognition
and synthetic data generation.

The main contribution of this paper is to give an overview of alternative train-
ing strategies with a small amount of annotated data available. Three learning
strategies will be proposed for this purpose: the first one uses only a few anno-
tated real pages, the second one considers only synthesized text lines and the
third method combines generated data with the real ones. We will also propose
two generation methods which compose generated text-lines from real characters.
We will compare the performance of these methods with OCRopy–linegen tool.
We will further experiment with different white–space padding at the beginning
of a line image.

The paper is organized as follows. The following section describes our CRNN
classifier. The Section 3 describes the dataset. In Section 4 we show the syn-
thetic data creation process. The Section 5 analyzes the training strategies. Ex-
periments and results are shown in Section 6. The final section concludes the
paper.

2 CRNN Classifier

The CRNN classifier use connectionist temporal classification (CTC) output
layer. CTC is an output layer designed for sequence labeling with RNNs [5].
We utilize a CNN–LSTM line image classifier. It is capable of classifying unseg-
mented line images and retrieving the character sequences.

The input of our network is binarized line images with a height of 40 pixels.
CNN and max–pooling layers reduce the dimension and extracts features, which
are fed to the RNN, more precisely two bidirectional LSTM with 256 units. The
output of the bidirectional LSTM layer is a set of dense layers with the softmax
activation function. It represents a probability distribution of characters per each
time frame. Let A be a set of symbols. The most probable symbol ât of each
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time frame t is determined as:

ât = argmax
ai∈A

pai
t (1)

where pai
t is a probability of observing character ai at a given time t.

The final part of the classifier is a transcription layer, which decodes the
predictions for each frame into an output sequence. The architecture of the
classifier is depicted in Figure 1.
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Fig. 1. CRNN Architecture

3 Dataset

Our manually annotated dataset consists of ten two–column pages of German
newspaper from the second half of the nineteenth century. We chose two pages
for testing, one for validation and the remaining seven for training. Table 1 shows
detailed statistics of the dataset. A fragment of one page is shown in Figure 2.
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Fig. 2. Example of the historical text

Page # Line # Word # Character #
Train 7 955 7653 50 426
Val 1 138 1084 6 669
Test 2 275 2163 13 828

Table 1. Statistical dataset info

4 Synthetic Data Creation

This section analyzes different types of synthetic data creation. Before getting to
that, though, since the CRNN uses LSTM layers, the implicit language models
issue is a well–posed question.

In [13] authors have shown that the implicitly learned language model can
improve the recognition accuracy. Therefore, the texts used for synthetic data
generation should be aimed at the domain, we work in.3.

There are many ways to create synthetic text lines. First of all, we must
provide a text source in the target domain. Then the simplest way to create an
image of the text line is to take images of individual characters and put them
together. It must be done with a respect to the target font though.

It is very convenient to have several different examples of each symbol. Then
we ought to use a randomly picked image for a given symbol, due to the greater
diversity of the synthetic dataset. This way can be considered as a simple form
of data augmentation technique (e.g. Perez et al. [12]) because from one source
text line it is possible to create several different corresponding images.

Another thing to consider is gaps between characters. The gap should be
chosen with regard to a font style. The simplest solution is to estimate a constant
pixel value and use it as a gap for each pair of letters. Another way is to specify
a range (e.g. 1 px – 5 px) and use a random value within this range. Finally, it is
possible to use real examples to provide precise values of gaps between each pair
of characters. However, because of the quality of scans and noise, the extracted
precise values could be distorted. Therefore we chose to use the random gaps
approach with a range 1 px – 5 px. In Figure 3 there is an example of generated
random space data.

3 In our case historical German texts from the second half of the nineteenth century.
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Fig. 3. Examples of generated data with random space.

4.1 Synthetic Data Generator

An alternative way of creating such a synthetic dataset is to use a text generating
tool (e.g. OCRopy–linegen [1]). The tool usually has the possibility to choose
a font, source texts and several types of image transformations (skewing, warping
etc.) to make the desired image of the text line. Every rendered character is
always the same and then it could be very useful in the case of printed text (see
Figure 4). The images of annotated text lines are depicted in Figure 5.

Fig. 4. Examples of generated data by OCRopy–linegen.

Fig. 5. Examples of real dataset lines.

5 Training Strategies

Within this section, we present three strategies for CRNN training.

Strategy 1: use only training part of the annotated real corpus for training

Strategy 2: use only synthetic data for training

Strategy 3: use synthetic data first and then gradually add pages of the train-
ing part of the annotated real corpus for training.
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The first strategy is straightforward and does not use synthetic data. The
second one is basically a comparison of the qualities of the synthetic data without
the influence of the real dataset. Finally, the last strategy combines the synthetic
and the annotated data and tries to find optimal settings (volume of pages and
number of epochs).

For each strategy, there are more possibilities to enrich a training process,
such as data augmentation, binarization or different white–space padding at a be-
ginning of an image. The following experimental section covers the binarization
and white–space padding issues.

6 Experiments

Each one of the previously introduced strategies is evaluated on the validation
dataset. We developed two different types of synthetic data. The first one con-
tains character images with random gaps and the second one uses the OCRopus
(OCRopy-linegen).

Since there is only one text source, all these synthetic datasets should have
the same setup from the point of view of the implicit language model.

6.1 Binarization and White–space–padding experiment

The original real images have an 8–bit grayscale png format. Using OpenCV4

we thresholded the images to make them binarized by the Otsu’s method [11].
After the first set of experiments, we discovered that binarized images obtained
better results than grayscale ones, which is in compliance with Gupta et al. [7].
Hence we used the binarized images for all experiments.

The white–space–padding experiment verifies the influence of a white–space–
padding at the beginning of the image (see Figure 6). The standard white–space
padding is about 10 pixels (i.e. the white space between the leftmost edge of the
image and the position of the first black pixel which is part of the text). We
extended the padding by 50 pixels and we used the approach of Strategy 1 for
the comparison (see Table 2).

Fig. 6. Illustration of two different white–space–padding examples

The results show that it is better to use the larger padding. For further
experimental setups, all images are padded by 50 px white space to reach about
60 px padding in total, which has been determined as the appropriate value.
4 https://opencv.org/
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Train loss Val loss WER CER Edit distance
60 px padding 0.056 3.030 0.068 0.014 0.464
10 px padding 0.022 3.341 0.150 0.030 1.072

Table 2. Comparison of the influence of white–space – 100 epochs with real data

6.2 Annotated Dataset Experiment – Strategy 1

In this experiment, we tried to use seven pages of the annotated dataset to train
a CRNN. The results of this baseline approach, as well as the course of training,
are depicted in Figure 7.

The left image shows train and validation CTC loss, while the right one
shows the character error rate (CER) and the word error rate (WER). Either
of these images shows that after approximately 80 epochs of training the model
reaches the best results and then starts to stagnate. The model is trained using
the stochastic gradient descent (SGD) algorithm and the learning rate is set to
0.005. We tried to change the value of the learning rate and roughly speaking
the results after 100 epochs were very similar and the only minor change was
a slightly different course of training. Table 3 shows the results after 100 epochs.
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Fig. 7. WER, CER, Train & Val loss after 100 epochs with the learning rate 0.005
from the training annotated real dataset

Train loss Val loss WER CER Edit distance
0.056 3.030 0.068 0.014 0.464

Table 3. 100 epochs experiments results

The experiment showed that the model reached excellent results on the vali-
dation data and no significant overfitting occurred. On the other hand, the main
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drawback is that limited implicit language model has been learned (only 955
unique text lines). Another important issue is a very long learning time (at least
80 epochs).

6.3 Synthetic Dataset Experiment – Strategy 2

This experiment compares the quality of our synthetic datasets. In the follow-
ing Figures, we present the results of 25 epochs of training. The train loss of
OCRopy–linegen dataset is after 25 epochs much lower and learning occurs
faster, but on the other hand, the validation results (WER, CER and Edit dis-
tance) are better in the case of the Random space dataset. We can conclude that
the Random space dataset is more similar to the real data.
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Fig. 8. WER, CER, Train & Val loss after 25 epochs from the random space dataset
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Fig. 9. WER, CER, Train & Val loss after 25 epochs from the OCRopy–linegen dataset

Another observation of these curves is that the overfitting occurs very quickly
in both cases. The curves also indicate that training the model longer than for
5 or 10 epochs is not beneficial. Table 4 shows the results.
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Train loss WER CER Edit distance
Random space 7.630 0.655 0.237 10.732
OCRopy–linegen 0.014 0.734 0.281 12.174

Table 4. Results of Strategy 2

6.4 Synthetic and Annotated Dataset Experiment – Strategy 3

This section describes the third strategy to train the model. First of all, we
tried to verify our presumption from the previous section. The training course
has shown that the training longer than 10 epochs is not profitable (see Figures
8 and 9). Therefore, we took the random space models based on 10, 25 and
50 epochs of synthetic training and then we added one page of real data for
the additional 25 epochs of training (Figure 10). Our assumption was the more
epochs of synthetic data training, the slower the learning occurs. Unfortunately,
our assumption was not confirmed. But still, the model trained on 10 epochs
of synthetic training is more suitable for additional real data training than the
other ones and moreover, it has the lowest training demands.
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Fig. 10. Random space additional training based on 10, 25 and 50 epochs of synthetic
training

In the light of a discussion above, we chose 10 epochs as a base for the
additional training, because it reached the best results with a respect to the
previous experiment.
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Based on this 10 epochs, we took gradually 1–7 pages of the annotated train
dataset and then we extended the training process of 25 epochs of additional
training. The summary of results is in Figure 11. This experiment confirms an
assumption that the more pages and epochs, the better the results.
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Fig. 11. Random space additional training

All other synthetic datasets show similar dependencies as Figure 11, so we
present just a summary of the results in Table 5.

Train loss WER CER Edit distance
Strategy 3
Random space 0.069 0.065 0.012 0.428
OCRopy–linegen 4.838 0.307 0.069 2.725

Strategy 2 – Random space 7.630 0.655 0.237 10.732
Strategy 1 – 100 epoch 0.056 0.068 0.014 0.464

Table 5. Summary of the results
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7 Conclusions

In this work, we have studied and compared different methods of OCR training.
Three learning strategies have been proposed for this purpose: the first one uses
only a few annotated real pages, the second one considers only synthesized text
lines and the third method combines generated data with the real ones. We
have also proposed two generation methods which compose generated text-lines
from real characters. We have compared the performance of these methods with
OCRopy–linegen tool. We have further experimented with different white–space
padding at the beginning of a line image.

We have shown that it is not possible to use only synthetic data to obtain
sufficient OCR results. We have further reported that it can be sufficient to
train the OCR models using only a small amount (about 7 pages) of real data
to obtain a good recognition score. However, this process needs many training
iterations and like we have indicated the implicit language model is limited. We
have concluded that the best way is to combine both large synthetic and small
real data to obtain the best recognition score at the low computation costs. We
have also proven that our generation method obtains better results than the
OCRopy–linegen tool. The last observation is that it is beneficial to use larger
padding (about 60 pixels) at the beginning of the line image.
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