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Abstract. Along with the aging of the Japanese agricultural population in re-
cent years, the nation’s food self-sufficiency rate has declined. The vitality of ag-
riculture has also declined. This study specifically examines the food supply 
chain to integrate farm production, manufacturing, and sales. For the food supply 
chain, it is necessary to ascertain the harvest time of field crops for establishing 
proper sales strategies. A method to predict harvest time from field crop images 
using convolutional neural networks (CNN) is proposed. Then the effectiveness 
of the proposed method is verified using computer experiments. Results show 
that the discrimination rate is high in the early stage of the growth, even if mis-
classification occurs. Labels close to the correct answer are predicted. However, 
the discrimination rate is not so high and the deviation from the correct answer 
becomes greater in later stages of growth. 
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1 Introduction 

Along with the aging of Japanese agricultural population in recent years, the food 
self-sufficiency rate has also declined. The vitality of agriculture has also declined [1]. 
Revitalizing agriculture requires optimization of the food supply chain, which com-
bines agriculture as a primary industry, manufacturing industry as a secondary industry, 
and retail industry as a tertiary industry [2]. The food supply chain has four main actors: 
farmer, farmer manager, vendor, and consumer. To fulfill their role of establishing 
proper sales strategies for sellers, managers must infer the harvest time of field crops. 
At present, managers visit farmers to infer harvest times. Such visits entail time costs 
and other costs. Therefore, a method to predict field crops’ growth from these images 
is proposed to support managers. 
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In recent years, deep learning has prospered. Convolutional neural networks (CNN) 
are said to be effective for image recognition [3]. For this study, a CNN is used to 
address difficulties of growth inference for head lettuce. 

An earlier report [4] described studies of crop classification, disease detection, crop 
counting, etc. Nevertheless, few reports have described studies that have predicted 
growth. Furthermore, no report of the relevant literature has described a study of head 
lettuce. This study specifically examines head lettuce growth prediction. 

2 Proposed method 

An overview of the proposed method is portrayed in Fig. 1. The lettuce image is 
input with all pixels for each channel of RGB. Then the leaf age is output, which rep-
resents the number of leaves. 

 
Fig. 1. Overview of the proposed method. 

The proposed method has two stages: the image processing stage before forming 
input images and the image discrimination stage in CNN. In the image processing stage, 
all image ratios are adjusted, the target ranges of all images are cut out. The image size 
is changed. Furthermore, the image is classified into 𝐺 group (𝐺 = 21 in this research) 
according to the leaf age. Subsequently, one image is selected randomly in each leaf 
age group and is used as a testing image. The remaining images are used as training 
images. To improve the discrimination accuracy, training images in each group are in-
creased to 𝑁 (𝑁 = 100 for this study). Subsequently, the image is input to CNN for 
discrimination.  

The breed of target lettuce is “elegant,” cultivated in Minamiawaji city during 2015. 
The photograph frequency is once weekly. 

2.1 Image processing 

Adjusting image ratio and cutting out. The lettuce’s image is adjusted and cut to 30 
cm × 26 cm size to fit the gap separating two lettuces, as presented in Fig. 2. 
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Fig. 2. Trimming to 30 cm × 26 cm. 

Image size change. The image size is changed to input CNN. The 30 cm × 26 image 
size is changed to 75 pixels × 65 pixels. 

Image classification. A label is added to the image. In the previous research, the num-
ber of weeks after planting was given as a label [5]. At this time, labels should be 
grouped according to the leaf age. The number of groups is 21 from four leaf ages to 
30 leaf ages. Table 1 shows the number of images for each leaf age.    

Table 1.  Number of images for each leaf age. 

Leaf age 4 5 6 7 8 9 10 11 12 13 
No. images 48 46 35 13 28 19 24 28 19 32 

 
14 15 16 17 18 21 22 23 24 27 30 sum 
22 10 6 5 4 2 2 2 3 2 2 352 

Data augmentation. In CNN, a large dataset must be used to obtain high recognition 
accuracy [3]. To get a large dataset, data augmentation that changes a few images to 
increase the images is said to be effective [6]. The number of training images is in-
creased until the number of images in each leaf age group reaches 100 by data augmen-
tation. To increase the number, we reverse the image, and change the brightness and 
contrast of the image until the number of images reaches 100.  

2.2 Image discrimination 

The CNN used in the proposed method is depicted in Fig. 3. As depicted in Fig. 3, 
there are two convolutional layers, two pooling layers, and three fully connected layers.  

The convolutional layer performs an operation to convolve the filter on the input. 
The input sized 𝐻×𝑊 in each channel is convolved with 𝐿×𝐿 sized filters. The output 
for one channel is calculated such as Equation (1) if the input is set as 
𝑦,-. 𝑖, 𝑗, 𝑘 ∈ 1, 𝐻 × 1,𝑊 × 1, 𝑁  and the filter as ℎ,-. 𝑖, 𝑗, 𝑘 ∈ 1, 𝐿 × 1, 𝐿 ×
1, 𝑁 .  

In this study, the input size is set to 75×65×3. The first convolutional filter size is 
5×5×40. The second convolutional filter size is 5×5×50. 
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Pooling is defined as discarding extra information for recognition from extracted 
features and converting it into a new representation that retains information necessary 
for recognition. Unit 𝑖, 𝑗  of the pooling layer collects the output 𝑦<= of the internal 
unit 𝑝, 𝑞 ∈ 𝑃,- for a small area 𝑃,- of a part of the input layer. In this study, maximum 
pooling is used as expressed by Equation (2). In this study, the size of 𝑃,- is set to  2×2 
in each pooling layer. 

𝑦,-. = max
<,= ∈JKL

𝑦<=. (2) 
In addition, the ReLU function expressed by Equation (3) is used after the output of 

the convolutional layers and the fully connected layers. In Equation (3), 𝑥- represents 
the input. 

𝑓 𝑥- = max	(𝑥-, 0) (3) 
Furthermore, in the classification problem such as the one examined for this study, 

the final output is assigned the same number of units as the classification group. The 
output of these units is not the activation function but the softmax function expressed 
by Equations (4) and (5). At the time of discrimination, the index 𝑗 = argmax

-
𝑝-, in 

which 𝑝- takes the maximum value, is output as the expected group. 
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Fig. 3. CNN used in the proposed method. 

Adam [7] is used as a learning algorithm. By this learning method, batch processing 
is used to reduce the processing time for each image. The algorithm is not used to input 
images one by one, but to input and process plural images. At this time, the number of 
input images is called the batch size. In addition, one learning term is found from the 
input of the image for the batch size until the update of the weight is completed. Fur-
thermore, the number of times during which all training images are input and the weight 
update is completed is called the epoch. 
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3 Computational experiment 

To confirm the effectiveness of the proposed method, computer experiments were 
conducted. The leaf age of the 21 groups above is discriminated using the proposed 
method. One image randomly extracted from each group is used as the testing image. 
The remaining images are used as the training image. Learning is performed using the 
training image. The training images and the test images are discriminated.  

3.1 Experiment conditions 

The experiments were performed under the following conditions. 

• Number of groups (𝐺): 21 
• Number of training images: 2100 
• Number of testing images: 21 
• Batch size: 32 
• Number of epochs: 20 
• Number of trials: 5 
• Learning rates: 0.001 

3.2 Result 

First, results for the discrimination rate are shown. Table 2 presents the mean and 
standard deviation of the discrimination rates for the five trials, and shows the results 
for the 20th epoch. 

Table 2. Discrimination result (%). 

	  avg. S.D. 
training 99.8 0.003 
testing 30.5 0.06 

From Table 2, the discrimination rate at the end of the 20th epoch was 99.8% for the 
training image and 30.5% for the testing image. It is apparent that the testing image 
does not improve the discrimination rate even as the learning of the training image 
progresses. 

Table 3 shows the discrimination rate for each leaf age in the testing images. 

Table 3. Discrimination rate for each leaf age (%). 

leaf age 4 5 6 7 8 9 10 11 12 13 
avg. 100 60 80 40 60 20 40 0 20 80 
S.D. 0 0.49 0.4 0.49 0.49 0.4 0.49 0 0.4 0.4 

 
14 15 16 17 18 21 22 23 24 27 30 
60 20 20 0 0 0 0 0 40 0 0 

0.49 0.4 0.4 0 0 0 0 0 0.49 0 0 
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Table 3 shows that the discrimination rate is high when the leaf age is less and not 
so high when the leaf age is greater. When the leaf age is less, i.e., less than leaf age 14, 
the difference from the correct answer is within 2, even if it is misclassified. By contrast, 
when the leaf age is greater, i.e., leaf age 15 or more, the label which is far from the 
correct answer is predicted, when it is misclassified. It is considered that the original 
number of images affects the results obtained for each leaf age. As Table 1 shows, it is 
apparent that the images of leaf age 15 or greater are fewer than the images of leaf age 
14 or less. Learning is insufficiently achieved because the original images are few. 

The anomaly of the discrimination rate for leaf age 11 and 24 is explained next. The 
reason for the low discrimination rate even though the number of leaf age 11 images is 
28 might be an error in labeling. As described above, the image of leaf age 11 is also 
predicted within 2 before and after the correct label. The discrimination rate of leaf age 
24 is higher than that of the front and rear leaves because the number of images is 
greater than that of the front or rear leaves: CNN can learn the training images on a 
relative basis. 

4 Conclusion 

A method to predict leaf age has been proposed. Predicting leaf age engenders 
knowledge of the harvest time to optimize the food supply chain. The results obtained 
using the computer experiments showed a high discrimination rate for less leaf age. 
However, for greater leaf age, the discrimination rate is not so high, partly because the 
number of original images is small. 

Future studies will include consideration of the increase in the number of images and 
application to the food supply chain. 
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