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Abstract Accurate simulations of wave propagation in complex media like Earth
subsurface can be performed with a reasonable computational burden by using
hybrid meshes stuffing fine and coarse cells. Locally implicit time discretiza-
tions are then of great interest. They indeed allow using unconditionally sta-
ble schemes in the regions of computational domain covered by small cells.
The receivable values of the time step are then increased which reduces the
computational costs while limiting the dispersion effects. In this work we con-
struct a method that combines optimized explicit schemes and implicit schemes
to form locally implicit schemes for linear ODEs, including in particular semi-
discretized wave problems that are considered herein for numerical experiments.
Both the explicit and implicit schemes used are one-step methods constructed
using their stability function. The stability function of the explicit schemes are
computed by maximizing the time step that can be chosen. The implicit schemes
used are unconditionally stable and do not necessary require the same number
of stages as the explicit schemes. The performance assessment we provide shows
a very good level of accuracy for locally implicit schemes. It also shows that a
locally implicit scheme is a good compromise between purely explicit and purely
implicit schemes in terms of computational time and memory usage.
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1 Introduction

The interest of using high order finite elements to simulate wave problems has
been demonstrated in many works as for example in [1,2,3,4,5]. When the prop-
agation medium is complex, it may be necessary to refine the mesh locally to
accurately track the discontinuities in the medium, whether geometric or con-
stitutive. In this case, it might be necessary to locally couple high order elements
with low order elements. The question then arises of choosing the most suitable
time scheme so as not to destroy the quality of the approximation in space. Ex-
plicit time schemes [6,7] are very popular as a low-cost in memory and highly
scalable integration process. However, their stability is only guaranteed if the
so-called Courant-Friedrichs-Lewy (CFL) condition is met. This condition sets
the time step as a function of the smallest mesh step through a constant called
CFL number (see e.g. [6,8]). The value of the CFL number is determined by the
schemes used for space and time discretization. This unnecessarily increases
the computational costs if the CFL constant tends to be small. There is some
work that seeks to construct time integration schemes with maximal CFL num-
ber as in [9,10,11,12,13,14]. In those works, the obtained schemes are called
optimal in the sense that they allow the use of a large time step compared to
the classical explicit schemes. However, even if there is an interesting gain in
computational time, it is not completely satisfactory, especially when the ratio
between small and large cells of the mesh is low. For this reason, the idea of de-
veloping schemes with an adaptive time step based on a local CFL number has
been explored by several authors, like in [15,16,17,18]. Locally explicit time
stepping methods allow using different time steps which are employed after
the computational domain has been divided into different zones distinguishing
themselves from the mean size of the mesh elements. This process allows to take
small time steps precisely where the smallest elements are located and reduces
by this way the overall computational time. However, it is difficult to implement
with high order schemes, which certainly explains why most developments pro-
vide only second order schemes. In addition, implementation difficulties have
been reported when the mesh is irregular with cells having sizes that differ by
several orders of magnitude.

Another option is to prefer an implicit integration scheme that tends to have
better stability property compared to explicit scheme (see [8,7,19]). Some are
actually unconditionally stable like those presented in [19,20] in the sense that
their stability is guaranteed without any constraint on the time step. In those
cases, the time step has an upper bound only to ensure good accuracy. However,
to solve large 3D problems, such as seismic wave problems, the use of implicit
schemes can be problematic. Indeed, the implementation of an implicit scheme
requires solving a linear system at each iteration, and in some cases the limits
available in memory can be reached quickly (see e.g. [21]).

A compromise can be found when we can take advantage of a good stability
property of implicit schemes and the less memory consuming process of explicit
schemes. For instance, when a computational mesh contains few small cells,
an interesting approach is to couple an unconditionally stable implicit scheme
with an explicit scheme, the latter being reserved for areas paved with large
cells. In this way, we would avoid applying a small time step on the whole area
as it would be the case with a global explicit scheme while making better use
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of memory compared to global implicit integration. There are several works in
the literature devoted to the development of coupled implicit and explicit time
integration schemes. They can be grouped into two classes of schemes: Implicit
Explicit Schemes (IMEX) and locally implicit schemes [17,22] which are most
often limited to order two for implementation difficulties, as already mentioned
above for locally explicit schemes. IMEX schemes, originally based on operator
splitting, have been widely used for the time integration of spatially discretized
partial differential equations (PDEs) of diffusion-convection type where an im-
plicit scheme is used for the diffusion term while the convection term is han-
dled with an explicit scheme (see [23,24,25] which are among the first works
devoted to this type of scheme). Regarding wave problems, there are few ref-
erences on the construction of IMEX schemes. This can be explained by the
fact that these time integration methods were originally developed to integrate
operator-governed systems consisting of a stiff and a non-stiff term. On solving
wave problems, the motivation for having such schemes is expressed when the
propagation domain has geometrical characteristics including large scale varia-
tions. We then speak of geometry induced-stiffness or scale-separation stiffness
(see [26]). In this case, Discontinuous Galerkin (DG) discretization methods are
of great interest because they are well suitable for hp-adaptivity. A DG method
coupled with IMEX time integration scheme is well described in [26], which is
followed by many others works until a recent one presented in [27].
If we get back to the case of the wave problems, a second-order locally implicit
schemes have been recently developed for Maxwells equation in [28]. It is shown
in [29] that this procedure does not change the second-order convergence of the
obtained scheme. Based on the work in [22], an error analysis of the locally im-
plicit time integration scheme is proposed in [30,31] for the linear Maxwell’s
equations. In those works, the second order locally implicit methods are built
using the Crank-Nicolson scheme (equivalent to the second order Padé scheme
for linear ODE [32]) and the Runge-Kutta (RK) implicit mid-point rule (see [8]).
With a DG method and the developed locally implicit schemes, they prove the
stability of the fully discrete Maxwell’s system under a CFL condition and get
convergence results of order two as well.

The main objective of this paper is to provide higher order locally implicit
schemes for linear ODEs, including linear wave problems. To this end, following
[16] and [28], we propose a method to construct locally implicit time integration
schemes with an arbitrary order of accuracy for linear ODEs. The general rules
for their development share the same ideas as in [16] except that we use im-
plicit schemes in the region covered with a refined mesh. The locally implicit
methods we propose in this work are more flexible than IMEX schemes in the
sense that they allow to combine implicit and explicit schemes with different in-
ternal stages. However, their extension to non-linear ODEs y′(t) = f(t, y) seem
difficult since the linearity of the ODE is used in many places while construct-
ing the schemes. We validate the developed scheme by solving the acoustic wave
equation with a hybridizable discontinuous Galerkin (HDG) formulation [21,33,
34].

The remaining of this paper is structured as follows. First we give a general
setting of the construction of time integration schemes using a stability func-
tion. Then we introduce unconditionally implicit and optimized explicit schemes
which form the basis of the locally implicit schemes we propose. In section 3, we
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present the methodology we use to develop high-order locally implicit schemes
and briefly introduce the additive RK schemes [35] for comparison. In the follow
up section, we discuss the splitting technique used to divide the computational
domain into coarse and fine regions. In section 6, numerical results for both 2-D
and 3-D cases are displayed. We also study the time and space-time convergence
of the locally implicit schemes and illustrate the order reduction phenomenon
[38] when using the implicit LSDIRK (Linear Singly Diagonally Implicit Runge
Kutta) schemes [32].

2 Construction of numerical time integration schemes from a stability
function

2.1 Stability function of a time scheme

In this section, we settle preliminary statements of time integration schemes
for linear ODEs that we consider in this paper.

Let Ω ⊂ Rn be an open set representing the computational domain and
y(t) ∈ Ω, t ∈ [0, T ], T ∈ R+ be the solution of the following ODEMh

dy(t)

dt
+Khy(t) = F (t),

y(0) = y0.
(1)

The initial problem (1) is a standard one obtained after spatial discretization
of a partial differential equation (PDE), where Mh is the mass matrix and Kh
is the stiffness matrix. h denotes the mesh size, F (t) is a source term obtained
after discretizing the continuous source term in space and y0 is the initial con-
dition. In Chapter 3 of [21], it is detailed how this ODE is obtained in the case
of wave equations. Let t0 < t1 < · · · < tN−1 < tN , N ∈ N be a uniform grid of
the time interval [0, T ]:

tn = n∆t,

where ∆t is the time step. The analytical solution to (1) is given by

y(tn+1) = e∆tA
(
y(tn) +

∫ ∆t

0

e−uAM−1
h F (n∆t+ u) du

)
, (2)

where A = −M−1
h Kh.

The numerical solution can then be constructed by approximating the expo-
nential, i.e. find R such that

e∆tA ≈ R(∆tA). (3)

Herein R is a rational function where both the numerator and denominator are
polynomials of ∆tA. The numerical process considered here aims at computing
a sequence Xn, which is an accurate approximation of the analytical solution
X(tn). The corresponding numerical scheme reads as:

yn+1 = R(∆tA)yn + φ̃n, (4)
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where φ̃n is given as an approximation of the following quantity:

φ̃n ≈ R(∆tA)
∫ ∆t

0

e−uAM−1
h F (n∆t+ u) du.

The function R in (3) is the stability function of the corresponding numerical
scheme.

Implicit schemes are known to have better stability properties than explicit
formulations [7,8,20]. In a previous work [32], we have developed high-order
A-stable implicit one-step time integration schemes. The construction of those
schemes is based on the definition of their stability function which has the fol-
lowing form:

R(z) =
N(z)

D(z)
, ∀z ∈ C−,

whereN(z) andD(z) are polynomials of z. The corresponding numerical scheme
is implicit when the degree of the polynomial function D is greater than one
otherwise the numerical scheme is explicit. Herein, we propose to construct lo-
cally implicit schemes involving those implicit unconditionally stable schemes,
namely Padé and LSDIRK schemes. In the next section, we briefly introduce the
construction of optimized CFL number explicit schemes used in this paper.

2.2 Optimized explicit time schemes for linear ODEs

Many efforts have been made on the construction of higher-order optimal CFL
number explicit schemes. In [10,11], the authors propose the modified equation
technique to obtain high-order time schemes with an optimal CFL number for
linear second order ODEs (i.e. ODEs of the type y′′ = f(y) where f is linear).
In the proceedings [14], we propose optimized high-order explicit Runge-Kutta
(ERK) Nyström methods for non-linear second-order ODEs. Other works ad-
dressed the optimization of the stability domain of ERK schemes [8,13,9,12].
All those schemes are constructed for both linear and non-linear ODEs. The
number of non-linear conditions to be satisfied to obtain the ERK coefficients
[7] becomes very large, especially for higher orders. For this reason, most opti-
mized ERK schemes available in the literature are at most of order 4. In this
sub-section, we present a technique to build high-order optimized ERK schemes
for linear ODEs. The construction is based on the computation of a stability
function that leads to a maximal CFL number for the corresponding scheme.

Let us denote by R`s(z), s, ` ∈ N, the stability function of a m = s + ` stages
Linear-ERK schemes. It is defined by:

R`s(z) = 1 + z +
z2

2!
+ · · ·+ zs

s!
+ αs+1z

s+1 + · · ·+ αs+`z
s+`, (5)

where αi ∈ R, i = s+1, · · · , s+` are free parameters. The optimized Linear-ERK
scheme with m = s+ ` stages (denoted as ERK s− `) is given as

Xn+1 = R`s(∆tA)Xn. (6)

We note that this explicit scheme has an order s by definition (for a linear ODE
with F (t) = 0).
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Fig. 1: Spectrum of A = −M−1
h Kh (blue points are eigenvalues of A) in the complex plane

included in a set maxλ∈sp(A)|Imag(λ)|×Cabane (inside the red polygon) obtained when solving
the acoustic wave equation with HDG formulation and Q3 polynomials. The computational
domain is a square [−4, 4]2 of 15 × 15 elements. Neumann condition is set on the boundary of
the square.

The parameters αi ∈ R, i = s+1, · · · , s+l can be chosen such that they max-
imize the CFL number with the methodology described in [13]. The first step of
this methodology consists in providing the spectrum sp(A) of the linear operator
A = −M−1

h Kh obtained from (1). The linear operator depends on the equation,
the physical environment, the mesh, the chosen FEM formulation (which can
be continuous or discontinuous), etc. Herein, we have chosen to conduct the op-
timization for a HDG formulation for the acoustic wave equation, see [33] and
the second chapter in [21]). In Figure 1, we display the spectrum obtained for a
2-D regular mesh made of quadrilateral elements covering [−4, 4]2 and Q3 HDG
approximation (with external Neumann boundary conditions). This is the typ-
ical spectrum obtained for a mesh containing elements of the same size. From
this spectrum, we have defined a set denoted by Cabane, that includes this typ-
ical spectrum (see Figure 1, the normalized Cabane has to be multiplied by
maxλ∈sp(A) |Imag(λ)| to include the considered spectrum where Imag denotes
the imaginary part of a complex number).

The upper part of the normalized envelope Cabane is defined as the junction
of three curves in the complex plane

Cabane+ := {it, t ∈ [0, 1]}⊕{i− t, t ∈ [0, 1]}⊕
{
t− 2 + i

t

10
(14− 4t), t ∈ [0, 1]

}
.

(7)
The lower part of Cabane is obtained by symmetry with respect to the real axis.
The optimization problem then reads

argmax
αs+1,αs+2,··· ,αs+`

cfl(αs+1, αs+2, · · · , αs+`),
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where cfl is the CFL number defined as

cfl(αs+1, · · · , αs+`) = max{∆t such that ∆t× Cabane ⊂ S(αs+1, · · · , αs+`)},

with S(αs+1, αs+2, · · · , αs+`) defining the stability region of the corresponding
Linear-ERK scheme which is given by:

S(αs+1, αs+2, · · · , αs+`) = {z ∈ C, |R`s(z)| ≤ 1}.

If the spectrum sp(A) has exactly the same shape as the one defined by Cabane,
the final time step should satisfy

∆t ≤ cfl(αs+1, αs+2, · · · , αs+`)
maxλ∈sp(A) |Imag(λ)|

, (8)

to get a stable solution. Unfortunately, this is not usually the case and the max-
imal time step is given by

∆t = max {∆t such that λ∆t ∈ S(αs+1, αs+2, · · · , αs+`) ∀λ ∈ sp(A)} . (9)

Note that in [13] the authors use the true spectrum of the operator and look
for the maximal time step ∆t that satisfies the stability constraint. After op-
timization the obtained value ∆t represents the maximal time step such that
z = λ∆t ∈ S for all λ ∈ sp(A). Here, we consider a normalized envelope Cabane,
and for the operator A the maximal time step is obtained with (9). The stability
domains of the different schemes of order 4 and 8 are shown in Figure 2. We
show in Figure 2(b) and 2(d) the stability region taking into account the num-
ber of stages for each scheme. For this reason we have chosen Real(z)/(s + l)
and Imag(z)/(s + l) in the x and y coordinate respectively. We observe that by
increasing the number of additional stages l, the stability region tends to the
desired shape Cabane. The optimal coefficients and CFL numbers obtained for
Linear ERK schemes of order 2, 4, 6 and 8 are given in Chapter 7 of [21]. We
define the efficiency of the scheme as follows:

Efficiency =
cfl(αs+1, αs+2, · · · , αs+`)

s+ `
. (10)

When the number of additional stages ` is increased, the CFL increases as well,
but the scheme is more costly since it involves more matrix-vector products.
That’s why the ratio Efficiency measures correctly the actual efficiency of the
scheme. In table 1, we have reported the efficiency obtained for optimal coeffi-
cients and different values of `. The efficiency is equal to 0 for ERK 2-0 and ERK

` (s = 2) 0 2 4
Efficiency 0 % 56.2 % 59.6 %

` (s = 4) 0 2 4
Efficiency 34.8 % 52.1 % 57.2 %

` (s = 6) 0 2 4
Efficiency 0 % 36.1 % 35.6 %

` (s = 8) 0 2 4
Efficiency 26.9 % 39.7 % 45.1 %

Table 1: Efficiency obtained for ERK schemes of order 2, 4, 6, and 8.
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Fig. 2: Stability region of the Linear-ERK schemes of order 4 (top) and 8 (bottom) for different
values of `.

6-0 because the stability domain does not include any part of the imaginary axis
(except zero). We can see that the efficiency can be significantly increased with
only two additional stages. We have observed that low-order schemes (order 2
and 4) have a better efficiency but they are limited by the accuracy. Higher-
order schemes (order 6 and 8) provide very accurate results but are limited by
the CFL. The evaluation of optimized schemes (6) can be made with Hörner’s
algorithm in a way that they only require a storage of three vectors of size N. As
a result, these schemes are both interesting in terms of computation time and
memory usage.

3 Construction of locally implicit time schemes

For the construction of locally implicit time schemes, we have adapted the proce-
dure described in [16] in order to use the optimized explicit schemes introduced
in the previous section. For notation convenience we write the first equation of
(1) as

y′(t) = Ay(t) + F (t), (11)
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where A = −M−1
h Kh is a linear operator and y′(t) is the time derivative of the

unknown y. We split the unknown as follows:

y(t) = y(c)(t) + y(f)(t),

with

y(c) = (I − P )y(t),

y(f) = Py(t),

where y(c)(t) corresponds to the solution in the coarse part of the mesh and
y(f)(t) corresponds to the solution in the fine part. P is a diagonal matrix with
entries Pi,i = 1 if i corresponds to a degree of freedom in the fine area of the
mesh and 0 elsewhere. After integration of (11) over the interval [tn, tn + ξ∆t]
where ξ is real between 0 and 1, we obtain the following expression of y(tn +
ξ∆t):

y(tn + ξ∆t) = y(tn) +

∫ tn+ξ∆t

tn

A(I − P )y(t)dt+

source term︷ ︸︸ ︷∫ tn+ξ∆t

tn

(I − P )F (t)dt︸ ︷︷ ︸
Coarse part

+

∫ tn+ξ∆t

tn

APy(t)dt+

source term︷ ︸︸ ︷∫ tn+ξ∆t

tn

PF (t)dt︸ ︷︷ ︸
Fine part

.

(13)

In the coarse part we apply the optimized explicit schemes of 2.2 to integrate
the ODE while A-stable implicit schemes developed in [32] are used in the fine
part of the mesh.
In practice, we also use the implicit scheme to integrate the ODE in all elements
that are adjacent to the fine region. In fact, after splitting the computational do-
main into a fine and coarse region following a procedure described in the section
4, we first define close degrees of freedom (dofs) as all the dofs in the fine region
and its adjacent elements. Then, we define far dofs as the dofs belonging to the
remaining elements of the coarse region. The reason of this extra level of split-
ting is due to the fact that the locally implicit schemes require solving a linear
system in part of the domain which is not the case for local time stepping. How-
ever, with the HDG formulation for the acoustic wave equation we are using,
we just need to solve a linear system for dofs that are in the fine region. These
details are explained in the sub-section 3.2 and the appendix A.

3.1 Treatment of the coarse part

To treat the coarse part we first approximate the integral term containing y(t)
using a s-point quadrature method. Let ci be the quadrature points and bi the
corresponding weights. We obtain∫ tn+ξ∆t

tn

A(I − P )y(t)dt ≈ ξ∆tA(I − P )
s∑
i=1

bi y(tn + ciξ∆t).
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We replace y(tn + ciξ∆t) by its Taylor expansion of order r − 1 to get

∫ tn+ξ∆t

tn

A(I − P )y(t)dt ≈ ξ∆tA(I − P )
s∑
i=1

bi

r−1∑
j=0

(ciξ∆t)
j

j!
y(j)(tn).

Then, we require that the quadrature method is of order r − 1 at least. So we
can use

s∑
i=1

bic
j
i =

1

j + 1
, j = 0, · · · , r − 1

we then obtain∫ tn+ξ∆t

tn

A(I − P )y(t)dt ≈ ξ∆tA(I − P )

r−1∑
j=0

(ξ∆t)j

(j + 1)!
y(j)(tn).

To handle the derivative of y in the previous sum, we differentiate the ODE (11)
r − 1 times and replace it into the equation to obtain∫ tn+ξ∆t

tn

A(I − P )y(t)dt

≈ ξ∆tA(I − P )

r−1∑
j=0

(ξ∆t)j

(j + 1)!

(
Ajy(tn) +

j∑
`=1

Aj−`F (`−1)(tn)

)
.

From here, to optimize the CFL number of the explicit scheme, we can add extra
terms beyond the order r−1 term of the Taylor expansion without changing the
order of accuracy. In this paper, we use the following expression for the stability
function R(z) of the chosen explicit scheme (m+ 1 = s+ `):

R(z) = α0 + α1z + αrz
r + · · ·+ αm+1z

m+1, m ≥ r.

In order to coincide with explicit optimized schemes, we add extra-terms to ob-
tain:

∫ tn+ξ∆t

tn

A(I − P )y(t)dt ≈ ξ∆tA(I − P )

r−1∑
j=0

(ξ∆t)j

(j + 1)!
Ajy(tn) +

m∑
j=r

αj+1(ξ∆t)
jAjy(tn)


+ ξ∆tA(I − P )

r−1∑
j=0

(ξ∆t)j

(j + 1)!

j∑
`=1

Aj−`F (`−1)(tn) +
m∑
j=r

αj+1(ξ∆t)
j
j∑
`=1

Aj−`F (`−1)(tn)

 ;

that can be written as

∫ tn+ξ∆t

tn

A(I − P )y(t)dt ≈ ξ∆tA(I − P )

 m∑
j=0

αj+1(ξ∆t)
jAjy(tn)


+ ξ∆tA(I − P )

 m∑
j=0

αj+1(ξ∆t)
j
j∑
`=1

Aj−`F (`−1)(tn)

,
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since
αj =

1

j!
, j ≤ r.

This is due to the fact that the chosen explicit scheme is of order r. We then
replace F by its interpolation with quadrature points ci (denoted by Q):

F (tn + ξ∆t) ≈ Q(tn + ξ∆t).

Then the interpolation polynomial Q reads

Q(tn + ξ∆t) = Q̃(ξ) =
s∑
i=1

Fi ϕ̃i(ξ), (14)

with
Fi = F (tn + ci∆t),

and the basis functions ϕ̃i valued between 0 and 1 are given by

ϕ̃i(ξ) =

∏
j 6=i ξ − cj∏
j 6=i ci − cj

.

We introduce the following notation

w̃j = Ajy(tn) +

j∑
`=1

Aj−`Q(`−1)(tn),

to end up with a simplified expression

∫ tn+ξ∆t

tn

A(I − P )y(t)dt ≈ ξ∆tA(I − P )

 m∑
j=0

αj+1(ξ∆t)
jw̃j

 . (15)

We then use the following relation

Q(`)(tn) =
1

∆t`
Q̃(`)(0).

to compute Q(`−1)(tn) as a linear combination of Fi:

Q(`−1)(tn) =
s∑
i=1

ϕ̃
(`−1)
i (0)

(∆t)`−1
Fi.

The coefficients

Di,` =
ϕ̃
(`)
i (0)

(∆t)`
,

can be pre-computed prior to time iterations. In practice, we will compute and
store the vectors

ζj = αj+1A(I − P )w̃j . (16)

An optimal way to do that is provided by Algorithm 1.
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Algorithm 1 Computation of ζj (16)

Coefficients Di,` are pre-computed as

Di,` =
ϕ̃
(`)
i (0)

(∆t)`

for i = 1 . . . s do
compute Fi = F (tn + ci∆t)

end for
w = yn
for j = 0 . . .m do

compute z = A (I − P )w and zp = AP w
ζj = αj+1 z
compute Q(j) =

∑s
i=1Di,jFi

w = z + zp +Q(j)

end for

Now we treat the second-integral in (13) corresponding to the source term in
the coarse part. It is approximated as follows:∫ tn+ξ∆t

tn

(I − P )F (t)dt ≈ (I − P )ξ∆t
s∑
i=1

biQ(tn + ciξ∆t).

For degrees of freedom (dofs) that are far from the fine region (i.e. dofs belonging
to elements that are not adjacent to or inside the fine part of the mesh), the
corresponding row of AP is zero, and Pi,i = 0. As a result, the contribution of
fine part in (13) can be dropped. The vector yn+1 (with ξ = 1) is computed as
follows for these degrees of freedom:

yn+1 = yn +∆tA(I − P )
m∑
j=0

αj+1∆t
jw̃j +∆t

s∑
i=1

biFi

or equivalently

yn+1 = yn +∆t
m∑
j=0

∆tjζj +∆t
s∑
i=1

biFi. (17)

We see that this expression is a linear combination of vectors Fi and ζj computed
in Algorithm 1.

Remark 1 If the fine part is void (i.e. P = 0), the obtained explicit scheme can
be written in the usual form given in [21]:

yn+1 =

m+1∑
j=0

αj∆t
jAjyn +∆t

m∑
k=0

∆tkAk
s∑
i=1

ωki Fi,

where

ωki =


m+1−k∑
`=1

αk+` ϕ̃i
(`−1)(0), if k > 0

bi, if k = 0

.

The result is obtained by introducing k = j + 1− `.
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Remark 2 In formula (17), we can observe that the coarse part is advanced by
using Hörner’s algorithm (instead of the stable algorithm given in [21]). This
algorithm is necessary to advance the fine part efficiently. That is the main
reason why we preferred the optimized explicit schemes with a small number of
additional stages, such that the Hörner’s algorithm should not deteriorate the
accuracy.

3.2 Treatment of the coarse part combined with the fine part

We recall that Q (14) denotes the polynomial that interpolates the source func-
tion F . We introduce Q̂ as the anti-derivative of Q. Then the integral of the
source term in the coarse region (that will be in contact with the fine region)
can be approximated as follows:∫ tn+ξ∆t

tn

(I − P )F (t)dt ≈ (I − P )
(
Q̂(tn + ξ∆t)− Q̂(tn)

)
. (18)

Using the equation (18) and the approximation (15) in the coarse region, the
equation (13) becomes:

y(tn + ξ∆t) ≈ yn +A(I − P )

m∑
j=0

αj+1(ξ∆t)
j+1w̃j

+ (I − P )
(
Q̂(tn + ξ∆t)− Q̂(tn)

)
+

∫ tn+ξ∆t

tn

APy(t) + PF (t)dt

We introduce the variable τ = ξ∆t to obtain

y(tn + τ) = yn +A(I − P )
m∑
j=0

αj+1 τ
j+1w̃j + (I − P )

(
Q̂(tn + τ)− Q̂(tn)

)
+

∫ tn+τ

tn

APy(t) + PF (t)dt.

(19)

Let ỹ be defined as
ỹ(τ) = y(tn + τ).

Like in [16], we differentiate (19) with respect to τ to obtain the following ODE:

dỹ(τ)

dτ
=

updated source term︷ ︸︸ ︷
A(I − P )

m∑
j=0

(j + 1)αj+1 τ
jw̃j + (I − P )Q(tn + τ) + PF (tn + τ)+APỹ(τ).

(20)
The equation (20) represents the ODE that has to be solved in the fine region
with an updated source term. This updated source term is known since its comes
from the explicit scheme used in the coarse region and the source term set in the
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fine region. We have made the choice of approximating F with Q in this term as
well. With this approach, we obtain the following ODE:

dỹ(τ)

dτ
= APỹ(τ) + F̃ (τ), (21)

where

F̃ (τ) =
m∑
j=0

(j + 1) τ j ζj +Q(tn + τ) =
m∑
j=0

(j + 1) τ j ζj +
s∑
i=1

ϕ̃i
( τ

∆t

)
Fi. (22)

The ODE (21) can be solved using either explicit schemes with small time step
as in [16] or implicit schemes as we propose here. We use A-stable implicit
schemes developed in [32] to solve (21), to obtain locally implicit schemes. By
this way, the most stiff part of the computational domain becomes a CFL-free
region since we use A-stable time integration schemes. This allows increasing
the admissible values of time step which contributes to reduce the computa-
tional costs.
As mentioned above, in practice we define a close region that comprises the fine
region and its adjacent elements. The adjacent elements to the fine part are ele-
ments that share an edge (face in 3-D) with the fine region. The dofs associated
with elements in the close region are called close degrees of freedom (close dofs)
whereas the dofs of other elements are named far degrees of freedom (far dofs).
The close dofs correspond to non-null rows of operator AP , meaning the ODE
(21) is solved implicitly for all the close dofs not only the dofs of the fine region.
However, since we use a HDG formulation, the linear system to be solved in-
volves only the dofs associated with a unknown multiplier λ for edges (faces in
3-D) of the fine region only. Then the unknowns u and v (for the acoustic wave
equation (25)) are reconstructed in the close region (fine region and adjacent
elements), as explained in appendix A.
In Algorithm 2 we present a sequence to compute yn+1 from yn using the locally
implicit method. It is worth noting that the tasks 1 and 2 in this algorithm can
be performed in parallel although the cost of these two tasks is very different.
In fact, the task 1 consists of a linear combination as shown in sub-section 3.1
while task 2 involves the solution of several linear systems.

Algorithm 2 Computation of yn+1

compute vectors Fi and ζj with algorithm 1
Task 1 : compute yn+1 for far degrees of freedom with formula (17)
Task 2 : compute yn+1 for close degrees of freedom by solving the ODE (21)
with an implicit scheme

Remark 3 The ODE (21) holds true for far degrees of freedom. For these degrees
of freedom, it reduces to dỹ(τ)/dτ = F̃ (τ) since the corresponding rows of AP
are null. This ODE can be integrated exactly, and we obtain the expression (17)
for yn+1.
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3.3 Comparison with ARK schemes

IMEX Runge-Kutta schemes can be applied to the following splitting of the lin-
ear ODE (11) :

Ay(t) + F (t) = A(I − P )y(t) + (I − P )F (t)︸ ︷︷ ︸
Coarse part

+APy(t) + PF (t)︸ ︷︷ ︸
Fine part

.

Let us denote

fE(t, y(t)) = A(I − P )y(t) + (I − P )F (t), fI(t, y(t)) = APy(t) + PF (t).

Additive Runge-Kutta (ARK) methods can be written:
ui = yn +∆t

i−1∑
j=1

aEi,jfE(tn + ci∆t, uj) +∆t
i∑

j=1

aIi,jfI(tn + ci∆t, uj),

yn+1 = yn +∆t
s∑
i=1

bi (Aui + F (tn + ci∆t)) .

(23)

For coefficients aIi,j , aEi,j , bi, ci, we use the values given in [35]. The scheme (23)
is implemented in practice with algorithm 3. In this algorithm, γ = aI2,2 is

Algorithm 3 Computation of yn+1 with ARK schemes

for i = 1 . . . s do
Compute Fi = F (tn + ci∆t)
if i = 1 then

Set ui = yn
else

Compute b = yn +∆t
(∑i−1

j=1 a
I
i,jw

I
j + aEi,jw

E
j

)
+ γ∆tPFi

Solve the implicit part such that (I − γ∆tAP )ui = b
end if
Store wIi = APui + PFi and wEi = A(I − P )ui + (I − P )Fi

end for
Compute yn+1 = yn +∆t

(∑s
i=1 bi(w

I
i + wEi )

)

the coefficient on the diagonal. We can observe that the storage of vectors wIi
and wEi is required, which can be compared to the storage of vectors ζj for
our schemes (algorithm 2). The vectors Fi are usually stored as sparse vectors
since the source is usually located on the boundary. As a result, we can con-
clude that the storage requirements for both schemes are similar. ARK schemes
have a drawback since they require that the points ci coincide for the explicit
and implicit schemes used, meaning we have to choose the same number of
stages for the explicit part and the implicit part. Regarding this issue, the lo-
cally implicit schemes we propose are more flexible since they do not necessary
require to have the same number of stages for the explicit and implicit schemes
used. This is interesting because we can use less stages for the implicit part
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(a) 2D (b) 3D

Fig. 3: Example of 2D and 3D small meshes used to evaluate the local time step of each element.

and reduce the computational time. Finally, the efficiency of the third fourth
and fifth-order ARK schemes as defined by equation (10) is given in table 2.
These schemes are referred as ARK3, ARK4 and ARK5 (respectively denoted

Scheme ARK3 ARK4 ARK5
Efficiency 45.8 % 35.3 % 9.9 %

Table 2: Efficiency obtained for the explicit part of ARK schemes.

ARK3(2)4L[2]SA, ARK4(3)6L[2]SA and ARK5(4)8L[2]SA in appendix C of [35]).
We can see that the efficiency of these schemes is lower than the one of opti-
mized explicit schemes we presented in sub-section 2.2. This imply that for a
given splitting of the mesh (operator P ), ARK schemes should require a smaller
time step compared to the proposed locally implicit schemes. Numerical experi-
ments conducted in the section 6 confirm these preliminary comparisons.

4 Splitting based on the local time step

Let Ω ⊂ Rn be an open set that represents the computational domain. The
domain Ω is assumed to be meshed with elements Ki such that

Ω =
⋃
Ki.

We consider the following semi-discrete ODE for a sub-mesh Ωi of the compu-
tational domain Ω: Mh

dy(t)

dt
+Khy(t) = F (t) t ∈ (0, T ]

y(0) = y0

. (24)

The sub-mesh Ωi comprises the element Ki and its adjacent elements (elements
that share an edge in 2D (a face in 3D) with the element Ki ). In Figure 3, we
have represented examples of a sub-mesh Ωi in 2D and 3D in the case of an
hybrid mesh. In (24), Mh is the local mass matrix and Kh is the local stiffness
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matrix. We denote by Ai = −M−1
h Kh|Ωi

the product of the inverse of the local
mass matrix with the local stiffness matrix of the sub-mesh Ωi. The local time
step ∆ti is then given as

∆ti = max
{
∆t such that |R`s(λ∆t)| ≤ 1, ∀λ ∈ sp(Ai)

}
.

This local time step is expensive to compute, since we need to compute all the
eigenvalues of Ai and then compute the maximum. We preferred to apply the
algorithm 4 to evaluate an approximation of ∆ti.

Algorithm 4 Computation of ∆ti
Choose a nominal time step ∆tnom large enough.
Find the largest eigenvalue λmax of Ai. Eigenvalues are sorted by increasing
modulus |R`s(λ∆tnom)|.
Apply the bisection method to find∆ti ∈ [0,∆tnom] such that |R(λmax∆ti)| =
1.

In this algorithm, we find the eigenvalues λwith the largest modulus |R`s(λ∆tnom)|,
by using Slepc software [36]. This software allows the user to provide its own
function that compares two eigenvalues (through function EPSSetEigenvalue-
Comparison).

Once the local time steps ∆ti are approximated, the splitting between fine
and coarse region is done by comparing these local time steps to a reference
time step ∆tref :{

if ∆ti ≤ ∆tref , Ki ∈ Ωfine = fine region
if ∆ti > ∆tref , Ki ∈ Ωcoarse = coarse region

.

5 Accuracy of the locally implicit methods

In this section, we aim at showing that the locally implicit methods obtained
from the combination of the Linear-ERK schemes of order r with implicit schemes
of the same order (Padé or Linear-SDIRK schemes), are of order r. This result
follows from the result obtained for the local time-stepping method presented in
[16].

By construction, the algorithm used to advance far degrees of freedom with
formula (17) is of order r, i.e. the consistency error of the formula is inO(∆tr+1).
The algorithm used to advance close degrees of freedom (an implicit scheme of
order r) will also provide a local error in O(∆tr+1). So it seems clear that the
global scheme has a local error in O(∆tr+1). As a result, if the global scheme is
stable, the global error should be in O(∆tr). We do not have any proof for the
stability, but since the ODE in the close region is advanced with an A-stable
scheme, the CFL of the global scheme should be controlled by the CFL of the
coarse part.
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6 Numerical results

This section provides numerical results in order to validate the locally implicit
schemes implemented and to evaluate the efficiency of the schemes. The schemes
have been implemented in the finite element C++ code Montjoie [5] (http:
//montjoie.gforge.inria.fr/) with a HDG formulation as described in
[21]. The numerical simulations have been performed on 16 cores, the computa-
tion time is the real time spent to complete the simulation until the final time.
The memory usage is measured for a sequential execution (on one core). The
parallelization has been performed by parallelizing directly each step of the al-
gorithm 2.

We first consider the acoustic wave equation. The scalar field u and vectorial
field v depend on the space x and the time t and are solutions to the following
boundary value problem:

ρ ∂tu− div v = f, ∀(x, t) ∈ Ω × R+

µ−1∂tv −∇u = 0, ∀(x, t) ∈ Ω × R+

u(x, 0) = ∂tu(x, 0) = 0, ∀x ∈ Ω (null initial conditions)

u = fD, x ∈ ΓD (Dirichlet condition)

µ∂nu = fN , x ∈ ΓN (Neumann condition)

µ∂nu+
√
ρµ ∂tu = fA, x ∈ ΓA (Absorbing condition)

(25)

where Ω is the computational domain. ΓD, ΓN and ΓA are the boundaries asso-
ciated respectively with Dirichlet, Neumann and absorbing boundary condition.
n is the normal vector outgoing to the considered boundary, ρ and µ are physical
indexes, which are piecewise constant. fD, fN and fA are given source functions.
Hybrid Discontinuous Galerkin formulation is used for the space discretization
of these equations (see [33]). Schur complement technique is performed such
that the linear system to be solved has a reduced size (see details in [21]). This
linear system is factorized and solved by calling Mumps routines [37]. For im-
plicit schemes, we can use Padé schemes, denoted as Padé r where r is the order.
We can also use Linear-Sdirk schemes, denoted as LSDIRK r − ` where r is the
order and ` the number of additional stages. For these schemes, the total num-
ber of stages is equal to s+ ` where s = r − 1.

6.1 Time convergence

In this sub-section, we consider a square [−5, 5]2 with homogeneous indexes
ρ = µ = 1. The inner square [−1, 1]2 is refined (see figure 4) in order to have a
fine resolution where the source is not null. This inner square will correspond
to the fine region (i.e. implicit part) where an implicit scheme will be used. We
choose the following source term (Gaussian in space)

f(x, y, t) = β exp(−α(x2 + y2))h(t),

where

r0 = 1, α =
log(106)

r20
, β =

√
α

π
.

http://montjoie.gforge.inria.fr/
http://montjoie.gforge.inria.fr/
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Fig. 4: Mesh used for time convergence (Green zone: fine region, Red zone: coarse region). The
close region comprises the fine region (green zone) and adjacent elements (elements that share
an edge with an element in the green zone).

Fig. 5: Solution for the square at time t = 4 and t = 20.

The time pulse h(t) is chosen as a derivative of a Gaussian

h(t) = −(f0t− 1) exp
(
−(f0t− 1)2π2

)
,

where f0 is the central frequency (we choose f0 = 1). Homogeneous Dirichlet
conditions are set on the boundary of the square. The solution obtained for t = 4
and t = 20 is plotted in figure 5. In this sub-section, we study the convergence of
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Fig. 6: Relative L2 error versus ∆t for ERK 4-2 and Padé 4 (or Linear SDIRK 4-1).

the local implicit scheme. As a result, the space discretization is fixed with the
mesh displayed in figure 4 and Q12 space approximation such that the space
error is close to 10−12 (due to round-off errors in double precision). The refer-
ence solution is computed with an explicit eighth-order Runge-Kutta scheme
(∆t = 0.001), the relative error is computed with final time t = 20. In figure
6, 7 and 8, we can observe the convergence in time of local implicit schemes.
Linear ERK schemes are used for the explicit part (respectively ERK 4-2, ERK
6-2 and ERK 8-2). Padé schemes or Linear SDIRK schemes with one additional
stage are used for the implicit part. For fourth-order schemes (see figure 6), we
observe a nice convergence in O(∆t4) with either Padé scheme or Linear SDIRK
for the implicit part. For sixth-order schemes (see figure 7), we obtain a conver-
gence in O(∆t6) when Padé scheme is used. The stagnation below 10−12 is due
to round off errors (double precision is used). When Linear SDIRK scheme is
used, the convergence seems slower, the relative error is much larger than with
Padé schemes. For eighth-order, Padé scheme would probably provide a better
convergence in O(∆t8) but it cannot be observed since the error is already in
10−12 for the maximal time step. Linear SDIRK scheme provides a reduced
convergence (here we measure a sixth-order convergence in figure 8). For the
figures 6, 7 and 8, the time step is chosen lower than the maximal time step.
Because of the restrictive CFL, this maximal time step is quite small, and the
error obtained with this time step can be very small.

6.2 Space-time convergence

In this sub-section, the convergence both in space and time is studied We con-
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Fig. 7: Relative L2 error versus ∆t for ERK 6-2 and Padé 6 (or Linear SDIRK 6-1).
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Fig. 8: Relative L2 error versus ∆t for ERK 8-2 and Padé 8 (or Linear SDIRK 8-1).
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Fig. 9: Example of two meshes used for space-time convergence.
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Fig. 10: Space-time convergence with Q3, ERK4-2 and Pade 4 (or Linear SDIRK 4-1).

sider the same case than in the previous section. Only the mesh size will vary,
an example of two meshes is given in figure 9. The reference solution is com-
puted with Q12 approximation and 40 elements in x-direction with an explicit
eighth-order Runge-Kutta scheme (∆t = 0.001).

We consider Q3,Q5 and Q7 approximation in order to obtain a convergence
in O(h4), O(h6) and O(h8) where h is the mesh size. The time step is chosen



High-order locally A-stable implicit schemes for linear ODEs 23

10−2 10−1

h/r

10−9

10−8

10−7

10−6

10−5

10−4

10−3

10−2

10−1

Re
la

tiv
e 

er
ro

r

1
6

Pade6
Linear Sdirk 6-1

Fig. 11: Space-time convergence with Q5, ERK6-2 and Pade 6 (or Linear SDIRK 6-1).
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Fig. 12: Space-time convergence with Q7, ERK8-2 and Pade 8 (or Linear SDIRK 8-1).
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Order h Local LSDIRK Local Padé Explicit Slepc
4 (Q3) 0.25 0.0727 0.0727 0.0727 0.0727
6 (Q3) 0.5 0.0512 0.0516 0.0543 0.0567
8 (Q7) 0.5 0.0410 0.0418 0.0428 0.0428

Table 3: Maximal time step for the square will local refinement for local implicit schemes,
without refinement for explicit scheme. Last column gives the estimate computed with Slepc.

close to the maximal time step, namely we choose

∆t =
h

3.5
, ∆t =

h

10
, ∆t =

h

12.5
,

for respectively Q3,Q5 and Q7 space approximation. In the table 3, the mea-
sured maximal time step for this case is given for the locally implicit schemes.
This maximal time step is found manually by checking that the solution is sta-
ble until T = 10000. It is compared with the time step measured for a regular
square (with only ERK scheme), in order to check if the local implicit scheme
does not deteriorate the stability condition due to the coarse part of the mesh. It
is observed that the maximal time step is slightly smaller with locally implicit
schemes from order 6. In this table, the maximal time step computed by Slepc
(see section 4) is also given to show that this approximation is fairly good, some-
times this procedure gives exactly the maximal time step (here for order 4 and
8). In figures 10, 11 and 12, we plot the relative L2 error versus the mesh size
h for fourth-order, sixth-order and eighth-order schemes. When a local implicit
scheme is used with Padé scheme for the implicit part, we observe a nice con-
vergence in O(hr+1) as expected (where r is the order of space approximation).
When a LSDIRK scheme is used, we observe a good convergence for fourth-order
scheme but a deteriorated convergence for higher order schemes. This deterio-
ration could be due to spurious oscillations that have been previously observed
in [32]. Nevertheless this issue appears for small values of h and the relative L2

error is satisfactory. In order to illustrate this issue, we have computed the L2

error when the following scalar ODE is solved

y′(t) = iLy(t) + f(t)

for large values of L with a simple source function

f(t) = e−3(t−5)2cos(2πt).

Null initial conditions are imposed such that the solution is not highly oscilla-
tory even for large values of L. This kind of scalar ODE can be obtained when
the general ODE (1) is projected on an eigenmode associated with the eigen-
value iL. Spurious oscillations are associated with highly oscillating eigenmodes
(obtained when L is large). The L2 error is computed on the time interval [0, 10].
The L2 error obtained for Padé and LSDIRK schemes is plotted in figure 13. We
can observe that fourth-order schemes (both Padé 4 and LSDIRK 4-1) are ro-
bust since the L2 error remains low for large values of L. When the time step is
divided by two, the error decreases for all values of L. For eighth-order schemes,
only Padé 8 is robust. When LSDIRK 8-l, l = 1, 2, 3, is used, the L2 error goes
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Fig. 13: On the left, the relative L2 error obtained for the scalar ODE solved with the fourth-
order implicit schemes. On the right, the relative L2 error with the eighth-order implicit
schemes.

beyond 100% for large values of L. This phenomenon is known as a phenomenon
of order reduction [38].

6.3 2-D case

In this section, we consider the scattering by a magnetron (see figure 14). The
medium is homogeneous (ρ = µ = 1), there are 16 circular cavities of radius 4.0.
The domain has a diameter of 140 wavelengths, since the radius of the outer
circle is equal to 70, and the central frequency of the source is equal to 1.0. A
homogeneous Neumann boundary condition is set on all the boundaries except
at the external circle. On this outer circle, an absorbing boundary condition
(ABC) is set to simulate the propagation of an incident plane wave with fA =
µ∂nu

inc +
√
ρµ∂tu

inc, which corresponds to an ABC applied on the reflected
wave. The incident field is given by uinc = h(t − 1.5 − x). The time source is a
sine function modulated by a Gaussian

h(t) = sin(2πt) exp(−0.1(t− t0)2),

t0 is chosen such that the Gaussian is equal to 10−6 at t = 0:

t0 =
√
10 log(106).

The source term fA is given as

fA(x, t) = (1− u · n)h′(t− u · x− 70),

where u = (−1, 0) is the orientation of the plane wave and n the outgoing nor-
mal. The solution obtained is plotted in figure 15 for different times. The refer-
ence solution is computed with eighth-order Padé scheme and∆t = 0.01. Among
fourth-order time schemes, we compare the following schemes:

– Classical RK4 scheme (ERK 4-0)
– ERK 4-2 with local implicit LSDIRK 4-1
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Fig. 14: Mesh used for the simulations for the scattering of a magnetron (Q8 approximation).

– ERK 4-2 with local implicit Padé 4
– ERK 4-4 with local implicit Padé 4
– ARK4
– LSDIRK 4-1
– Padé 4

Local implicit schemes use the splitting computed as described in section 4 with
∆tref = 0.032. The obtained coarse and fine regions are displayed in figure 16.
The time step for local implicit schemes is then chosen close to the maximal time
step. The results obtained for fourth-order schemes are summarized in table 4.
For this case, we observe that the explicit scheme (ERK 4-0) is cheap in memory
(745 Mo) but is expensive in computational time (more than 7 hours). On the
other hand, the implicit fourth-order Padé scheme is the fastest (21 minutes)
but requires much more memory (4.3 Go). Locally implicit schemes achieve a
compromise between these two schemes, since the storage requirement is lower
than for implicit schemes and the computational time is smaller than for ex-
plicit schemes. ARK4 scheme is less efficient because the maximal time step is
smaller (see table 2 that gives the efficiency of this scheme) than by using local
implicit schemes based on ERK4-2 scheme. Among eighth-order time schemes,
we compare the following schemes:

– ERK 8-2 with local implicit LSDIRK 8-1
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Fig. 15: Solution for the magnetron for t = 20, 100, 200. On right bottom, zoom of the solution
near circular cavities.

Time Scheme Time step L2 error Computation time Memory
Explicit RK4 4.57 · 10−4 8.12 · 10−10 7h10min 748 Mo

Local LSDIRK 4-1 (ERK 4-2) 0.025 1.17 · 10−3 42min9s 1.62 Go
Local Padé 4 (ERK 4-2) 0.025 1.36 · 10−3 28min10s 2.07 Go
Local Padé 4 (ERK 4-4) 0.0385 3.71 · 10−3 22min8s 2.17 Go

ARK4 0.0179 1.94 · 10−4 60min9s 1.60 Go
LSDIRK 4-1 0.04 2.645 · 10−3 44min32s 2.7 Go

Padé 4 0.0333 3.454 · 10−3 21min23s 4.3 Go

Table 4: Comparison of different fourth-order time schemes for the magnetron.
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Fig. 16: Splitting of the magnetron mesh into the fine part (green) and coarse part (red).

Time Scheme Time step L2 error Computation time Memory
Local LSDIRK 8-1 (ERK 8-2) 1/30 1.92 · 10−6 60min22s 1.78 Go
Local LSDIRK 8-1 (ERK 8-6) 1/22 9.93 · 10−6 49min28s 1.91 Go

Local Padé 8 (ERK 8-2) 1/30 2.25 · 10−9 39min3s 2.93 Go
LSDIRK 8-1 1/6 2.01 · 10−3 21min49s 2.84 Go

Padé 8 1/4 2.02 · 10−3 6min4s 7.44 Go

Table 5: Comparison of different eighth-order time schemes for the magnetron.

– ERK 8-6 with local implicit LSDIRK 8-1
– ERK 8-2 with local implicit Padé 8
– LSDIRK 8-1
– Padé 8

Here, local implicit schemes use the same splitting as for fourth order-schemes
(see figure 16). The results obtained for these schemes are summarized in table
5. Because of the use of eighth-order schemes, the local implicit schemes are
much more accurate compared to fourth order schemes. Again the implicit Padé
scheme is the fastest and local implicit schemes use less memory. For this case,
we observe that the error obtained for local LSDIRK scheme is much higher
than for local Padé scheme. This is probably due to the issue of convergence we
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Fig. 17: 3-D mesh used for the scattering by a network of small spheres. (Q4 approximation)

have observed for the square. By using more additional stages (ERK 8-6 instead
of ERK 8-2), the computational time is lower.

6.4 3-D case

In this section, we consider the scattering by a network of small spheres (see
figure 17). These spheres are placed regularly in a parallelepiped (5 spheres in
x-axis, 5 in y-axis and 3 in z-axis). The distance between each sphere is equal to
2.0 whereas the radius of each sphere is equal to 0.07. This network of spheres
is placed in the parallelepiped box [−8, 8]× [−8, 8]× [−3, 3]. The physical indexes
inside the spheres are given by

ρ = 0.1, µ = 0.8,

whereas the surrounding medium is characterized by ρ = µ = 1. Inhomoge-
neous Dirichlet condition is set on the bottom plane z = −3 whereas homoge-
neous absorbing boundary condition is set on other boundaries. In Figure 17,
the hexahedral mesh used for the simulations is displayed. Q4 polynomial ap-
proximation is used with this mesh. On the plane z = −3, we have taken the
following inhomogeneous Dirichlet condition

fD = g(x, y)h(t),

where the space source g is a Gaussian centered at the origin

g(x, y) = β exp(−α(x2 + y2))

with

r0 = 5, α =
log(106)

r20
, β =

√
α

π
,
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Time scheme Time step L2 error Computation Time Memory
Explicit RK4 2.22 · 10−4 - 6h58 3.0 Go

Local LSDIRK 4-1 (ERK4-0) 1/57 1.65 · 10−4 61min28s 72.0 Go
Local LSDIRK 4-1 (ERK4-2) 1/28 5.64 · 10−4 32min21s 72.2 Go
Local LSDIRK 4-1 (ERK4-4) 1/20 1.08 · 10−3 25min12s 72.2 Go

ARK4 1/37 1.58 · 10−4 45min51s 71.8 Go
LSDIRK 4-1 0.05 1.06 · 10−3 39min31s 92.4 Go

Table 6: Comparison of different fourth-order time schemes for the scattering by a network of
spheres.

and h is a sine function modulated by a Gaussian

h(t) = exp(−2(t− t0)2) sin(2πt).

t0 is chosen such that the Gaussian is equal to 10−6 at t = 0:

t0 =

√
log(106)

2
.

The solution obtained for t = 6 and t = 12 is represented in Figure 18. We focus
here on the following fourth-order time schemes:

– Classical RK4 scheme
– ERK 4-` with local implicit LSDIRK 4-1 with different values of `
– ARK4
– LSDIRK 4-1

For the first scheme which is purely explicit, we set ∆t close to the CFL. For the
second time scheme, we have obtained the splitting given in figure 19 between
the coarse and fine mesh for ∆tref = 0.01 and ERK 4-0. The time step for lo-
cal implicit schemes is then chosen close to the maximal time step. For the last
time scheme, the time step is chosen such that we obtain 0.1% of L2 error for the
final time T = 20. The computational time and memory required for all these
schemes to compute the solution until the final time T = 20 are given in table
6. The L2 error has been computed for the final time and by taking the solution
given with the first scheme (explicit) as reference. We see here that it is advan-
tageous to have additional stages for local implicit schemes based on ERK4-`
schemes, since the time step can be chosen larger, and the computational time
is reduced. ARK4 scheme does not have this flexibility and is less efficient.
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Fig. 18: Solution obtained for the scattering by a network of spheres. Solution for t = 6 (top)
and t = 12 (bottom).
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Fig. 19: Splitting into coarse (red) and fine region (green).

7 Conclusion

In this paper, we have presented locally implicit schemes for linear ODEs with
an arbitrary order. These schemes couple ERK (Explicit Runge Kutta) schemes
with different type of one-step implicit schemes. Herein, we have considered ei-
ther Padé schemes or Linear SDIRK schemes for the implicit time integration.
When Padé schemes are used for the implicit part, we have observed that the
global scheme converges with the expected order (i.e. inO(∆tp) for the scheme of
order p). We also observed that the CFL is almost the same as the CFL computed
for the coarse region. The fully discrete scheme in space and time exhibits also
a nice convergence in O(hp + ∆tp) when Hybridizable Discontinuous Galerkin
approximation is used in space. When Linear SDIRK schemes are used for the
implicit part, the convergence is nice only for fourth-order schemes, but it be-
comes progressively bad for higher orders. This deterioration could be due to
spurious oscillations that have been previously observed in [32]. In spite of this
issue of convergence, the accuracy obtained with these schemes is still satis-
factory and besides they require less memory usage than the locally implicit
methods formed using the Padé schemes.

Compared to the classical IMEX Runge-Kutta schemes, the main advantage
of the proposed method is that it is easier to construct very high order schemes.
We have implemented schemes up to order eight, whereas IMEX Runge-Kutta
schemes are usually limited to fourth order accuracy. The latter schemes are
able to treat general ODEs whereas only linear ODEs of the form y′(t) = Ay(t)+
F (t) can be treated with the proposed approach. This approach also enables the
use of any implicit scheme, whereas IMEX schemes are less flexible since they
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require the same number of stages for the explicit and implicit schemes used.
The proposed approach is equivalent to IMEX schemes regarding the memory
usage. However, since the stability condition is less restrictive, it leads to a
reduced computational time.

The 2-D and 3-D numerical results for the wave equation presented in this
paper show that explicit schemes can be highly constrained by the stability con-
dition, i.e. the time step has to be chosen very small to satisfy the CFL condition.
For this reason even though the optimized explicit schemes give an accurate so-
lution, they are very expensive in terms of computational time which make them
less efficient for the tested cases. On the other hand globally implicit integration
with unconditionally stable scheme has no CFL condition to satisfy, but they
are limited by an accuracy level, i.e. the time step has still to be chosen to reach
the targeted accuracy level. We observed that they require less computational
time compared to explicit schemes, but they consume a large amount of memory
when direct solvers are used. In a middle, the locally implicit schemes we have
developed achieve a compromise between implicit and explicit schemes. They
use less memory compared to global implicit integration schemes and less com-
putational time compared to global explicit integration schemes. In this case,
the time step is chosen by the user in order to have a reduced computational
time and memory usage. As a prospect, we think that it would be interesting
to couple local time-stepping (LTS) strategy with locally implicit method. This
could allow to add extra levels of splitting and give more flexibility in the choice
of the time step. In fact, in the current development the time step chosen is
restricted by the CFL number of the explicit scheme used, which depends on
the defined coarse region. Having a LTS strategy in a wider coarse region could
release the CFL restriction for the explicit schemes allowing by this way the use
of larger time steps. As a consequence, the implicit method would be used only
on very fine regions with larger time step and could lead to an extra reduction
of the computational time and the memory usage.
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A Remarks on the implementation of the HDG formulation of the
acoustic wave equation.

For the first order acoustic wave equation (25), the local variational formulation set on an
element K in the HDG formulation is given as

d

dt

∫
K
ρ uϕi dx+

∫
K
v · ∇ϕi dx−

∫
∂K

v · nϕi dx+

∫
∂K

τ(u− λ)ϕi dx = 0

d

dt

∫
K
µ−1v · ψi dx−

∫
K
∇u · ψi +

∫
∂K

(u− λ)ψi · ndx = 0∫
∂K

(−v · n+ τ(u− λ)) q dx = 0

(26)

where u, v are volume unknowns (discontinuous) and λ a surface unknown. ϕi, ψi, q are the
test functions associated with u, v and λ. The penalization parameter τ is equal to √ρµ. The
last equation is modified when the boundary of K meets the boundary of the computational
domain. For instance, is a first-order absorbing boundary condition is set

v · n+
√
ρµu = fA.

the last equation of (26) becomes:∫
ΓN

(−v · n+ τ(u− 2λ)) q dx = −
∫
ΓN

fA q dx.

The HDG formulation provides locally for each element K the semi-discrete system
Mu

dU

dt
+KuV + CuΛ = 0

Mv
dV

dt
+KvU + CvΛ = 0

CλΛ+ CTu U + CTv V = 0

(27)

Cλ is multiplied by two for an edge with an absorbing boundary condition. When the ODE (21)
(which is set in the fine region) is solved with an implicit scheme, a linear system of the form

βY +APY = F

has to be solved for close dofs (with Y = (U, V )). For elements located in the fine region, we
have 

βMuU +KuV + CuΛ = Fu

βMvV +KvU + CvΛ = Fv

CλΛ+ CTu U + CTv V = 0

(28)

Unknowns U and V are eliminated element-wise to obtain a local system in Λ[
Cλ −

(
CTu C

T
v

)(
βMu Ku
Kv βMv

)−1 (
Cu
Cv

)]
Λ = −

(
CTu C

T
v

)(
βMu Ku
Kv βMv

)−1 (
Fu
Fv

)
.

This equation has to be assembled with all other elements to obtain the final system solved by
Λ. For adjacent elements (located on the coarse region), we have:

βMuU + CuΛ = Fu

βMvV + CvΛ = Fv

CλΛ = 0

(29)

where only unknowns on edges of the fine region are concerned for Λ. The equation to be
assembled with other elements is given as

CλΛ = 0.
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As a result, when the linear system is assembled for Λ, only unknowns located on edges (faces
in 3-D) of the fine region are involved. It is actually equivalent to add the contribution CλΛ =
0 or impose a fictitious homogeneous absorbing boundary condition on edges located at the
interface between the fine and coarse region. Once Λ has been computed on the edges of the
fine region (Λ is null for other edges), the unknown U and V are reconstructed element-wise,
e.g. in adjacent elements:

U =
1

β
M−1
u (Fu − CuΛ)

V =
1

β
M−1
v (Fv − CvΛ)

For quadrilateral/hexahedral elements, the mass matrices Mu and Mv are diagonal, and the
elimination/reconstruction of U and V can be lead efficiently as detailed in [21].
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