# A dynamic contagion risk model with recovery features 

Hamed Amini, Andreea Minca, Agnès Sulem

## To cite this version:

Hamed Amini, Andreea Minca, Agnès Sulem. A dynamic contagion risk model with recovery features.
Mathematics of Operations Research, 2021, 10.1287/moor.2021.1174 . hal-02421342v2

HAL Id: hal-02421342
https://inria.hal.science/hal-02421342v2
Submitted on 21 Jan 2022

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L'archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d'enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

# A dynamic contagion risk model with recovery features * 

Hamed Amini ${ }^{\dagger} \quad$ Andreea Minca ${ }^{\ddagger}$ Agnès Sulem ${ }^{\S}$

February 2021


#### Abstract

We introduce threshold growth in the classical threshold contagion model, or equivalently a network of Cramér-Lundberg processes in which nodes have downward jumps when there is a failure of a neighboring node. Choosing the configuration model as underlying graph, we prove fluid limits for the baseline model, as well as extensions to the directed case, state-dependent interarrival times and the case of growth driven by upward jumps. We obtain explicit ruin probabilities for the nodes according to their characteristics: initial threshold and in- (and out-) degree. We then allow nodes to choose their connectivity by trading off link benefits and contagion risk. We define a rational equilibrium concept in which nodes choose their connectivity according to an expected failure probability of any given link, and then impose condition that the expected failure probability coincides with the actual failure probability under the optimal connectivity. We show existence of an asymptotic equilibrium as well as convergence of the sequence of equilibria on the finite networks. In particular, our results show that systems with higher overall growth may have higher failure probability in equilibrium.
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## 1 Introduction

The random graph approach is a tool for systemic risk modeling when uncertainty stems from missing information on linkages. Such is the case for financial networks, see e.g. [12, 36, 40]. Instead of who is connected to whom, only aggregated information at the level of each node (agent) is available. One can think of these as node characteristics, and examples include capital, asset or liability size, degree of connectivity. Under some degree (distribution) regularity conditions, the random graph approach allows one to establish a limit (when the size of the network is large) of the fraction of agents that fail after an exogenous shock. The assumption is that one can categorize nodes according to some of their characteristics, and within each category, nodes are exchangeable. Along this direction, [6] assume that connectivity of each node is known and that the underlying graph is the configuration model, chosen uniformly over all graphs with the prescribed degree sequence. Their exchangeability assumptions on the linkage weights ensure that a limit exists for the fraction of nodes with an initial threshold to contagion. The final fraction of affected nodes is given in closed form for all values of degrees and initial thresholds.

Using random graphs models requires some caution in the real world application. For instance, networks must be sufficiently large in order for the asymptotic analysis to be relevant. In financial and risk networks, this is true at the level of a large economic zone. Real-world networks may have small cycles, while most existing literature on sparse random graphs (nongeometric models with finite average degree distribution) feature a locally tree-like property when the size of network goes to infinity, e.g., Erdös-Rényi random graph, configuration model, inhomogeneous random graphs, preferential attachment model [56]. However, recent literature shows that the basic configuration model can be extended to incorporate clustering; see e.g., [31, 53, 54, 57]. In light of its tractability and interpretability, as well as its potential to be enriched with clustering, in this paper we use the configuration model as our base model. Moreover, in the case of financial networks, closed form interpretable results based on random graphs can serve as a mandate for regulators to collect data on that specific network and assess contagion via more intensive computational methods. Without such mandate, data collection is only at aggregate level and existing methods for filling in the gaps are entropy methods, likely to understate contagion, or bayesian methods, which are computationally intensive even to generate one network compatible with the aggregated values.

Our main contribution in this paper is to extend the independent threshold contagion on the configuration model to the case when nodes' thresholds receive growth from the linkages. Threshold models of cascades in social network have been used primarily to study the spread of influence, see e.g., [44, 47, 50, 59] and references therein.Because losses from the linkages and growth are intertwined, we call this the recovery feature of the threshold. We are motivated by the application to financial and insurance-reinsurance networks. Indeed, in financial networks thresholds represent -depending on the context - either capital or liquidity. An initial set of nodes fail exogenously and affect the nodes connected to them as they default on financial obligations. If those nodes' capital or liquidity is insufficient to absorb the losses, they will fail in turn. In other terms, if the number of failed neighbors reaches a node's threshold, then this node will fail as well, and so on. Since contagion takes time, there is the potential for the capital to recover before the next failure. It is therefore important to introduce a notion of growth.

Networks of insurers and reinsurers are the closest example of what we model here, for several reasons. First, as the recent literature [21, 46, 48] emphasizes, network effects are critical in insurance-reinsurance networks, where reinsurers insure the primary insurers and other reinsurers. Contagion proceeds as failed reinsurers cannot honor contracts to other institutions, and such failures can propagate via chains of reinsurance contracts. Such networks contain several thousand nodes with infrequent reporting, and consequently uncertainty about the reinsurance links, [52].

Therefore asymptotic results on the scope of contagion on a random graph model are appealing. Second, the growth model is particularly adequate, as both primary insurers and reinsurers receive premiums rather deterministically between instances of large losses.

The model we consider in this paper can be seen as a set of Cramér-Lundberg processes living on the nodes of a graph and which interact through the graph links. The capital grows linearly over time. In contrast to the Cramér-Lundberg process, losses do not arrive according to an exogenous Poisson process. Nodes have downward jumps when there is a failure of a neighboring node. When a node's capital or liquidity reaches zero, the node fails and it leads to downward jumps to its own neighbors. The notion of time is also important. Calendar time governs the growth of capital. On the other hand, jumps are governed by the interaction between nodes (specifically between a failed one and one of its neighbors, chosen according to a probability law dictated by the random graph model). There is a natural notion of interaction time and the link revealing filtration. Consequently, jump arrival times have to be translated from interaction time to calendar time. We assume that inter-arrival times are exponentials with mean inversely proportional to the size of the network.

We assume that in each time unit, nodes' growth is proportional to nodes' number of linkages. The linear growth as in the Cramér-Lundberg is also consistent with models in the wider network literature that attribute a fixed reward (respectively cost in some models) to each link as a tradeoff to more contagion risk (respectively network rewards), see [22] and references therein.

Our model allows us to study a connectivity game in which agents choose their degrees. More connectivity leads to more benefits from the links, but also to more exposure to contagion risk. Although stylized, this tradeoff is highly relevant to the last two global crises. In the financial crisis, it was the banks and other financial institutions that became highly interconnected and posed what is now well known as systemic risk, a risk that the financial system collapses and imposes extreme losses in the overall economy. In the current Covid-19 crisis, it is individuals' choices to connect (or rather socially disconnect) to their peers that drives the path of the epidemic.

We provide several extensions and applications of the baseline model.

- First, we propose how to apply this model to an epidemic, whose course is determined by the overall social distancing decision of the agents.
- Second, we allow nodes' in- and out-degrees to differ. Further, we allow the inter-arrival times of interactions to depend on the state of the system, and in particular on the number of failed links (out-going links of failed nodes). This essentially provides a self-exciting process for the interactions on the network: the more failed linkages in the system, the higher the intensity with which counterparties are affected.
- Third, we consider the case when the intensity of the growth process can be prescribed and we provide fluid limits for the number of surviving agents.
- The relation to the Cramér-Lundberg networked risk processes is discussed in Section 5.4. In the classical model, a firm's (insurer's) capital is modeled as

$$
\begin{equation*}
C(t)=x+\alpha t-\sum_{k=1}^{\mathcal{N}_{\beta}(t)} L_{k} \tag{1}
\end{equation*}
$$

where $x$ denotes the initial capital, $L_{k}$ are i.i.d. non-negative random variable and $\mathcal{N}_{\beta}(t)$ is a Poisson process with intensity $\beta$ independent of $L_{k}$. The ruin time for the insurer is defined by $\tau_{x}:=\inf \{t \mid C(t) \leq 0\}$, (with the convention that $\inf \emptyset=\infty$ ) and the central question is to
find the ruin probability $\psi(x)=\mathbb{P}\left(\tau_{x}<\infty\right)$. In our threshold model with linear growth, there is capital growth $\alpha$ on every link. Most importantly, losses are not driven by an independent Poisson process, but by the ruin times of the neighbours. When those losses are constant but their arrival is driven by the neighbours' ruin, our model can be seen as the networked version of (11).

Relation to prior literature. For the Cramér-Lundberg process, many extensions have been proposed and there is an extensive machinery for a variety of first passage problems. However the multi-dimensional case is considerably harder. In [28], authors provide Pollaczek-Khinchine type formula for the transform of ruin probabilities in the two-dimensional case. A risk network with a central branch has been proposed recently in [14]. A particular dependence that allows for tractability is when one of the processes models a central branch and another one a subsidiary, and the jumps form the central branch are driven by bailouts of the subsidiary. This particular two-dimensional case allows for approximations via a reduction to the one-dimensional case. Other explicit computations for the two dimensional case are provided in [15-17]. Recent work in insurance mathematics [20] finds ruin probabilities for risk processes living on bipartite networks, on one side the firms and on the other side the insured objects. Losses are associated to the objects and are divided among firms according to the bipartite network. In contrast to our paper, there is no contagion among firms. In the case of two-dimensional coupled Levy queues, two-dimensional Laplace transform for the "or" ruin probability is given in [26]. Our coupling of the individual risk processes is by the random graph given by the configuration model. This allows us to give explicit results which are asymptotic and thus quite different in nature.

Limiting systemic risk requires new analytical and computational tools. Several previous works point to the link between network structure and financial stability, see e.g., [1-3, 9, 11, 19, 30, 34, [35, 38, 39, 43]. In particular, [6] study financial contagion on configuration model and derive a criterion for the resilience of a financial network to insolvency contagion, based on connectivity and the structure of contagious links (i.e., those exposures of a bank larger than its capital). The model extends the results on bootstrap percolation model (when the thresholds are fixed) in configuration model studied in [4, 5, 18]. Further, [7, 8] studied bootstrap percolation in inhomogeneous random graphs and show that when the degree distribution has infinite variance, then a sublinear number of initially infected vertices is enough to spread the infection over a linear fraction of the vertices of the random graph, with high probability. [32] apply and extend the techniques developed in [7, 8] to determine minimal capital requirements for financial institutions sufficient to make the network resilient to small shocks in the context of inhomogeneous random graphs.

Parallel to the development of network models for systemic risk, a recent series of works [27, [37, 41, 42, 42] introduced a reduced form approach to systemic risk analysis, based on mean field interaction models. Two works on interacting diffusions stand out as highly relevant to our work [49, 51]. The first one, [51] is closest in spirit. They study diffusions that live on the nodes of an infinite (directed, weighted) and complete graph, with weights that depend on the end nodes' types. There is an underlying stochastic kernel on the type set, and which encodes the networks structure of the model. Nodes impact each other via upward and downward jumps prescribed by the kernel when the processes hit certain barriers. Their network, while deterministic, is connected to the inhomogeneous random graph in [24]. Consistently with past results on contagion in inhomogeneous random graphs [7-9], the interacting particle system exhibits large macroscopic jumps (that we can interpret as cascades) that are linked to the largest eigenvalue of a matrix related to the type kernel. The type kernel can be controlled by the agents via a mean-field game. While close in spirit, the interactions in our model live on a random graph that is a finite configuration model. We study
the scaling limit, when the size of this random graph tends to infinity. The process that lives on the graph nodes is not a diffusion, but a Cramér-Lundberg process, with downward jumps at the failure times. Note that our model also features types, namely the initial thresholds, and can be extended to have more categorization, e.g. by having different in- and out-degrees. Agents control here the connectivity in a rational expectations equilibrium for which we prove convergence as the number of agents tends to infinity.

In [49, the authors study the scaling limit of interacting diffusions, where infractions do occur according to a random graph. While remarkably comprehensive, their model is not intended for cascades and there is no mechanism by which "small" jumps can add to macroscopic effects and our results on the size of a dynamic process on the network could not be obtained using their methodology. Indeed, we could not study the (scaled) limit of the stopping time of the contagion by analyzing the graph within a finite number of hops from a root. Indeed, as the size of the graph grows, so does the stopping time of the cascade.

Outline. The paper is organized as follows. In section 2 we give the main results on the scaled limit of failures when the model allows for recovery. We introduce the problem of choosing connectivity optimally in Section 3 and we give the equilibrium solution in the limit, the convergence of the equilibrium in the finite network as well as a numerical analysis of the equilibrium. Proofs of the main result are provided in Section 4. Finally, in Section 5, we give further results on different extensions.

Notations. We let $\mathbb{N}$ be the set of non-negative integers. For non-negative sequences $x_{n}$ and $y_{n}$, we write $x_{n}=O\left(y_{n}\right)$ if there exist $N \in \mathbb{N}$ and $C>0$ such that $x_{n} \leq C y_{n}$ for all $n \geq N$, and $x_{n}=o\left(y_{n}\right)$, if $x_{n} / y_{n} \rightarrow 0$, as $n \rightarrow \infty$.

Let $\left\{X_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of real-valued random variables on a probability space ( $\Omega, \mathbb{P}$ ). If $c \in \mathbb{R}$ is a constant, we write $X_{n} \xrightarrow{p} c$ to denote that $X_{n}$ converges in probability to $c$. That is, for any $\epsilon>0$, we have $\mathbb{P}\left(\left|X_{n}-c\right|>\epsilon\right) \rightarrow 0$ as $n \rightarrow \infty$.

Let $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of real numbers that tends to infinity as $n \rightarrow \infty$. We write $X_{n}=$ $o_{p}\left(a_{n}\right)$, if $\left|X_{n}\right| / a_{n}$ converges to 0 in probability. Additionally, we write $X_{n}=O_{p}\left(a_{n}\right)$, to denote that for any positive sequence $\omega(n) \rightarrow \infty$, we have $\mathbb{P}\left(\left|X_{n}\right| / a_{n} \geq \omega(n)\right)=o(1)$. If $\mathcal{E}_{n}$ is a measurable subset of $\Omega$, for any $n \in \mathbb{N}$, we say that the sequence $\left\{\mathcal{E}_{n}\right\}_{n \in \mathbb{N}}$ occurs with high probability (w.h.p.) if $\mathbb{P}\left(\mathcal{E}^{(n)}\right)=1-o(1)$, as $n \rightarrow \infty$.
$\operatorname{Bin}(k, p)$ denotes a binomial distribution corresponding to the number of successes of a sequence of $k$ independent Bernoulli trials each having probability of success $p$.

## 2 Model and results

### 2.1 A dynamic threshold model of cascades

We consider a system of $n$ nodes (agents) $[n]=\{1,2, \ldots, n\}$ endowed with a sequence of initial thresholds $\left(\theta_{i}\right)_{i \in[n]}$. To simplify the analysis, we assume that in-degree equals out-degree for each node $i \in[n]$, i.e., $\lambda_{i}^{+}=\lambda_{i}^{-}=\lambda_{i}$. In Section 5.2, we state our main theorem for the case when inand out-degree are allowed to differ. Given a connectivity $\lambda_{i}, i \in[n]$, nodes form links according to the random matching from the configuration model. In the (directed) configuration model with given degree sequence $\lambda_{i}, i \in[n]$, each node $i$ is assigned $\lambda_{i}$ in-coming half edges and $\lambda_{i}$ outgoing half edges. The (multi)graph results from uniform matching of the in-coming half edges and the
outgoing half edges [23, 555. Although self-loops may occur, these become rare as $n \rightarrow \infty$ (under the assumption that the maximum degree is $o(n)$, see e.g. [55]).

This graph is denoted by $\mathcal{G}^{(n)}$ and we write $(i, j) \in \mathcal{G}^{(n)}$ for the event that there's a link between $i$ and $j$. We let $\mu_{\lambda, \theta}^{(n)}$ be the fraction of nodes with degree $\lambda$ and threshold $\theta$,

$$
\begin{equation*}
\mu_{\lambda, \theta}^{(n)}:=\frac{\#\left\{i \in[n] \mid \theta_{i}=\theta, \lambda_{i}=\lambda\right\}}{n} . \tag{2}
\end{equation*}
$$

We assume the following regularity conditions on the degree sequence and thresholds:
$\left(C_{1}\right)$ For every $\lambda, \theta \in \mathbb{N}$ and for some distribution $\mu: \mathbb{N}^{2} \rightarrow[0,1]$, as $n \rightarrow \infty$,

$$
\begin{equation*}
\mu_{\lambda, \theta}^{(n)} \rightarrow \mu_{\lambda, \theta} . \tag{3}
\end{equation*}
$$

$\left(C_{2}\right)$ We also assume that the average connectivity converges to a finite limit, as $n \rightarrow \infty$

$$
\begin{equation*}
\bar{\lambda}^{(n)}:=\sum_{\lambda, \theta} \lambda \mu_{\lambda, \theta}^{(n)} \rightarrow \sum_{\lambda, \theta} \lambda \mu_{\lambda, \theta}=: \bar{\lambda} \in(0, \infty) . \tag{4}
\end{equation*}
$$

We let the fraction of nodes with threshold $\theta$ be defined as

$$
\mu_{\theta}^{(n)}:=\sum_{\lambda} \mu_{\lambda, \theta^{-}}^{(n)}
$$

Remark 1. We state our results for the random multigraph $\mathcal{G}^{(n)}$ constructed by configuration model. However, they could be transferred by conditioning on the multigraph being a simple graph (without loops and multiple edges). The resulting random graph, denoted by $\mathcal{G}_{*}^{(n)}$, will be uniformly distributed among all directed graphs with the same degree sequence. In order to transfer the results, we would need to assume that the degree distribution has a finite second moment and (as $n \rightarrow \infty$ )

$$
\sum_{\lambda=0}^{\infty} \sum_{\theta=0}^{\infty} \lambda^{2} \mu_{\lambda, \theta}^{(n)} \rightarrow \sum_{\lambda=0}^{\infty} \sum_{\theta=0}^{\infty} \lambda^{2} \mu_{\lambda, \theta} \in(0, \infty),
$$

which from [29, 45] implies that the probability of $\mathcal{G}^{(n)}$ being simple is bounded away from zero as $n \rightarrow \infty$. This means that, under the above second moment condition, any property that holds with high probability on the configuration model, also holds with high probability conditional on this random graph being simple (for the random graph $\mathcal{G}_{*}^{(n)}$ ). Indeed, under the above assumption, [29, 45] show that $\liminf _{n \rightarrow \infty} \mathbb{P}\left(\mathcal{G}^{(n)}\right.$ simple) $>0$ for the undirected and respectively directed configuration model. Consequently, for any sequence of properties (events) $\left\{\mathcal{E}^{(n)}\right\}$ such that $\lim _{n \rightarrow \infty} \mathbb{P}\left(\mathcal{G}^{(n)} \in \mathcal{E}^{(n)}\right)=1$, then also $\lim _{n \rightarrow \infty} \mathbb{P}\left(\mathcal{G}_{*}^{(n)} \in \mathcal{E}^{(n)}\right)=1$ since

$$
\mathbb{P}\left(\mathcal{G}_{*}^{(n)} \notin \mathcal{E}^{(n)}\right)=\mathbb{P}\left(\mathcal{G}^{(n)} \notin \mathcal{E}^{(n)} \mid \mathcal{G}^{(n)} \text { simple }\right) \leq \frac{\mathbb{P}\left(\mathcal{G}^{(n)} \notin \mathcal{E}^{(n)}\right)}{\mathbb{P}\left(\mathcal{G}^{(n)} \text { simple }\right)} \longrightarrow 0 \quad(\text { as } n \rightarrow \infty) .
$$

However, we conjecture that all results hold for the uniformly chosen random graph $\mathcal{G}_{*}^{(n)}$ even without the second moment assumption. Indeed, [25] have recently shown results for the size of the giant component from the multigraph case without using the second moment assumption; they prove that even with the (exponentially) small probability that the multigraph is simple, the error probabilities are even smaller.

This network is subject to contagion risk. After the network is formed, a shock occurs. We let $\mathcal{D}_{0}$ represent an exogenous set of failed nodes. This initial set of failed nodes triggers a failure cascade, as failed nodes affect the nodes connected to them. Whenever a node's threshold is smaller than the number of failed (in-coming) links, i.e., linkages starting from failed nodes, then it fails due to contagion.

Recovery feature. During the cascade processes, there is a growth feature in the whole system. This feature is captured by introducing the global growth rate (per unit time) $\alpha \cdot n$ for the system with $n$ nodes, where $0 \leq \alpha<1$. We think of $\alpha \cdot n$ is the rate of growth per unit time of the entire capital. We assume this global growth is distributed proportionally to the node's number of links. That is, the threshold of nodes with connectivity $\lambda$ will grow with rate (per unit time)

$$
\alpha \cdot n \cdot \frac{\lambda}{\sum_{\lambda, \theta} \lambda \mu_{\lambda, \theta}^{(n)} n}=\frac{\alpha \lambda}{\bar{\lambda}^{(n)}},
$$

where $\sum_{\lambda, \theta} \lambda \mu_{\lambda, \theta}^{(n)} n=n \bar{\lambda}_{n}$ gives the total number of links in the system.
A very important feature is that only surviving nodes can grow.
We now introduce the dynamic model of contagion. At time 0 nodes in set the $\mathcal{D}_{0}$ fail exogenously. Each failed link, defined as a link between any node and a failed node, represents an interaction and the number of interactions is always lower than the total number of linkages in the network $\mathcal{G}^{(n)}$. In the dynamic model, we introduce the calendar time and relate it to interaction time. We will study the scaling limit of contagion size and we assume that the total (calendar) time for all interactions is independent of $n$. Since the number of links scales linearly with $n$ (see (4)) then the average time between interactions must scale with $\frac{1}{n}$. For a system with $n$ nodes, we define $T_{k}^{(n)}$ the calendar time of the $k^{t h}$ interaction and we refer to $k$ as the interaction time.

We assume that the duration in calendar time between the two successive interactions is given by a random variable $\Delta_{k}^{(n)}$ follows an exponential distribution of parameter n, i.e.,

$$
\Delta_{k}^{(n)}=T_{k}^{(n)}-T_{k-1}^{(n)} \sim \operatorname{Exp}(n)
$$

This reward mechanism in the dynamic case allows the threshold to grow $\frac{\alpha \lambda}{\lambda^{(n)}} \Delta_{k}^{(n)}$ between the two interactions. Further extensions will be discussed in Section 5

The dynamics of interactions is as follows: links that belong to failed nodes are revealed one by one (initially all such links are unrevealed). At each interaction time, a link belonging to a failed node is revealed 1 and the survival condition of the counterparty node is checked according to its current threshold. If the number of failed links of the counterparty exceeds its current threshold, the node fails and its links become unrevealed failed links. The cascade progresses until there are no more unrevealed failed links. Therefore it stops at most after $n \bar{\lambda}^{(n)}$ interactions.

Formally, we let $S_{\lambda, \theta, \ell}^{(n)}(k)$ be the number of surviving nodes with initial threshold $\theta, \lambda$ outgoing links and $\ell$ failed (incoming) links at time $T_{k}^{(n)}$. We have that $\mathbf{S}^{(n)}(k)=\left(S_{\lambda, \theta, \ell}^{(n)}(k)\right)_{\lambda, 0 \leq \ell \leq \lambda, 0 \leq \theta \leq \lambda}$ is a Markov chain and its transitions are given in Section 4.1.
Remark 2 (Threshold at $k$-th interaction). It is easy to see that any (surviving) node with $\lambda$ outgoing links and initial threshold $\theta$ will have a threshold

$$
\theta+\alpha \frac{\lambda}{\bar{\lambda}(n)} T_{k}^{(n)}
$$

at the $k$-th interaction.

[^1]The number of failed nodes among those with connectivity $\lambda$ and initial threshold $\theta$ is then

$$
D_{\lambda, \theta}^{(n)}(k)=n \mu_{\lambda, \theta}^{(n)}-\sum_{0 \leq \ell<\left\lceil\theta+\alpha \frac{\lambda}{\bar{\lambda}(n)} T_{k}^{(n)}\right\rceil} S_{\lambda, \theta, \ell}^{(n)}(k) .
$$

Contagion stops at a time when all failed links have been revealed

$$
k_{\text {stop }}^{(n)}=\min \left\{k=0,1, \ldots, n \bar{\lambda}^{(n)}: \sum_{\lambda, \theta} \lambda D_{\lambda, \theta}^{(n)}(k)=k\right\} .
$$

We let $\mathcal{D}_{f}^{(n)}$ the set of failed nodes at the end of the contagion process. The number of failed nodes at the end of the contagion process is thus given by

$$
\left|\mathcal{D}_{f}^{(n)}\right|=\sum_{\lambda, \theta} D_{\lambda, \theta}^{(n)}\left(k_{\text {stop }}^{(n)}\right)
$$

### 2.2 Limit theorem in the case without growth

In the case without recovery feature, i.e. $\alpha=0$, the asymptotic fraction of failed nodes is characterized by the following theorem:
Theorem 3 (6]). Consider the above threshold contagion process without growth ( $\alpha=0$ ) on random graph $\mathcal{G}^{(n)}$ satisfying Conditions $\left(C_{1}\right)-\left(C_{2}\right)$. Let $\pi^{*}$ be the smallest fixed point of the map $J$ in $[0,1]$, where

$$
J(\pi):=\sum_{\lambda, \theta} \frac{\lambda \mu_{\lambda, \theta}}{\bar{\lambda}} \cdot B_{\lambda, \theta}(\pi),
$$

and,

$$
B_{\lambda, \theta}(\pi):=\mathbb{P}(\operatorname{Bin}(\lambda, \pi) \geq \theta)=\sum_{\ell=\theta}^{\lambda}\binom{\lambda}{\ell} \pi^{\ell}(1-\pi)^{\lambda-\ell}
$$

(i) If $\pi^{*}=1$, i.e., if $J(\pi)>\pi$ for all $\pi \in[0,1)$, then asymptotically (as $\left.n \rightarrow \infty\right)$ almost all nodes fail during the cascade.
(ii) If $\pi^{*}<1$ and $\pi^{*}$ is a stable fixed point of $J$, i.e., $J^{\prime}\left(\pi^{*}\right)<1$, then the final fraction of failed nodes converges in probability to

$$
\begin{equation*}
\frac{\left|\mathcal{D}_{f}^{(n)}\right|}{n} \xrightarrow{p} \sum_{\lambda, \theta} \mu_{\lambda, \theta} B_{\lambda, \theta}\left(\pi^{*}\right) . \tag{5}
\end{equation*}
$$

Furthermore, the asymptotic fraction of surviving nodes with degree $\lambda$ and initial threshold $\theta$ converges in probability (as $n \rightarrow \infty$ )

$$
\frac{S_{\lambda, \theta}^{(n)}\left(k_{\mathrm{stop}}^{(n)}\right)}{n} \xrightarrow{p} \mu_{\lambda, \theta}\left(1-B_{\lambda, \theta}\left(\pi^{*}\right)\right) .
$$

Theorem 3 states that in the asymptotic limit the fraction of failed nodes can be described by means of the binomial distribution (which governs the solution on the infinite Galton-Watson tree): given the probability $\pi^{*}$ that a link failed, then the probability of failure of a node with connectivity $\lambda$ and threshold $\theta$ is approximated by $B_{\lambda, \theta}\left(\pi^{*}\right)$, the probability of failure as if the links failure events were independent. For this reason we will refer to $\pi^{*}$ as the global failure probability, which is the probability that a link chosen at random leads to a failed node at the end of the cascade process, in the limit when $n \rightarrow \infty$. The fraction of failed nodes is given by (49). Note that a fixed point as in theorem always exists as we check that $J(0) \geq 0$ and $J(1) \leq 1$ and the function $J$ is continuous.

### 2.3 Scaled limit of contagion with recovery features

We can now extend Theorem 3 to the case where the global growth rate is $\alpha>0$. We will prove that a similar convergence result also holds in this case. The proof is more involved because the threshold at any point in time is no longer constant and equal to $\theta$, but grows at a rate $\alpha$. Nodes that fail during the contagion process will not benefit from the recovery feature, only surviving nodes can grow at any given time. This presents challenges in the description and the analysis of the system.

In the case without growth, it was sufficient at any time to keep track of the number of failed linkages since failure happens when the number of failed linkages reaches the initial threshold. In contrast, here nodes fail at the first time when the number of failed links reaches the initial threshold plus the growth up to that time, so it is insufficient to keep track only of the current number of failed links. We need to keep track of cumulative failed links process (which is an increasing jump process with jump size one). If this process has ever crossed the threshold (with linear growth), then the node has failed, so the failure of a node is a first passage problem.

Remarkably, one can give a heuristic to compute the probability that a node fails based on a notion of average growth and the notion of global failure probability. The rigorous proof is given below as proof to Theorem 5 .

Heuristic of node failure probability computation. We introduce $B_{\lambda, \theta}^{\alpha}\left(\pi^{*}\right)$ as the failure probability of a node with degree $\lambda$, threshold $\theta$ when the growth rate is $\alpha$ and the global failure probability is $\pi^{*}$. We also introduce $\beta_{\lambda, \theta, \ell}^{\alpha}\left(\pi^{*}\right)$ as the probability that the nodes with connectivity $\lambda$, initial threshold $\theta$ and under the growth threshold rate $\alpha$ survive when the global failure probability is $\pi^{*}$ and have $\ell$ failed links at the end of cascade. The quantity $B_{\lambda, \theta}^{\alpha}\left(\pi^{*}\right)$ can be calculated by:

$$
B_{\lambda, \theta}^{\alpha}\left(\pi^{*}\right):=1-\sum_{\ell=0}^{\lambda} \beta_{\lambda, \theta, \ell}^{\alpha}\left(\pi^{*}\right)
$$

By Remark 2 the threshold at the end of the cascade is (approximately)

$$
\theta+\alpha \frac{\lambda}{\overline{\lambda^{(n)}}} \frac{k_{\text {stop }}^{(n)}}{n} .
$$

As we will see, side result of the proof to Theorem 5 is that

$$
\frac{k_{\text {stop }}^{(n)}}{\bar{\lambda}^{(n)} n} \xrightarrow{p} \pi^{*} .
$$

The global failure probability $\pi^{*}$ can also be thought of as the duration of the contagion in calendar time: the higher the global failure probability, the longer the contagion lasts. In turn, if the cascade lasts for longer then nodes that survive have also recovered for longer. Heuristically, the final threshold $\theta+\alpha \lambda \pi^{*}$ is the initial threshold plus the growth. A (necessary) condition for the node to survive is that the number of failed links $\ell$ does not exceed the final threshold. Hence,

$$
\beta_{\lambda, \theta, \ell}^{\alpha}\left(\pi^{*}\right)=0 \quad \text { for } \quad \ell \geq\left\lceil\theta+\alpha \lambda \pi^{*}\right\rceil .
$$

Note that $B_{\lambda, 0}^{\alpha}\left(\pi^{*}\right)=1$. This follows by definition, since $\beta_{\lambda, 0, \ell}\left(\pi^{*}\right)=0$. Moreover, we can check that $B_{\lambda, \theta}^{\alpha}(0)=0$ for $\theta>0$ (all not initially failed nodes survive). This is due to the following:
(i) If $\ell=0$, then $\beta_{\lambda, \theta, \ell}^{\alpha}(0)=\binom{\lambda}{0} 0^{0}(1-0)^{\lambda}=1$;
(ii) If $0<\ell \leq \theta$, then $\beta_{\lambda, \theta, \ell}^{\alpha}(0)=\binom{\lambda}{\ell} 0^{\ell}(1-0)^{\lambda-\ell}=0$;
(iii) If $\ell>\theta$, then $\beta_{\lambda, \theta, \ell}^{\alpha}(0)=0$.

In general, when $0 \leq \pi \leq \frac{\ell-\theta}{\alpha \lambda}$, we have $\beta_{\lambda, \theta, \ell}^{\alpha}(\pi)=0$ (see Theorem 5 (ii)).
We now proceed to give the heuristic for the computation of $\beta$. For the case when the number of failed links $\ell$ is smaller or equal than the initial threshold $\theta$, then the survival probability $\beta_{\lambda, \theta, \ell}^{\alpha}\left(\pi^{*}\right)$ is simply the binomial distribution (the probability to have $\ell$ failed links)

$$
\beta_{\lambda, \theta, \ell}^{\alpha}\left(\pi^{*}\right)=\binom{\lambda}{\ell}\left(\pi^{*}\right)^{\ell}\left(1-\pi^{*}\right)^{\lambda-\ell} \quad \text { for } \quad \ell \leq \theta
$$

since each link is exposed to failure probability $\pi^{*}$. For the case when $\ell$ is larger than the initial threshold $\theta$, the calculation of $\beta_{\lambda, \theta, \ell}^{\alpha}\left(\pi^{*}\right)$ is more involved.

If the number of failed links is $\ell>\theta$, then the node is definitely failed if the growth cannot cover $\ell-\theta$, i.e., if $\alpha \pi^{*} \lambda \leq \ell-\theta$, which gives

$$
\beta_{\lambda, \theta, \ell}^{\alpha}(\pi)=0 \quad \text { for } \quad 0 \leq \pi \leq \frac{\ell-\theta}{\alpha \lambda} .
$$

In contrast, if $\pi>\frac{\ell-\theta}{\alpha \lambda}$ then we need to make sure that the node survives. Namely, it needs to satisfy the survival condition at the end of contagion and also at each time before. This makes the computation more involved. Remarkably, the solution has a combinatorial representation, that we show in Figure 1. The key point is to identify the critical times when the threshold process could be crossed by the cumulative failed links process. Let $t$ be the current time in the spread of contagion. As we will show, the cascade will end at a time (step) $k_{\text {stop }}^{(n)}$ when all failed linkages have been explored and is related to the global link failure probability $\pi^{*}$ by a scaling constant: $t_{\text {stop }} \approx \bar{\lambda} \pi^{*}$. The longer the contagion lasts the larger the global link failure probability. We note that the threshold process for a node with initial threshold $\theta$ and connectivity $\lambda$ is $\theta+\alpha \frac{\lambda}{\lambda} t, t \in\left[0, t_{\text {stop }}\right]$. Recall that we are computing the survival probability of such a node, given that its final number of failed linkages is $\ell$. For every $u \in[\theta+1, \ell]$ we let

$$
t_{u}=t_{\lambda, \theta, u}:=\frac{u-\theta}{\alpha \lambda}
$$

the scaled time (real time divided by average degree $\bar{\lambda}$ ) when the node's threshold process is equal to $u$ and thus the node can withstand up to $u$ failed links at this time. In order to ensure that the node survives, we need to check that the number of failed links at time $t_{\ell}$ is lower than $\ell$. The first case is when this number is $r \leq \theta$. In this case, we are sure that the cumulative failed links process has not crossed the threshold process at any time $s \in\left[0, t_{\lambda, \theta, \ell}\right]$. Therefore the survival probability in this case is simply the probability that there are $r$ failed linkages between 0 and $t_{\ell}$ times the probability that there are $\ell-r$ failed linkages between the time $t_{\ell}$ and $t_{\text {stop }}$. The proof of Theorem 5 suggests that the failure probability of a linkage in any time interval is proportional to the length of that interval (with the scaling $\frac{1}{\lambda}$ ).

The second case is when the number of failed links at time $t_{\ell}$ is $\theta+u_{m}$, for some $u_{m} \in[1, \ell-\theta-1]$. Then we have a backward recursion by which we determine previous times when we need to check that the crossing has not happened. The previous time when such crossing could have happened is $t_{\theta+u_{m}}$, since between $t_{\theta+u_{m}}$ and $t_{\ell}$, the threshold processes is definitely above $\theta+u_{m}$. Thus we only need to check that the number of failed links at time $t_{\theta+u_{m}}$ is given by $\theta+u_{m-1}$ for $u_{m-1}<u_{m}$. By the same reasoning, we need to check at time $t_{\theta+u_{m-1}}$ the number of failed links is given by
$\theta+u_{m-2}$ for a $u_{m-2}<u_{m-1}$ and so on, until at time $t_{\theta+u_{1}}$ we need to check that the number of failed links is $r \leq \theta$. Then the survival probability is the product of the probabilities that there are $r, \theta+u_{1}-r \ldots, u_{m-1}-u_{m-2}, u_{m}-u_{m-1}$ and $\ell-\theta-u_{m}$ in the respective time intervals $\left[0, t_{\theta+u_{1}}\right],\left[t_{\theta+u_{1}}, t_{\theta+u_{2}}\right] \ldots,\left[t_{\theta+u_{m-1}}, t_{\theta+u_{m}}\right],\left[t_{\theta+u_{m}}, t_{\ell}\right]$ and finally $\left[t_{\ell}, t_{\text {stop }}\right]$. It is understood that $m$ is a discrete variable which takes values in $[1, \ell-1-\theta]$ (this is the number of times it would be possible to cross the threshold process).


Figure 1: Heuristic of node failure probability computation
It turns out that

$$
\begin{aligned}
\frac{\beta_{\lambda, \theta, \ell}^{\alpha}(\pi)}{\binom{\lambda}{\ell} \pi^{\ell}(1-\pi)^{\lambda-\ell}}= & \sum_{r=0}^{\theta} \sum_{m=1}^{\ell-\theta-1} \sum_{0<u_{1}<\ldots<u_{m}<\ell-\theta} \frac{\ell!}{r!\left(\theta+u_{1}-r\right)!\left(u_{2}-u_{1}\right)!\ldots\left(u_{m}-u_{m-1}\right)!\left(\ell-\theta-u_{m}\right)!} \\
& \left(\frac{u_{1}}{\alpha \lambda \pi}\right)^{r}\left(\frac{u_{2}-u_{1}}{\alpha \lambda \pi}\right)^{\theta+u_{1}-r}\left(\frac{u_{3}-u_{2}}{\alpha \lambda \pi}\right)^{u_{2}-u_{1}} \ldots\left(\frac{u_{m}-u_{m-1}}{\alpha \lambda \pi}\right)^{u_{m-1}-u_{m-2}} \\
& \left(\frac{\ell-\theta-u_{m}}{\alpha \lambda \pi}\right)^{u_{m}-u_{m-1}}\left(1-\frac{\ell-\theta}{\alpha \lambda \pi}\right)^{\ell-\theta-u_{m}} .
\end{aligned}
$$

Let $U_{1}^{\pi}, U_{2}^{\pi}, \ldots, U_{\ell}^{\pi}$ be i.i.d. uniform distribution on $[0, \pi]$ and the order statistics be

$$
U_{(1)}^{\pi} \leq U_{(2)}^{\pi} \leq \cdots \leq U_{(\ell)}^{\pi} .
$$

As the above heuristic arguments suggest, we expect to have

- for $\ell=0,1, \ldots, \theta$ :

$$
\beta_{\lambda, \theta, \ell}^{\alpha}(\pi)=\binom{\lambda}{\ell} \pi^{\ell}(1-\pi)^{\lambda-\ell} .
$$

- for $\ell=\theta+1, \ldots, \lambda$ :

$$
\beta_{\lambda, \theta, \ell}^{\alpha}(\pi)=\binom{\lambda}{\ell} \pi^{\ell}(1-\pi)^{\lambda-\ell} \mathbb{P}\left(U_{(\theta+1)}^{\pi}>t_{\theta+1}, U_{(\theta+2)}^{\pi}>t_{\theta+2}, \ldots, U_{(\ell)}^{\pi}>t_{\ell}\right),
$$

where $t_{u}=t_{\lambda, \theta, u}=\frac{u-\theta}{\alpha \lambda}$ for all $u=\theta+1, \ldots, \lambda$.

Let us denote by

$$
\begin{equation*}
P_{\lambda, \theta, \ell}(\pi):=\mathbb{P}\left(U_{(\theta+1)}^{\pi}>t_{\theta+1}, U_{(\theta+2)}^{\pi}>t_{\theta+2}, \ldots, U_{(\ell)}^{\pi}>t_{\ell}\right), \tag{6}
\end{equation*}
$$

for $\ell=\theta+1, \ldots, \lambda$ and $P_{\lambda, \theta, \ell}(\pi)=1$ for $\ell=0,1, \ldots, \theta$.
Remark 4. The density of $U_{(\theta+1)}^{\pi}, U_{(\theta+2)}^{\pi}, \ldots, U_{(\ell)}^{\pi}$ is given by

$$
f\left(x_{\theta+1}, x_{\theta+2}, \ldots, x_{\ell}\right)=\frac{\ell!\left(x_{\theta+1}\right)^{\theta}}{\theta!\pi^{\ell}} \mathbb{1}_{\left\{0<x_{\theta+1}<x_{\theta+2}<\cdots<x_{\ell}<\pi\right\}} .
$$

With the intuition behind the survival probability computation, we can now turn to finding the global link failure probability $\pi^{*}$. Our theorem below shows that this quantity is the solution to the fixed point equation $\pi=J^{\alpha}(\pi)$, where the function $J^{\alpha}$ makes use of the survival probability $B^{\alpha}$. To see that this fixed point represents the global link failure probability, let us multiply both sides of the fixed point equation with $n \bar{\lambda}$, which represents the total number of links in the network. Then on the lefthand side we have $\pi^{*} n \bar{\lambda}$ which represents the expected total number of failed links present in the system at the end of the cascade. The number of failed links at the end of the cascade can be also accounted as the sum of expected failed links across different nodes. Indeed, $\lambda n \mu_{\lambda, \theta} B_{\lambda, \theta}^{\alpha}\left(\pi^{*}\right)$ gives the expected number of failed links from nodes with threshold $\theta$ and connectivities $\lambda$, since $B_{\lambda, \theta}^{\alpha}\left(\pi^{*}\right)$ represents the failure probability of node with threshold $\theta$ and connectivities $\lambda$ while $\lambda n \mu_{\lambda, \theta}$ counts the total number of links belongs to such nodes. Summing up over $\theta$ and $\lambda$ we have that $\sum_{\lambda, \theta} \lambda n \mu_{\lambda, \theta} B_{\lambda, \theta}^{\alpha}\left(\pi^{*}\right)$ also gives the total number of failed links. The fixed point equation $\pi^{*}=J^{\alpha}\left(\pi^{*}\right)$ states that the second way to account for failed links reaches the same value as the first one.

Theorem 5. Consider the above threshold contagion process with growth ( $\alpha>0$ ) on random graph $\mathcal{G}^{(n)}$ satisfying Conditions $\left(C_{1}\right)-\left(C_{2}\right)$. Let $\pi^{*}$ be the relaxed fixed point of the map $J^{\alpha}$ defined as

$$
\pi^{*}:=\min \left\{\pi \in[0,1] \mid J^{\alpha}(\pi) \leq \pi\right\}
$$

where

$$
J^{\alpha}(\pi):=\sum_{\lambda, \theta} \frac{\lambda \mu_{\lambda, \theta}}{\bar{\lambda}} B_{\lambda, \theta}^{\alpha}(\pi),
$$

and for fixed $\alpha, \lambda, \theta, \pi$,

$$
B_{\lambda, \theta}^{\alpha}(\pi):=1-\sum_{\ell=0}^{\min \{[\theta+\alpha \lambda \pi]-1, \lambda\}}\binom{\lambda}{\ell} \pi^{\ell}(1-\pi)^{\lambda-\ell} P_{\lambda, \theta, \ell}(\pi) .
$$

We have for all $\epsilon>0$, w.h.p.,

$$
\frac{\left|\mathcal{D}_{f}^{(n)}\right|}{n} \geq \sum_{\lambda, \theta} \mu_{\lambda, \theta} B_{\lambda, \theta}^{\alpha}\left(\pi^{*}\right)-\epsilon
$$

## Moreover,

(i) if $\pi^{*}=1$, i.e., if $J^{\alpha}(\pi)>\pi$ for all $\pi \in[0,1)$, then asymptotically (as $n \rightarrow \infty$ ) almost all nodes fail during the cascade.
(ii) if $\pi^{*}<1$ and $\pi^{*}$ is a stable fixed point of $J^{\alpha}$, then the final fraction of failed nodes converges in probability to

$$
\begin{equation*}
\frac{\left|\mathcal{D}_{f}^{(n)}\right|}{n} \xrightarrow{p} \sum_{\lambda, \theta} \mu_{\lambda, \theta} B_{\lambda, \theta}^{\alpha}\left(\pi^{*}\right) . \tag{7}
\end{equation*}
$$

Furthermore, the asymptotic fraction of surviving nodes with degree $\lambda$ and initial threshold $\theta$ converges in probability (as $n \rightarrow \infty$ )

$$
\frac{S_{\lambda, \theta}^{(n)}\left(k_{\mathrm{stop}}^{(n)}\right)}{n} \xrightarrow{p} \mu_{\lambda, \theta}\left(1-B_{\lambda, \theta}^{\alpha}\left(\pi^{*}\right)\right) .
$$

Note that when $\alpha=0$, we have $B_{\lambda, \theta}^{0}(\pi)=B_{\lambda, \theta}(\pi)$ and we recover the result of Theorem 3 .
Remark 6 (Existence and stability of a fixed point). The relaxed fixed point always exists, even if $J^{\alpha}$ is discontinuous, since $J^{\alpha}(0) \geq 0$ and $J^{\alpha}(1) \leq 1$. When the function $J^{\alpha}$ is continuous on $[0,1)$, the relaxed fixed point is the same as a standard fixed point. We request that $\pi^{*}$ is a stable fixed point, i.e., it is not a local minimum of the function $J^{\alpha}(\pi)-\pi$. The stability condition of the fixed point solution therefore implies that $J^{\alpha}(\pi)-\pi$ becomes negative after $\pi^{*}$. As we will see, $J^{\alpha}(\pi)-\pi$ is (asymptotically) the fraction of remaining failed links (for which interaction has not yet taken place). Intuitively, contagion stops when there are no more failed linkages, so when $\pi^{*}$ is a stable fixed point, w.h.p contagion stops at time $\bar{\lambda} \pi^{*}+o(1)$. On the other hand, if $\pi^{*}$ is not a stable fixed point, it cannot be guaranteed that there are no remaining failed links and more precise error bounds around $\pi^{*}$ would be needed. This case remains an open question.

The main theorem is established by describing the contagion process using a Markov chain of lower dimension than the initial system, in which we aggregate nodes according to their connectivity, threshold, and number of failed counterparties. From the point of view of the evolution of the cascade, the nodes in the same class are exchangeable. We use the standard machinery of Wormald' differential equation method to prove that the rescaled Markov chain converges in probability to a limit described by a system of ordinary differential equations. However, the application is quite tricky, especially due to complications like the state space increasing with time. This readily gives us the asymptotic fraction of surviving nodes (in each class of connectivity and threshold) at each time of the cascade spread. The stopping time of the cascade $k_{\text {stop }}^{(n)}$ is the first time when there are no more unexplored failed linkages. We can relate the stopping time of the cascade to the global failure risk captured by $\pi^{*}$ and in the sequel we will use this quantity to define the nodes' performance criteria and define their connectivity optimization problem.

## 3 Agents' optimal connectivity choice in equilibrium

In this section we introduce the problem of optimal connectivity choice. In choosing their connectivity, agents (nodes) face the following tradeoff: as they add more connectivity, they increase the risk of contagion. At the same time they derive more rewards from their linkages. In the finance example, one can lend more and earn more interest, but with more connections comes more counterparty default risk. In an epidemic example, that we push further in Section 5.1, more connectivity can mean more social contacts or economic activity, and at the same time more local and global infection risk.

Here we study this trade-off in the simplest form. Surviving agents with connectivity $\lambda$ receive $\lambda$ (units of a numéraire) at the end of the cascade. They receive no reward (and later we will allow for potential loss) if they fail. We define the agents' reward as follows.

Definition 7 (Nodes' asymptotic reward). We define the asymptotic reward for a node with degree $\lambda$ and threshold $\theta$ as the expected benefit of linkages, and it is given in the asymptotic limit by

$$
\lambda\left(1-B_{\lambda, \theta}^{\alpha}\left(\pi^{*}\right)\right),
$$

with $\pi^{*}$ given in Theorem 5 .
The timeline is as follows. At time 0 , each node is given a certain positive threshold (its initial capacity to absorb losses from potential counterparties). The distribution of thresholds is common knowledge. Based on the reward function and its threshold each node chooses its connectivity. The network is then formed according to the configuration model and is subject to an exogenous initial shock. The contagion then ensues starting from the set of exogenous initial failures (chosen with fixed probability among all nodes, for simplicity).

### 3.1 Asymptotic Nash equilibrium analysis

The global link failure probability $\pi^{*}$ depends on the connectivity choice of all agents. Therefore, the optimal connectivity is an outcome of an equilibrium. In a large network of size $n$, nodes with degree $\lambda$ and threshold $\theta$ compute a reward

$$
\begin{equation*}
\lambda\left(1-\frac{D_{\lambda, \theta}^{(n)}\left(k_{\text {stop }}^{(n)}\right)}{n}\right)=\lambda\left(1-B_{\lambda, \theta}^{\alpha}\left(\pi^{*}\right)+o_{p}(1)\right) . \tag{8}
\end{equation*}
$$

We now proceed in two steps to determine this equilibrium with the asymptotic criterion. In the first step, we let nodes choose their connectivity according to an expected failure probability $\pi$ of a link, i.e., a node with threshold $\theta$ chooses a connectivity $\lambda_{\theta}^{*}(\pi)$ which satisfies

$$
\begin{equation*}
\lambda_{\theta}^{*}(\pi) \in \arg \max _{\lambda} \lambda\left(1-B_{\lambda, \theta}^{\alpha}(\pi)\right) . \tag{9}
\end{equation*}
$$

In the second step, we will impose an equilibrium condition that the expected failure probability of a link coincides with the actual failure probability of a link, under the optimal connectivity.

It is understood that all other nodes' connectivities and nodes optimize the same asymptotic criterion in all networks of size $n$. A finite optimizer exists, and as such it can be used to obtain an equilibrium.

Proposition 8 (Existence). The optimization problem (43) admits a finite optimizer $\lambda_{\theta}^{*}(\pi)$.
Proof. We define $V(\lambda):=\lambda\left(1-B_{\lambda, \theta}^{\alpha}(\pi)\right)$ which is (upper) bounded by the following quantity:

$$
U(\lambda):=\lambda\left(\sum_{\ell \leq \theta+\alpha \lambda \pi}\binom{\lambda}{\ell}(1-\pi)^{\lambda-\ell} \pi^{\ell}\right) .
$$

We recognize here that $1-B_{\lambda, \theta}^{\alpha}(\pi)$ is bounded by an Incomplete beta function $I_{1-\pi}(\lambda-\theta+1, \theta)$. It follows that

$$
U(\lambda)=\lambda I_{1-\pi}(\lambda-\theta-\alpha \lambda \pi, \theta+\alpha \lambda \pi+1) .
$$

We next recall the following estimates: if $k \leq n \pi$, then

$$
I_{1-\pi}(n-k, k+1) \leq \exp \left(-\frac{(n \pi-k)^{2}}{2 \pi n}\right) .
$$

Since $\alpha<1$, there exist $\lambda_{0}$ such that when $\lambda>\lambda_{0}$, we have $\theta+\alpha \lambda \pi \leq \lambda \pi$. This gives

$$
V(\lambda) \leq U(\lambda) \leq \lambda \exp \left(-\frac{(\lambda \pi-\theta-\alpha \lambda \pi)^{2}}{2 \pi \lambda}\right)=\lambda \exp \left(-\frac{(1-\alpha)^{2}}{2} \lambda \pi+\frac{(1-\alpha)}{2} \theta-\frac{\theta^{2}}{2 \lambda \pi}\right)
$$

The righthand side tends to 0 when $\lambda \rightarrow+\infty$. Thus the maximizer exists and is finite.
Remark 9. The quantity $U$ gives the value function for the same optimization problem for a modified system in which we allow failed nodes to receive rewards from their linkages and even recover, so it is intuitive that $V(\lambda) \leq U(\lambda)$. We formally check that $V(\lambda) \leq U(\lambda)$ by using the inequality $\beta_{\lambda, \theta, \ell}^{\alpha}(\pi) \leq\binom{\lambda}{\ell}(1-\pi)^{\lambda-\ell} \pi^{\ell}$.

We now impose the equilibrium condition that the anticipated global failure probability coincides with the global failure probability given by Theorem 5 when nodes are at their optimal connectivity.

Definition 10 (Equilibrium). We call $\left(\pi^{*},\left(\lambda_{\theta}^{*}\right)_{\theta \geq 0}\right)$ a rational expectations equilibrium if

- given $\pi^{*}$,

$$
\begin{equation*}
\lambda_{\theta}^{*} \in \arg \max _{\lambda} \lambda\left(1-B_{\lambda, \theta}^{\alpha}\left(\pi^{*}\right)\right), \quad \text { for each } \theta ; \tag{10}
\end{equation*}
$$

- $\pi^{*}$ is the smallest solution of the fixed point equation:

$$
\begin{equation*}
\pi^{*}=\sum_{\theta} \frac{\lambda_{\theta}^{*} \mu_{\theta}}{\sum_{\theta} \lambda_{\theta}^{*} \mu_{\theta}} B_{\lambda_{\theta}^{*}, \theta}^{\alpha}\left(\pi^{*}\right) . \tag{11}
\end{equation*}
$$

The fixed point equation in the equilibrium definition is derived from the fixed point equation in Theorem5 where the connectivity is set to $\lambda_{\theta}^{*}$ and we let $\mu_{\theta}=\mu_{\lambda_{\theta}^{*}, \theta}$. Combining the two conditions above, we see that in equilibrium the failure probability of a link $\pi^{*}$ is the smallest fixed point of the map

$$
\begin{equation*}
J^{\alpha}(\pi):=\sum_{\theta} \frac{\lambda_{\theta}^{*}(\pi) \mu_{\theta}}{\sum_{\theta} \lambda_{\theta}^{*}(\pi) \mu_{\theta}} \cdot B_{\lambda_{\theta}^{*}(\pi), \theta}^{\alpha}(\pi), \tag{12}
\end{equation*}
$$

where $\lambda_{\theta}^{*}(\pi)$ is defined in (43).
Now we study the existence of the equilibrium.
Proposition 11 (Existence of equilibrium). When $\lambda_{\theta}^{*}(\pi)$ is continuous in $\pi \in[0,1)$, the function $J^{\alpha}$ admits at least one fixed point $\pi^{*}$. When $\lambda_{\theta}^{*}(\pi)$ is not continuous in $\pi$, the map $J^{\alpha}$ admits a relaxed fixed point $\pi^{*}$ defined as

$$
\pi^{*}:=\min \left\{\pi \in[0,1) \mid J^{\alpha}(\pi) \leq \pi\right\}
$$

For both cases, we let $\lambda_{\theta}^{*}=\lambda_{\theta}^{*}\left(\pi^{*}\right)$.
Proof. The proof is immediate: when $\lambda_{\theta}^{*}(\pi)$ is continuous in $\pi \in[0,1)$ then the function $J^{\alpha}$ is continuous on $[0,1)$. It thus admits at least one fixed point since

$$
\lim _{\pi \rightarrow 1} J^{\alpha}(\pi) \leq \sum_{\theta} \mu_{\theta} \frac{\lambda_{\theta}^{*}(\pi)}{\sum_{\theta} \lambda_{\theta}^{*}(\pi) \mu_{\theta}}=1
$$

and $\lim _{p \rightarrow 0} J^{\alpha}(0) \geq 0$. When $\lambda_{\theta}^{*}(\pi)$ is not continuous, the relaxed fixed point always exists since $J^{\alpha}(0) \geq 0$ and $J^{\alpha}(1) \leq 1$.

Proposition 12. The continuity of the map $\pi \rightarrow \lambda_{\theta}^{*}(\pi)$ holds under uniqueness of the optimal connectivity $\lambda_{\theta}^{*}(\pi)$.

Proof. Suppose uniqueness holds. For a fixed $\theta$, if $\pi_{i} \rightarrow \pi$, let

$$
\lambda_{i}=\arg \max _{\lambda} \lambda\left(1-B_{\lambda, \theta}^{\alpha}\left(\pi_{i}\right)\right)
$$

We may assume $\lambda_{i} \leq K$ for some constant $K$. Now suppose $\lambda^{*}$ is an accumulation point of $\lambda_{i}$, that is, $\lambda_{(i)} \rightarrow \lambda$ over some subsequence. Since $\lambda\left(1-B_{\lambda, \theta}^{\alpha}\left(\pi_{i}\right)\right)$ is continuous in $\lambda$ and $\pi_{i}$, we have

$$
\lambda^{*}=\arg \max _{\lambda} \lambda\left(1-B_{\lambda, \theta}^{\alpha}(\pi)\right) .
$$

In particular, any accumulation point of the sequence $\pi_{i}$ is an optimizer. Since the optimizer is unique, the only accumulation point of the sequence $\lambda_{i}$ is the optimizer $\lambda^{*}$. Thus we have proved that any subsequence of $\lambda_{i}$ has a further subsequence that converges to $\lambda^{*}$, which indicates $\lambda_{i} \rightarrow \lambda^{*}$. This gives $\lambda\left(\pi_{i}\right) \rightarrow \lambda(\pi)$, so the map $\pi \rightarrow \lambda_{\theta}^{*}(\pi)$ is continuous.

Remark 13 (Asymptotic Nash equilibrium). We can relate the equilibrium of Definition 10 to a Nash equilibrium of the following game. Any player with threshold $\theta_{0}$, given the connectivity $\left\{\lambda_{\theta}\right\}_{\theta \neq \theta_{0}}$ of the other players, computes their optimal connectivity

$$
\lambda_{\theta_{0}}^{*}(\pi) \in \arg \max _{\lambda} \lambda\left(1-B_{\lambda, \theta_{0}}^{\alpha}(\pi)\right),
$$

under the constraint that

$$
\sum_{\theta \neq \theta_{0}} \mu_{\theta} \frac{\lambda_{\theta}}{\sum_{\theta \neq \theta_{0}} \mu_{\theta} \lambda_{\theta}+\mu_{\theta_{0}} \lambda} B_{\lambda_{\theta}, \theta}^{\alpha}(\pi)+\mu_{\theta_{0}} \frac{\lambda}{\sum_{\theta \neq \theta_{0}} \mu_{\theta} \lambda_{\theta}+\mu_{\theta_{0}} \lambda} B_{\lambda, \theta_{0}}^{\alpha}(\pi)=\pi .
$$

We can rewrite the above constraint as $\pi=J\left(\left\{\lambda_{\theta}^{*}\right\}_{\theta \neq \theta_{0}}, \lambda\right)$ for some function $J$. Thus, the optimization criterion can be rewritten as :

$$
\lambda_{\theta_{0}}^{*} \in \arg \max _{\lambda} \lambda\left(1-B_{\lambda, \theta_{0}}^{\alpha}\left(J\left(\left\{\lambda_{\theta}^{*}\right\}_{\theta \neq \theta_{0}}, \lambda\right)\right)\right) .
$$

In this sense, $\left(\lambda_{\theta}^{*}, \theta \geq 0\right)$ is a Nash equilibrium.

The following theorem establishes that the equilibrium in the network of size $n$ converges to the asymptotic equilibrium.
Theorem 14. For the network of size $n$, define a rational expectations equilibrium $\left(T^{*(n)},\left(\lambda_{\theta}^{*(n)}, \theta \geq 0\right)\right)$ as follows:

- Given $T^{*(n)}$

$$
\begin{equation*}
\lambda_{\theta}^{*(n)} \in \arg \max _{\lambda} \lambda\left(1-\frac{D_{\lambda, \theta}^{(n)}\left(T^{*(n)}\right)}{n}\right), \text { for each } \theta \tag{13}
\end{equation*}
$$

- $T^{*(n)}$ is the smallest solution of the fixed point equation:

$$
T^{*(n)}=\sum_{\theta} \lambda_{\theta}^{*(n)} \mu_{\theta}^{(n)} \cdot D_{\lambda^{*(n), \theta}}^{(n)}\left(T^{*(n)}\right) .
$$

Suppose $\lambda_{\theta}^{*(n)}$ is unique in 13). If we define $\pi^{*(n)}:=\frac{T^{*(n)}}{\sum_{\theta} \lambda_{\theta}^{*(n)} \mu_{\lambda, \theta}^{(n)}}$, then we have (as $n \rightarrow \infty$ )

$$
\begin{equation*}
\pi^{*(n)} \longrightarrow \pi^{*} \quad \text { and } \quad \lambda_{\theta}^{*(n)} \longrightarrow \lambda_{\theta}^{*} \tag{14}
\end{equation*}
$$

Proof. Firstly we notice that if $\left(T^{*(n)},\left(\lambda_{\theta}^{*(n)}, \theta \geq 0\right)\right)$ is the standard equilibrium of 13 , then $\pi^{*(n)}$ is the fixed point of the map

$$
\begin{equation*}
J^{(n)}(\pi):=\sum_{\theta} \frac{\lambda_{\theta}^{*(n)}(\pi) \mu_{\theta}^{(n)}}{\sum_{\theta} \lambda_{\theta}^{*(n)}(\pi) \mu_{\lambda, \theta}^{(n)}} \cdot \frac{D_{\lambda_{\theta}^{*(n)}, \theta}^{(n)}\left(\lambda_{\theta}^{*(n)}(\pi) \mu_{\theta}^{(n)} n \pi\right)}{n}, \quad \text { for } \pi \in[0,1] \tag{15}
\end{equation*}
$$

By the continuity of $\arg \max$, we have $\lambda_{\theta}^{*(n)}(\pi) \longrightarrow \lambda_{\theta}^{*}(\pi)$ as $n \rightarrow \infty$. By the uniform convergence results (32), we obtain

$$
\frac{D_{\lambda_{\theta}^{*(n)}, \theta}^{(n)}\left(\lambda_{\theta}^{*(n)}(\pi) \mu_{\theta}^{(n)} n \pi\right)}{n} \xrightarrow{p} B_{\lambda_{\theta}^{*}, \theta}^{\alpha}(\pi) .
$$

These give $J^{(n)}(\pi) \xrightarrow{p} J(\pi)$ as $n \rightarrow \infty$ for $\pi \in[0,1]$. Obviously we have $\left|J^{(n)}(\pi)\right| \leq 1$ for each $n$. If we furthermore assume the sequence $\left\{J^{(n)}\right\}_{n \in \mathbb{N}}$ is equicontinuous, i.e. for each $\epsilon>0$ there is a $\delta>0$ such that

$$
\begin{equation*}
\left|J^{(n)}\left(\pi_{1}\right)-J^{(n)}\left(\pi_{2}\right)\right|<\epsilon \tag{16}
\end{equation*}
$$

whenever $\left|\pi_{1}-\pi_{2}\right|<\delta$ for all functions $J^{(n)}$ in the sequence. Then by Arzela-Ascoli theorem, the sequence $\left\{J^{(n)}\right\}_{n \in \mathbb{N}}$ contains a uniformly convergent subsequence $\left\{J^{\left(n_{k}\right)}\right\}_{k \in \mathbb{N}}$. Now suppose $\left\{\pi^{\left(n_{k}\right)}\right\}_{k \in \mathbb{N}}$ are the fixed points of the maps $\left\{J^{\left(n_{k}\right)}\right\}_{k \in \mathbb{N}}$. i.e. $J^{\left(n_{k}\right)}\left(\pi^{\left(n_{k}\right)}\right)=0$. Since $\left\{\pi^{\left(n_{k}\right)}\right\}_{k \in \mathbb{N}}$ are bounded in $[0,1], \pi^{*}$ is an accumulation point of $\pi^{\left(n_{k}\right)}$, that is, $\pi_{(i)}^{\left(n_{k}\right)} \rightarrow \pi^{*}$ over some subsequence. Taking limit of both sides on subsequence, since $J^{(n)}$ is continuous in $\pi$, we obtain $J\left(\pi^{*}\right)=0$. In particular, any accumulation point of the sequence $\pi_{(i)}^{\left(n_{k}\right)}$ is a zero point. Since the zero point is unique, the only accumulation point of the sequence $\pi^{\left(n_{k}\right)}$ is the optimizer $\pi^{*}$. Thus we have proved that any subsequence of $\pi^{\left(n_{k}\right)}$ has a further subsequence that converge to $\pi^{*}$, which implies $\pi^{\left(n_{k}\right)} \rightarrow \pi^{*}$.

### 3.2 Numerical analysis of equilibrium

While the equilibrium connectivity cannot be given in closed form, it can be efficiently investigated numerically as it benefits of the simple closed form equations for the probability of survival and the fixed point equation for the global link failure probability.

We first investigate for regular homogeneous networks how agents choose their connectivity when they all have the same initial threshold $\theta$. The initial failure probability is $p(0)=0.05$. Figure 2 shows that equilibrium connectivity is non decreasing with the initial threshold and the growth parameter $\alpha$. However, the monotonicity of the failure probability does not hold neither with $\theta$ nor with $\alpha$. This is a case of moral hazard: the individual agent chooses a higher connectivity because it leads to a higher increase in utility. Then, the overall failure risk increases in the system.

We now assume that nodes' initial thresholds $\theta$ are randomly distributed over a given range $\left[0, \theta_{\max }\right]$. We keep the mean constant and we change the variance of this distribution. We assume a conditional Gaussian distribution with mean 5 and standard deviation $\sigma \in[1,5]$ (We then condition on the interval $[0,30]$ and take the integer part). As we vary $\sigma$ from 1 to 6 we have more heterogeneity in the initial threshold.


Figure 2: Failure probability and average connectivity in equilibrium with different initial threshold $\theta$ for regular networks with initial failure probability $p(0)=0.05$.


Figure 3: Failure probability and final fraction of failed nodes in equilibrium with different standard deviations and global growth rates. Here the thresholds are normally distributed with mean 5, conditioned to be between 0 and 20. The initial failure probability is $p(0)=0.05$.

Figure 3 shows that while most of the time, the average connectivity increases with the global growth rate and with the standard deviation, the failure probability is a more irregular and complex function of these variables.

We find that for both cases with medium growth $(\alpha \approx 0.4)$ and small growth $(\alpha \approx 0)$ the link failure probability in equilibrium decreases as initial thresholds become more heterogeneous (as modeled by larger standard deviation for the initial threshold distribution). As agents become more dissimilar in terms of their thresholds, the system is more diversified and turns out more robust. This is true even as larger standard deviation in the initial distribution of $\theta$ gives raise to larger average connectivities in equilibrium.

As we vary the growth rate $\alpha \in[0,0.4]$, we find that the link failure probability and final fraction of failed nodes in equilibrium both increase as the growth rate increases. This unintuitive result can be explained as follows. When growth increases, agents may engage in over-lending (the equilibrium connectivity $\lambda_{\theta}^{*}$ increases). Nodes with higher thresholds can act as stabilizers in the system when they choose a lower connectivity, but this is no longer true if they increase their connectivity as it happens when $\alpha$ increases. The growth effect on the thresholds can be outweighed (for $\alpha$ in small and medium range) by the increase in connectivity throughout the system and especially for the most connected nodes. In this case more instability can ensue as the growth rate increases. As expected, when $\alpha$ is large enough $(\alpha \in[0.4,1])$, then the growth effect outweighs the effect of larger connectivity.

## 4 Proofs and asymptotic results

In this section, we present the proof of Theorem 5. In 6, the authors extend the differential equation method of [60] to show that as the network size increases, the rescaled Markov chains that describe the contagion converge in probability to a limit described by a system of ordinary differential equations. The case solved there corresponds to the zero growth case $\alpha=0$ of this paper. Here, with non-zero growth, the size of the state space also increases with time as the threshold increases. We show similar convergence results to a limit described by a more involved system of ordinary differential equations for the case $\alpha>0$ and we obtain an analytical result on the final fraction of failed nodes in the network. The convergence result is shown in section 4.3.

### 4.1 Markov chain transitions

The set of survived nodes in different states $\mathbf{S}_{n}(k)=\left(S_{\lambda, \theta, \ell}^{(n)}(k)\right)_{\lambda, 0 \leq \theta \leq \lambda, 0 \leq \ell \leq \lambda}$ represents a Markov chain whose transition probabilities are as in [6]. The key difference is that the number of possible solvent states changes with time as nodes' threshold grows, in particular it is possible the have surviving nodes with $\ell$ failed links for $0<\ell<\theta+\frac{\alpha}{\lambda^{(n)}} \cdot \lambda \cdot T_{k}^{(n)}$.

Formally, we let $\Delta_{k}^{(n)}$ be the difference operator: $\Delta_{k}^{(n)} S:=S^{(n)}(k+1)-S^{(n)}(k)$. We let $\mathcal{F}_{k}^{(n)}$ the natural filtration of the Markov chain. We obtain the following equations for the expectation
of $\mathbf{S}_{n}(k+1)$, conditional on $\mathcal{F}_{k}^{(n)}$, by averaging over the possible transitions:

$$
\begin{array}{rlrl}
\mathbb{E}\left[\Delta_{k}^{(n)} S_{\lambda, \theta, 0}^{(n)} \mid \mathcal{F}_{k}^{(n)}\right] & =-\left(\frac{\lambda}{\bar{\lambda}^{(n)} n-k}\right) S_{\lambda, \theta, 0}^{(n)}(k), & \\
\mathbb{E}\left[\Delta_{k}^{(n)} S_{\lambda, \theta, \ell}^{(n)}(k) \mid \mathcal{F}_{k}^{(n)}\right] & =\left(\frac{\lambda-\ell+1}{\bar{\lambda}^{(n)} n-k}\right) S_{\lambda, \theta, \ell-1}^{(n)}(k)-\left(\frac{\lambda-\ell}{\bar{\lambda}^{(n)} n-k}\right) S_{\lambda, \theta, \ell}^{(n)}(k), & 0<\ell<\theta+\frac{\alpha}{\bar{\lambda}^{(n)}} \cdot \lambda \cdot T_{k}^{(n)}, \\
\mathbb{E}\left[\Delta_{k}^{(n)} S_{\lambda, \theta, \ell}^{(n)}(k) \mid \mathcal{F}_{k}^{(n)}\right] & =\left(\frac{\lambda-\ell+1}{\bar{\lambda}^{(n)} n-k}\right) S_{\lambda, \theta, \ell-1}^{(n)}(k), & \ell & =\theta+\frac{\alpha}{\bar{\lambda}^{(n)}} \cdot \lambda \cdot T_{k}^{(n)}, \\
S_{\lambda, \theta, \ell}^{(n)} & =0, & \ell \geq \theta+\frac{\alpha}{\bar{\lambda}^{(n)}} \cdot \lambda \cdot T_{k}^{(n)} .
\end{array}
$$

The initial condition is

$$
S_{\lambda, \theta, \ell}^{(n)}(0)=\mu_{\lambda, \theta}^{(n)} n \mathbb{1}(\ell=0) \mathbb{1}(0<\theta \leq \lambda) .
$$

The last two equations capture the feature that failed nodes will not benefit from the threshold growth. Recall that the number of failed nodes among those with connectivity $\lambda$ and initial threshold $\theta$ is

$$
\left.D_{\lambda, \theta}^{(n)}(k)=n \mu_{\lambda, \theta}^{(n)}-\sum_{0 \leq \ell<\left\lceil\theta+\alpha \frac{\lambda}{\bar{\lambda}}(n)\right.} T_{k}^{(n)}\right\rceil \text { } S_{\lambda, \theta, \ell}^{(n)}(k),
$$

and contagion stops at a time when all failed links have been revealed

$$
\begin{equation*}
k_{\text {stop }}^{(n)}=\inf \left\{k=0,1, \ldots, n \bar{\lambda}^{(n)}: \sum_{\lambda, \theta} \lambda D_{\lambda, \theta}^{(n)}(k)=k\right\} . \tag{17}
\end{equation*}
$$

Indeed, the number of (alive) outgoing half-edges belonging to failed nodes at time $k$ is

$$
D_{\text {out }}^{(n)}=\sum_{\lambda, \theta} \lambda D_{\lambda, \theta}^{(n)}(k)-k
$$

and $k_{\text {stop }}^{(n)}$ is the first time that $D_{\text {out }}^{(n)}=0$. The number of failed nodes at the end of the contagion process is thus given by

$$
\left|\mathcal{D}_{f}^{(n)}\right|=\sum_{\lambda, \theta} D_{\lambda, \theta}^{(n)}\left(k_{\text {stop }}^{(n)}\right)
$$

We introduce (for fixed $\lambda, \theta, \ell \leq \lambda$ )

$$
\begin{equation*}
\hat{k}_{\lambda, \theta, \ell}^{(n)}:=\inf \left\{k \left\lvert\, \ell \leq\left(\theta+\frac{\alpha \lambda}{\bar{\lambda}_{n}} \cdot T_{k}^{(n)}\right)\right.\right\} \wedge \lambda \tag{18}
\end{equation*}
$$

as the first interaction time when a node starting with threshold $\theta$ has accumulated enough growth to withstand $\ell \leq \lambda$ failed links. Clearly, for $\ell \leq \theta$, the node can withstand the failed links using only the initial threshold, so we have $\hat{k}_{\lambda, \theta, \ell}^{(n)}=0$ for $\ell \leq \theta$.

The above transition probabilities equations can be rewritten as following

$$
\begin{cases}\mathbb{E}\left[\Delta_{k}^{(n)} S_{\lambda, \theta, 0}^{(n)} \mid \mathcal{F}_{k}^{(n)}\right]=-\left(\frac{\lambda}{\lambda^{(n)} n-k}\right) S_{\lambda, \theta, 0}^{(n)}(k), &  \tag{SDE}\\ \mathbb{E}\left[\Delta_{k}^{(n)} S_{\lambda, \theta, \ell}^{(n)} \mid \mathcal{F}_{k}^{(n)}\right]=\left(\frac{\lambda-\ell+1}{\lambda^{(n)} n-k}\right) S_{\lambda, \theta, \ell-1}^{(n)}(k)-\left(\frac{\lambda-\ell}{\lambda^{(n)} n-k}\right) S_{\lambda, \theta, \ell}^{(n)}(k) & \text { for } k \geq \hat{k}_{\lambda, \theta, \ell}^{(n)}, \\ S_{\lambda, \theta, \ell}^{(n)}(k)=0 & \text { for } k<\hat{k}_{\lambda, \theta, \ell}^{(n)},\end{cases}
$$

with initial condition

$$
S_{\lambda, \theta, \ell}^{(n)}(0)=\mu_{\lambda, \theta}^{(n)} n \mathbb{1}(\ell=0) \mathbb{1}(0<\theta \leq \lambda) .
$$

### 4.2 Fluid limit

We show that the Markov chain admits a fluid limit, namely that rescaled by the size of the network $n$ it is close to the solution of the ordinary differential equations stated below.

We define the following set of differential equations:

$$
\begin{cases}\frac{d s_{\lambda, \theta, 0}}{d t}(t)=-\left(\frac{\lambda}{\lambda-t}\right) s_{\lambda, \theta, 0}(t), &  \tag{DE}\\ \frac{d \lambda_{\lambda, \theta, \ell}}{d t}(t)=\left(\frac{\lambda-\ell+1}{\lambda-u}\right) s_{\lambda, \theta, \ell-1}(t)-\left(\frac{\lambda-\ell}{\lambda-t}\right) s_{\lambda, \theta, \ell}(t) & \text { for } t \geq \hat{t}_{\lambda, \theta, \ell}, \\ s_{\lambda, \theta, \ell}(t)=0 & \text { for } t<\hat{t}_{\lambda, \theta, \ell},\end{cases}
$$

with initial conditions

$$
s_{\lambda, \theta, \ell}(0)=\mu_{\lambda, \theta} \mathbb{1}(\ell=0) \mathbb{1}(0<\theta \leq \lambda),
$$

where for $\theta \leq \ell \leq \lambda$,

$$
\begin{equation*}
\hat{t}_{\lambda, \theta, \ell}=\frac{(\ell-\theta) \bar{\lambda}}{\alpha \lambda}, \tag{19}
\end{equation*}
$$

and $\hat{t}_{\lambda, \theta, \ell}=0$ for $0 \leq \ell \leq \theta$.
Lemma 15. The system of ordinary differential equations (DE) admits the unique solution

$$
\mathbf{s}(t)=\left(s_{\lambda, \theta, \ell}(t)\right)_{\lambda, 0 \leq \theta \leq \lambda, 0 \leq \ell \leq \lambda}
$$

in the interval $0 \leq t<\bar{\lambda}$, with

- for $\ell=0,1, \ldots, \theta$ :

$$
\begin{equation*}
s_{\lambda, \theta, \ell}(t)=\mu_{\lambda, \theta}\binom{\lambda}{\ell}\left(\frac{t}{\bar{\lambda}}\right)^{\ell}\left(1-\frac{t}{\bar{\lambda}}\right)^{\lambda-\ell} . \tag{20}
\end{equation*}
$$

- $\operatorname{for} \ell=\theta+1, \ldots, \lambda$ :
$s_{\lambda, \theta, \ell}(t)=\mu_{\lambda, \theta}\binom{\lambda}{\ell}\binom{t}{\bar{\lambda}}^{\ell}\left(1-\frac{t}{\bar{\lambda}}\right)^{\lambda-\ell} \mathbb{P}\left(U_{(\theta+1)}^{t}>\hat{t}_{\lambda, \theta, \theta+1}, U_{(\theta+2)}^{t}>\hat{t}_{\lambda, \theta, \theta+2}, \ldots, U_{(\ell)}^{t}>\hat{t}_{\lambda, \theta, \ell}\right)$,
where $U_{(1)}^{t} \leq U_{(2)}^{t} \leq \cdots \leq U_{(\ell)}^{t}$ denotes the order statistics of $\ell$ i.i.d. uniformly distributed random variables on $[0, t]$.

The solution of the corresponding DE without growth is given by [6, Lemma 5.8]. Here the solution is significantly more involved, and we have to proceed piecewise and setting the initial condition at successive times $\hat{t}_{\lambda, \theta, \theta+k}$ (the first time when the threshold has grown from $\theta$ to $\theta+k$ ).

Proof. Let $\tau=\tau(t)=-\ln (\bar{\lambda}-t)$. Then $\tau(0)=-\ln (\bar{\lambda}), \tau$ is strictly increasing and so is the inverse function $t=t(\tau)$. We write the system of differential equations (DE) with respect to $\tau$ :

$$
\begin{array}{ll}
s_{\lambda, \theta, 0}^{\prime}(\tau)=-\lambda s_{\lambda, \theta, 0}(\tau) & \\
s_{\lambda, \theta, \ell}^{\prime}(\tau)=(\lambda-\ell+1) s_{\lambda, \theta, \ell-1}(\tau)-(\lambda-\ell) s_{\lambda, \theta, \ell}(\tau) & \text { for } \tau \geq \hat{\tau}_{\lambda, \theta, \ell}, \\
s_{\lambda, \theta, \ell}(\tau)=0 & \text { for } \tau<\hat{\tau}_{\lambda, \theta, \ell},
\end{array}
$$

where for $\theta+1 \leq \ell \leq \lambda$,

$$
\hat{\tau}_{\lambda, \theta, \ell}=-\ln \left(\bar{\lambda}-\frac{(\ell-\theta) \bar{\lambda}}{\alpha \lambda}\right),
$$

and $\hat{\tau}_{\lambda, \theta, \ell}=\tau(0)=-\ln (\bar{\lambda})$ for $0 \leq \ell \leq \theta$. Then we have (for $\ell \geq 1$ )

$$
\begin{equation*}
\frac{d}{d \tau}\left(e^{(\lambda-\ell)(\tau-\tau(0))} s_{\lambda, \theta, \ell}(\tau)\right)=(\lambda-\ell) e^{(\lambda-\ell)(\tau-\tau(0))} s_{\lambda, \theta, \ell-1}(\tau) \mathbb{1}\left(\tau \geq \hat{\tau}_{\lambda, \theta, \ell}\right) \tag{21}
\end{equation*}
$$

(i) For the case $0 \leq \ell \leq \theta$, similar to [6, Lemma 5.8], by induction we find

$$
\begin{equation*}
s_{\lambda, \theta, \ell}(\tau)=e^{-(\lambda-\ell)(\tau-\tau(0))} \sum_{r=0}^{\ell-1}\binom{\lambda-r}{\ell-r}\left(1-e^{-(\tau-\tau(0))}\right)^{\ell-r} s_{\lambda, \theta, r}(\tau(0)) . \tag{22}
\end{equation*}
$$

By going back to $t$, we have

$$
s_{\lambda, \theta, \ell}(t)=\left(1-\frac{t}{\bar{\lambda}}\right)^{\lambda-\ell} \sum_{r=0}^{\ell-1} s_{\lambda, \theta, r}(0)\binom{\lambda-r}{\ell-r}\binom{t}{\bar{\lambda}}^{\ell-r} .
$$

Then, by using the initial conditions, we find (for $\theta>0$ )

$$
s_{\lambda, \theta, \ell}(t)=\mu_{\lambda, \theta}\binom{\lambda}{\ell}\binom{t}{\bar{\lambda}}^{\ell}\left(1-\frac{t}{\bar{\lambda}}\right)^{\lambda-\ell} .
$$

(ii) Consider the case $\ell=\theta+k$ for $k \geq 1$. We proceed the proof by induction on $k$. For $k=1$, when $\ell=\theta+1$, by Equation 21, we have

$$
\frac{d}{d \tau}\left(e^{(\lambda-\theta-1)(\tau-\tau(0))} s_{\lambda, \theta, \theta+1}(\tau)\right)=(\lambda-\theta-1) e^{(\lambda-\theta-1)(\tau-\tau(0))} s_{\lambda, \theta, \theta}(\tau) \mathbb{1}\left(\tau \geq \hat{\tau}_{\lambda, \theta, \theta+1}\right)
$$

For $\tau \geq \hat{\tau}_{\lambda, \theta, \theta+1}$, by setting $\hat{\tau}_{\lambda, \theta, \theta+1}$ as the initial time, we have (similar to Equation 22 )

$$
s_{\lambda, \theta, \theta+1}(\tau)=e^{-(\lambda-\theta-1)\left(\tau-\hat{\tau}_{\lambda, \theta, \theta+1}\right)} \sum_{r=0}^{\theta}\binom{\lambda-r}{\ell-r}\left(1-e^{-\left(\tau-\hat{\tau}_{\lambda, \theta, \ell}\right)}\right)^{\ell-r} s_{\lambda, \theta, r}\left(\hat{\tau}_{\lambda, \theta, \theta+1}\right) .
$$

By going back to $t$, we find for $\ell=\theta+1$ and $\hat{t}_{\lambda, \theta, \ell} \leq t<\bar{\lambda}$,

$$
\begin{aligned}
s_{\lambda, \theta, \ell}(t) & =\left(\frac{\bar{\lambda}-t}{\bar{\lambda}-\hat{t}_{\lambda, \theta, \ell}}\right)^{\lambda-\ell} \sum_{r=0}^{\theta}\binom{\lambda-r}{\ell-r}\left(\frac{t-\hat{t}_{\lambda, \theta, \ell}}{\bar{\lambda}-t}\right)^{\ell-r} s_{\lambda, \theta, r}\left(\hat{t}_{\lambda, \theta, \ell}\right) \\
& =\left(\frac{\bar{\lambda}-t}{\bar{\lambda}-\hat{t}_{\lambda, \theta, \ell}}\right)^{\lambda-\ell} \sum_{r=0}^{\theta}\binom{\lambda-r}{\ell-r}\left(\frac{t-\hat{t}_{\lambda, \theta, \ell}}{\bar{\lambda}-\hat{t}_{\lambda, \theta, \ell}}\right)^{\ell-r} \mu_{\lambda, \theta}\binom{\lambda}{r}\left(\frac{\hat{t}_{\lambda, \theta, \ell}}{\bar{\lambda}}\right)^{r}\left(\frac{\bar{\lambda}-\hat{t}_{\lambda, \theta, \ell}}{\bar{\lambda}}\right)^{\lambda-r} \\
& =\mu_{\lambda, \theta}\binom{\lambda}{\ell}\left(\frac{t}{\bar{\lambda}}\right)^{\ell}\left(1-\frac{t}{\bar{\lambda}}\right)^{\lambda-\ell} \frac{1}{t^{\ell}} \sum_{r=0}^{\theta}\binom{\ell}{r}\left(t-\hat{t}_{\lambda, \theta, \ell}\right)^{\ell-r} \hat{t}_{\lambda, \theta, \ell}^{r} \\
& =\mu_{\lambda, \theta}\binom{\lambda}{\ell}\binom{t}{\bar{\lambda}}^{\ell}\left(1-\frac{t}{\bar{\lambda}}\right)^{\lambda-\ell} \frac{t^{\ell}-\hat{t}_{\lambda, \theta, \ell}^{\ell}}{t^{\ell}} \\
& =\mu_{\lambda, \theta}\binom{\lambda}{\ell}\binom{t}{\bar{\lambda}}^{\ell}\left(1-\frac{t}{\bar{\lambda}}\right)^{\lambda-\ell} \mathbb{P}\left(U_{(\theta+1)}^{t}>\hat{t}_{\lambda, \theta, \theta+1}\right),
\end{aligned}
$$

since $($ for $\ell=\theta+1)$

$$
\mathbb{P}\left(U_{(\ell)}^{t}>\hat{t}\right)=1-\mathbb{P}\left(U_{1}^{t} \leq \hat{t}, U_{2}^{t} \leq \hat{t}, \ldots, U_{\ell}^{t} \leq \hat{t}\right)=1-\left(\frac{\hat{t}}{t}\right)^{\ell}=\frac{t^{\ell}-\hat{t}^{\ell}}{t^{\ell}}
$$

Suppose now that the statement is true up to $\ell=\theta+k$. We now proceed with the proof for $\ell=\theta+k+1$. Let us denote by

$$
\begin{equation*}
P_{\lambda, \theta, \ell}(t):=\mathbb{P}\left(U_{(\theta+1)}^{t}>\hat{t}_{\lambda, \theta, \theta+1}, U_{(\theta+2)}^{t}>\hat{t}_{\lambda, \theta, \theta+2}, \ldots, U_{(\ell)}^{t}>\hat{t}_{\lambda, \theta, \ell}\right), \tag{23}
\end{equation*}
$$

for $\ell=\theta+1, \ldots, \lambda$ and $P_{\lambda, \theta, \ell}(t)=1$ for $\ell=0,1, \ldots, \theta$.
Lemma 16. For all $\ell \geq \theta+1$, the following recursive identity holds:

$$
P_{\lambda, \theta, \ell}(t)=\frac{1}{t^{\ell}} \sum_{r=0}^{\ell-1}\binom{\ell}{r}\left(t-\hat{t}_{\lambda, \theta, \ell}\right)^{\ell-r} \hat{t}_{\lambda, \theta, \ell}^{r} P_{\lambda, \theta, r}\left(\hat{t}_{\lambda, \theta, \ell}\right) .
$$

Proof. Let $U_{1}^{t}, U_{2}^{t}, \ldots, U_{\ell}^{t}$ be i.i.d. uniformly distributed random variables on $[0, t]$. Then $\mathbb{P}\left(U_{i}^{t} \leq\right.$ $\left.\hat{t}_{\lambda, \theta, \ell}\right)=\frac{\hat{t}_{\lambda, \theta, \ell}}{t}$. We write $P_{\lambda, \theta, \ell}(t)$ by conditioning on the number of points in $\left[0, \hat{t}_{\lambda, \theta, \ell}\right]$. Let $\mathcal{A}_{r}$ be the event that there are exactly $r$ points in $\left[0, \hat{t}_{\lambda, \theta, \ell}\right]$. Then we have (for $r=0, \ldots, \ell-1$ )

$$
\mathbb{P}\left(\mathcal{A}_{r}\right)=\binom{\ell}{r}\left(\frac{t-\hat{t}_{\lambda, \theta, \ell}}{t}\right)^{\ell-r}\left(\frac{\hat{t}_{\lambda, \theta, \ell}}{t}\right)^{r} .
$$

Moreover, since $\hat{t}_{\lambda, \theta, \ell}$ is increasing in $\ell$ and $\left(U_{i}^{t} \mid U_{i}^{t} \leq \hat{t}_{\lambda, \theta, \ell}\right)$ is uniformly distributed on $\left[0, \hat{t}_{\lambda, \theta, \ell}\right]$, given there are $r$ points in $\left[0, \hat{t}_{\lambda, \theta, \ell}\right]$ we have

$$
\mathbb{P}\left(U_{(\theta+1)}^{t}>\hat{t}_{\lambda, \theta, \theta+1}, U_{(\theta+2)}^{t}>\hat{t}_{\lambda, \theta, \theta+2}, \ldots, U_{(\ell)}^{t}>\hat{t}_{\lambda, \theta, \ell} \mid \mathcal{A}_{r}\right)=P_{\lambda, \theta, r}\left(\hat{t}_{\lambda, \theta, \ell}\right) .
$$

Thus we obtain the recursive equation

$$
P_{\lambda, \theta, \ell}(t)=\sum_{r=0}^{\ell-1}\binom{\ell}{r}\left(\frac{t-\hat{t}_{\lambda, \theta, \ell}}{t}\right)^{\ell-r}\left(\frac{\hat{t}_{\lambda, \theta, \ell}}{t}\right)^{r} P_{\lambda, \theta, r}\left(\hat{t}_{\lambda, \theta, \ell}\right),
$$

as desired.
Using the above lemma and by following the same steps as the case $\ell=\theta+1$, we obtain for $\ell=\theta+k+1$ and $\hat{t}_{\lambda, \theta, \ell} \leq t<\bar{\lambda}$,

$$
\begin{aligned}
s_{\lambda, \theta, \ell}(t) & =\left(\frac{\bar{\lambda}-t}{\bar{\lambda}-\hat{t}_{\lambda, \theta, \ell}}\right)^{\lambda-\ell} \sum_{r=0}^{\theta+k}\binom{\lambda-r}{\ell-r}\left(\frac{t-\hat{t}_{\lambda, \theta, \ell}}{\bar{\lambda}-t}\right)^{\ell-r} s_{\lambda, \theta, r}\left(\hat{t}_{\lambda, \theta, \ell}\right) \\
& =\mu_{\lambda, \theta}\binom{\lambda}{\ell}\binom{t}{\bar{\lambda}}^{\ell}\left(1-\frac{t}{\bar{\lambda}}\right)^{\lambda-\ell} \frac{1}{t^{\ell}} \sum_{r=0}^{\theta+k}\binom{\ell}{r}\left(t-\hat{t}_{\lambda, \theta, \ell}\right)^{\ell-r} \hat{t}_{\lambda, \theta, \ell}^{r} P_{\lambda, \theta, r}\left(\hat{t}_{\lambda, \theta, \ell}\right) \\
& =\mu_{\lambda, \theta}\binom{\lambda}{\ell}\binom{t}{\bar{\lambda}}^{\ell}\left(1-\frac{t}{\bar{\lambda}}\right)^{\lambda-\ell} P_{\lambda, \theta, \ell}(t),
\end{aligned}
$$

which completes the proof.

A key idea to prove Theorem 5 is to approximate, following [60, the Markov chain by the solution of a system of differential equations in the large network limit. We summarize here the main result of [60].

For a set of variables $Y_{1}, \ldots, Y_{b}$ and for $\mathcal{D} \subseteq \mathbb{R}^{b+1}$, define the stopping time

$$
T_{\mathcal{D}}=T_{\mathcal{D}}\left(Y_{1}, \ldots, Y_{b}\right)=\inf \left\{t \geq 1,\left(t / n ; Y_{1}(t) / n, \ldots, Y_{b}(t) / n\right) \notin \mathcal{D}\right\} .
$$

Lemma 17 (58, 60]). Given integers $b, n \geq 1$, a bounded domain $\mathcal{D} \subseteq \mathbb{R}^{b+1}$, functions $\left(F_{L}\right)_{1 \leq \ell \leq b}$ with $f_{\ell}: \mathcal{D} \rightarrow \mathbb{R}$, and $\sigma$-fields $\mathcal{F}_{n, 0} \subseteq \mathcal{F}_{n, 1} \subseteq \ldots$, suppose that the random variables $\left(Y_{\ell}^{(n)}(t)\right)_{1 \leq \ell \leq b}$ are $\mathcal{F}_{n, t}$-measurable for $t \geq 0$. Furthermore, assume that, for all $0 \leq t<T_{\mathcal{D}}$ and $1 \leq \ell \leq b$, the following conditions hold
(i) (Boundedness). $\max _{1 \leq \ell \leq b}\left|Y_{\ell}^{(n)}(t+1)-Y_{\ell}^{(n)}(t)\right| \leq \beta$,
(ii) (Trend-Lipschitz). $\left|\mathbb{E}\left[Y_{\ell}^{(n)}(t+1)-Y_{\ell}^{(n)}(t) \mid \mathcal{F}_{n, t}\right]-f_{\ell}\left(t / n, Y_{1}^{(n)}(t) / n, \ldots, Y_{\ell}^{(n)}(t) / n\right)\right| \leq \delta$, where the function $\left(f_{\ell}\right)$ is L-Lipschitz-continuous on $\mathcal{D}$,
and that the following condition holds initially:
(iii) (Initial condition). $\max _{1 \leq \ell \leq b}\left|Y_{\ell}^{(n)}(0)-\hat{y}_{\ell} n\right| \leq \alpha n$, for some $\left(0, \hat{y}_{1}, \ldots, \hat{y}_{b}\right) \in \mathcal{D}$.

Then there are $R=R(\mathcal{D}, L) \in[1, \infty)$ and $C=C(\mathcal{D}) \in(0, \infty)$ such that, whenever $\alpha \geq$ $\delta \min \left\{C, L^{-1}\right\}+R / n$, with probability at least $1-2 b e^{-n \alpha^{2} /\left(8 C \beta^{2}\right)}$ we have

$$
\max _{0 \leq t \leq \sigma n} \max _{1 \leq \ell \leq b}\left|Y_{\ell}^{(n)}(t)-y_{\ell}(t / n) n\right|<3 e^{C L} \alpha n
$$

where $\left(y_{\ell}(t)\right)_{1 \leq \ell \leq b}$ is the unique solution to the system of differential equations

$$
\frac{d y_{\ell}(t)}{d t}=f_{\ell}\left(t, y_{1}, \ldots, y_{b}\right) \text { with } y_{\ell}(0)=\hat{y}_{\ell}, \quad \text { for } \quad \ell=1, \ldots, b,
$$

and $\sigma=\sigma\left(\hat{y}_{1}, \ldots, \hat{y}_{b}\right) \in[0, C]$ is any choice of $\sigma \geq 0$ with the property that $\left(t, y_{1}(t), \ldots, y_{b}(t)\right)$ has $\ell^{\infty}$-distance at least $3 e^{L C} \alpha$ from the boundary of $\mathcal{D}$ for all $t \in[0, \sigma)$.

In the next section, we apply Lemma 17 to the contagion model described in Section 4.1. Let us define, for $0 \leq t \leq \bar{\lambda}$

$$
\begin{aligned}
\delta_{\lambda, \theta}(t) & :=\mu_{\lambda, \theta}-\sum_{\ell} s_{\lambda, \theta, \ell}(t), \\
\delta^{-}(t) & :=\sum_{\lambda, \theta} \lambda \delta_{\lambda, \theta}(t)-t, \text { and } \\
\delta(t) & :=\sum_{\lambda, \theta} \delta_{\lambda, \theta}(t),
\end{aligned}
$$

with $s_{\lambda, \theta, \ell}$ given in Lemma 15. Hence, we have

$$
\begin{align*}
\delta_{\lambda, \theta}(t) & =\mu_{\lambda, \theta}\left(1-\sum_{\ell}\binom{\lambda}{\ell}\binom{t}{\bar{\lambda}}^{\ell}\left(1-\frac{t}{\bar{\lambda}}\right)^{\lambda-\ell} P_{\lambda, \theta, \ell}(t)\right)=\mu_{\lambda, \theta}\left(1-B_{\lambda, \theta}^{\alpha}\left(\frac{t}{\bar{\lambda}}\right)\right),  \tag{24}\\
\delta^{-}(t) & =\sum_{\lambda, \theta} \lambda \delta_{\lambda, \theta}(t)-t=\bar{\lambda}\left(J^{\alpha}\left(\frac{t}{\bar{\lambda}}\right)-\frac{t}{\bar{\lambda}}\right), \text { and },  \tag{25}\\
\delta(\tau) & =\sum_{\lambda, \theta} \mu_{\lambda, \theta} B_{\lambda, \theta}^{\alpha}\left(\frac{t}{\bar{\lambda}}\right) . \tag{26}
\end{align*}
$$

### 4.3 Proof of Theorem 5

We now proceed to the proof of Theorem 5 whose aim is to approximate the value $\frac{D^{(n)}\left(T_{\text {stop }}^{(n)}\right)}{n}$ as $n \rightarrow \infty$. We build on the techniques used in [6, Theorem 3.8]. In contrast to [6], the number of states of the Markov chain grows with time. We first prove the convergence for the rescaled number of nodes that have $\ell<\theta$ failed neighbors, i.e. which are guaranteed to survive. This part of the proof follows from [6, Theorem 3.8]. Next we consider $\ell \geq \theta$ and partition the time interval according to the possibility that growth is sufficient for survival. For every $\ell \geq \theta$ there is a minimal time $\hat{t}_{\lambda, \theta, \ell}$ such that a node with initial threshold $\theta$ can survive after $\hat{t}_{\lambda, \theta, \ell}$. As the induction initial step we have convergence on the entire time interval $[0,1]$ of the rescaled vector $S_{\lambda, \theta, \ell}^{(n)}$ for $\ell<\theta$. As induction step, we show that convergence on the interval $\left[\hat{t}_{\lambda, \theta, \tilde{\ell}}, 1\right]$ of $S_{\lambda, \theta, \ell}^{(n)}$ for $\ell<\tilde{\ell}$ implies convergence on the interval $\left[\hat{t}_{\lambda, \theta, \tilde{\ell}+1}, 1\right]$ of $S_{\lambda, \theta, \ell}^{(n)}$ for $\ell<\tilde{\ell}+1$.

Let $k=\gamma \bar{\lambda}^{(n)} n+o(n)$ for some $\gamma \in[0,1]$. We first show that $T_{k}^{(n)} \xrightarrow{p} \gamma \bar{\lambda}$. Since

$$
\begin{equation*}
\mathbb{E}\left(T_{k}^{(n)}\right)=\sum_{i=1}^{k} \mathbb{E}\left(T_{i}^{(n)}-T_{i-1}^{(n)}\right)=\sum_{i=1}^{k} \frac{1}{n}=\frac{k}{n}, \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}\left(T_{k}^{(n)}\right)=\sum_{i=1}^{k} \operatorname{Var}\left(T_{i}^{(n)}-T_{i-1}^{(n)}\right)=\sum_{i=1}^{k} \frac{1}{n^{2}}=\frac{k}{n^{2}} \sim O\left(\frac{1}{n}\right), \tag{28}
\end{equation*}
$$

we have by Chebysev's inequality, as $n \rightarrow \infty$, in probability

$$
T_{k}^{(n)} \xrightarrow{p} \gamma \bar{\lambda} .
$$

This gives us that (for fixed $\lambda, \theta, \ell \leq \lambda$ )

$$
\begin{equation*}
\frac{\hat{k}_{\lambda, \theta, \ell}^{(n)}}{n}=\hat{t}_{\lambda, \theta, \ell}+o_{p}(1) . \tag{29}
\end{equation*}
$$

We also need to bound the contribution of higher order terms in the infinite sums (25) and (26). Fix $\epsilon>0$. By regularity conditions on the degree sequence, we know

$$
\bar{\lambda}=\sum_{\lambda} \sum_{\theta=0}^{\lambda} \lambda \mu_{\lambda, \theta} \in(0, \infty) .
$$

Then, there exists an integer $K_{\epsilon}$, such that

$$
\sum_{\lambda \geq K_{\epsilon}} \sum_{\theta} \lambda \mu_{\lambda, \theta}<\epsilon .
$$

It follows that for all $0 \leq t \leq \bar{\lambda}$,

$$
\begin{equation*}
\sum_{\lambda \geq K_{\epsilon}} \sum_{\theta} \lambda \delta_{\lambda, \theta}(t)=\sum_{\lambda \geq K_{\epsilon}} \sum_{\theta} \lambda \mu_{\lambda, \theta}\left(1-B_{\lambda, \theta}^{\alpha}\left(\frac{t}{\bar{\lambda}}\right)\right)<\epsilon . \tag{30}
\end{equation*}
$$

The number of vertices with degree $\lambda$ and initial threshold $\theta$ is $n \mu_{\lambda, \theta}^{(n)}$. Again, by regularity conditions,

$$
\sum_{\lambda, \theta} \lambda \mu_{\lambda, \theta}^{(n)} \rightarrow \bar{\lambda} \in(0, \infty) .
$$

Therefore, for $n$ large enough,

$$
\sum_{\lambda \geq K_{\epsilon}} \sum_{\theta} \lambda \mu_{\lambda, \theta}^{(n)}<\epsilon
$$

which implies for all $0 \leq k \leq n \bar{\lambda}^{(n)}$,

$$
\begin{equation*}
\sum_{\lambda \geq K_{\epsilon}} \sum_{\theta} \lambda D_{\lambda, \theta}^{(n)}(k) / n<\epsilon \tag{31}
\end{equation*}
$$

For $K \geq 1$, we denote by

$$
\begin{aligned}
\mathbf{s}^{K}(t) & :=\left(s_{\lambda, \theta, \ell}(t)\right)_{\lambda \leq K, 0 \leq \ell, \theta \leq \lambda} \text { and } \\
\mathbf{S}_{n}^{K}(k) & :=\left(S_{\lambda, \theta, \ell}^{(n)}(k)\right)_{\lambda \leq K, 0 \leq \ell, \theta \leq \lambda}
\end{aligned}
$$

both of dimension $b(K)$.
We now show by induction that

$$
\begin{equation*}
\sup _{0 \leq t \leq \sigma n}\left|\mathbf{S}_{n}^{K}(k) / n-\mathbf{s}^{K}(k / n)\right| \leq C \epsilon+o_{p}(1) \tag{32}
\end{equation*}
$$

where $\sigma=\bar{\lambda}-\epsilon$. As the induction first step, we consider the subvector with $\ell<\theta$.
For $K \geq 1$, we denote this subvector where $\ell<\theta$ by

$$
\begin{aligned}
\mathbf{s}^{K, \theta} & :=\left(s_{\lambda, \theta, \ell}(t)\right)_{\lambda \leq K, 0 \leq \ell<\theta \leq \lambda} \text { and } \\
\mathbf{S}_{n}^{K, \theta} & :=\left(S_{\lambda, \theta, \ell}^{(n)}(k)\right)_{\lambda \leq K, 0 \leq \ell<\theta \leq \lambda}
\end{aligned}
$$

where the superscript $\theta$ marks the upper bound on $\ell$. For an arbitrary constant $\epsilon>0$, we define the domain $\mathcal{D}_{\epsilon}^{\theta}$ as

$$
\mathcal{D}_{\epsilon}^{\theta}=\left\{\left(\tau, s^{K}\right) \in \mathbb{R}^{K \theta+1}:-\epsilon<\tau<\bar{\lambda}-\epsilon,-\epsilon<s_{\lambda, \theta, \ell}<1\right\}
$$

and we verify the conditions of Lemma 17 which shows that the fluid limit holds on the domain $\mathcal{D}_{\epsilon}^{\theta}$. We obtain that for a sufficiently large constant $C$

$$
\sup _{0 \leq k \leq \sigma n}\left|\mathbf{S}_{n}^{K, \theta}(k) / n-\mathbf{s}^{K, \theta}(k / n)\right| \leq C \epsilon+o_{p}(1)
$$

with $\sigma=\bar{\lambda}-\epsilon$.
For $\tilde{\ell} \geq \theta$ we denote the subvector $\left(s^{K, \tilde{\ell}}, S_{n}^{K, \tilde{\ell}}\right)_{\lambda \leq K, \theta \leq \lambda, 0 \leq \ell<\tilde{\ell}}$ with index $\ell<\tilde{\ell}$ by

$$
\begin{aligned}
\mathbf{s}^{K, \tilde{\ell}} & :=\left(s_{\lambda, \theta, \ell}(t)\right)_{\lambda \leq K, \theta \leq \lambda, 0 \leq \ell<\tilde{\ell}} \text { and } \\
\mathbf{S}_{n}^{K, \tilde{\ell}} & :=\left(S_{\lambda, \theta, \ell}^{(n)}(k)\right)_{\lambda \leq K, \theta \leq \lambda, 0 \leq \ell<\tilde{\ell}}
\end{aligned}
$$

Now consider on the domain

$$
\mathcal{D}_{\epsilon}^{\tilde{\ell}}=\left\{\left(t, s^{K}\right) \in \mathbb{R}^{K \tilde{\ell}+1}:-\epsilon<t<\bar{\lambda}-\epsilon,-\epsilon<s_{\lambda, \theta, \ell}<1\right\}
$$

We prove by induction on $\tilde{\ell}$ that the fluid limit holds on the domain $\mathcal{D}_{\epsilon}^{\tilde{\ell}}$

$$
\begin{equation*}
\sup _{0 \leq k \leq \sigma n}\left|\mathbf{S}_{n}^{K, \tilde{\ell}}(k) / n-\mathbf{s}^{K, \tilde{\ell}}(k / n)\right| \leq C^{\tilde{\ell}} \epsilon+o_{p}(1) \tag{33}
\end{equation*}
$$

We have seen that the fluid limit holds for $\tilde{\ell} \leq \theta-1$, so we use this as the initial induction step. We now suppose that it holds for an $\tilde{\ell} \geq \theta-1$ and we need to show that it holds for $\tilde{\ell}+1$. We consider the ODEs solution $\tilde{\mathbf{s}}^{K, \theta}:=\left(\tilde{s}_{\lambda, \theta, \ell}(t)\right)_{\lambda<K, \theta \leq \lambda, 0 \leq \ell<\tilde{\ell}+1}$ on the domain

$$
\mathcal{D}_{\epsilon}^{\tilde{\ell}+1}=\left\{\left(t, s^{K}\right) \in \mathbb{R}^{K(\tilde{\ell}+1)+1}:-\epsilon \leq t<\bar{\lambda}-\epsilon,-\epsilon<s_{\lambda, \theta, \ell}<1\right\},
$$

with initial condition $\tilde{\mathbf{s}}_{n}^{K, \tilde{\ell}+1}\left(\hat{k}_{\lambda, \theta, \tilde{\ell}+1}^{(n)} / n\right)=\left(\mathbf{S}_{n}^{K, \tilde{\ell}}\left(\hat{k}_{\lambda, \theta, \tilde{\ell}+1}^{(n)}\right) / n, 0\right)$; namely we start the same system from the time $\hat{k}_{\lambda, \theta, \tilde{\ell}+1}^{(n)} / n$. At this time it is guaranteed that $S_{n}^{K, \tilde{\ell}+1}=0$.

Then from Lemma 17, we have

$$
\begin{equation*}
\sup _{\hat{k}_{\lambda, \theta, \tilde{e}+1}^{(n)} \leq k \leq \sigma n}\left|\mathbf{S}_{n}^{K, \tilde{\ell}+1}(k) / n-\tilde{\mathbf{s}}^{K, \tilde{\ell}+1}(k / n)\right| \leq C \epsilon+o_{p}(1) . \tag{34}
\end{equation*}
$$

By the induction hypothesis, namely (33), we have

$$
\left|\mathbf{S}_{n}^{K, \tilde{\ell}}\left(\hat{k}_{\lambda, \theta, \tilde{\ell}+1}^{(n)}\right) / n-\mathbf{s}^{K, \tilde{\ell}}\left(\hat{k}_{\lambda, \theta, \tilde{\ell}+1}^{(n)} / n\right)\right| \leq C^{\tilde{\ell}} \epsilon+o_{p}(1),
$$

and using that gives

$$
\begin{equation*}
\left.\mid \tilde{\mathbf{s}}^{K, \tilde{\ell}}\left(\hat{k}_{\lambda, \theta, \tilde{\ell}+1}^{(n)} / n\right)-\mathbf{s}^{K, \tilde{\ell}} \hat{k}_{\lambda, \theta, \tilde{\ell}+1}^{(n)} / n\right) \mid \leq C^{\tilde{\ell}} \epsilon+o_{p}(1) . \tag{35}
\end{equation*}
$$

By definition

$$
s_{\lambda, \theta, \tilde{\ell}+1}(t)=0 \text { for } t \leq \hat{t}_{\lambda, \theta, \tilde{\ell}+1}
$$

Thus by continuity property of ODEs,

$$
\left|\tilde{s}_{\lambda, \theta, \tilde{\ell}+1}\left(\hat{k}_{\lambda, \theta, \tilde{\ell}+1}^{(n)} / n\right)-s_{\lambda, \theta, \tilde{\ell}+1}\left(\hat{k}_{\lambda, \theta, \tilde{\ell}+1}^{(n)} / n\right)\right| \leq C \epsilon+o_{p}(1) .
$$

Combining with (35) we obtain

$$
\left|\tilde{\mathbf{s}}^{K, \tilde{\ell}+1}\left(\hat{k}_{\lambda, \theta, \tilde{\ell}+1}^{(n)} / n\right)-\mathbf{s}^{K, \tilde{\ell}+1}\left(\hat{k}_{\lambda, \theta, \tilde{\ell}+1}^{(n)} / n\right)\right| \leq C_{1} \epsilon+o_{p}(1) .
$$

Thus by the stability results of ODEs we have

$$
\sup _{\hat{k}_{\lambda, \theta, \tilde{\ell}+1}^{(n)} \leq k \leq \sigma n}\left|\mathbf{s}_{n}^{K, \tilde{\ell}+1}(k / n)-\tilde{\mathbf{s}}^{K, \tilde{\ell}+1}(k / n)\right| \leq C_{2} \epsilon+o_{p}(1)
$$

Combined with (34) this gives

$$
\begin{equation*}
\sup _{\hat{k}_{\lambda, \theta, \tilde{\ell}+1}^{(n)} \leq k \leq \sigma n}\left|\mathbf{S}_{n}^{K, \tilde{\ell}+1}(k) / n-\mathbf{s}^{K, \tilde{\ell}+1}(k / n)\right| \leq\left(C_{2}+C\right) \epsilon+o_{p}(1) \tag{36}
\end{equation*}
$$

By definition

$$
S_{\lambda, \theta, \tilde{\ell}+1}^{(n)}(k)=0 \text { for } k \leq \hat{k}_{\lambda, \theta, \tilde{\ell}+1}^{(n)}
$$

and

$$
s_{\lambda, \theta, \tilde{\ell}+1}(t)=0 \text { for } t \leq \hat{t}_{\lambda, \theta, \tilde{\ell}+1} .
$$

Combining with (33), it gives

$$
\begin{equation*}
\sup _{0 \leq k \leq \min \left\{\hat{t}_{\lambda, \theta, \tilde{\ell}+1} n, \hat{k}_{\lambda, \theta, \tilde{\ell}+1}^{(n)}\right\}}\left|\mathbf{S}_{n}^{K, \tilde{\ell}+1}(k) / n-\mathbf{s}^{K, \tilde{\ell}+1}(k / n)\right|=0 . \tag{37}
\end{equation*}
$$

Thus by the continuity of solution $\left(s_{\lambda, \theta, \tilde{\ell}+1}(t)\right)_{t \geq 0}$ between $\min \left\{\hat{t}_{\lambda, \theta, \tilde{\ell}+1} n, \hat{k}_{\lambda, \theta, \tilde{\ell}+1}^{(n)}\right\}$ and $\hat{k}_{\lambda, \theta, \tilde{\ell}+1}^{(n)}$, combining with (33), (36) and (37), we obtain

$$
\sup _{0 \leq k \leq \sigma n}\left|\mathbf{S}_{n}^{K, \tilde{\ell}+1}(k) / n-\mathbf{s}^{K, \tilde{\ell}+1}(k / n)\right| \leq\left(C_{2}+C\right) \epsilon+o_{p}(1)
$$

Thus by mathematical induction, (32) holds.
When the solution reaches the boundary of $\mathcal{D}_{\epsilon}$, it violates the first constraint, determined by $\sigma=\bar{\lambda}-\epsilon$. By convergence of $\bar{\lambda}^{(n)}$ to $\lambda$, there is a value $n_{0}$ such that $\forall n \geq n_{0}, \bar{\lambda}^{(n)}>\lambda-\epsilon$, which ensures that $\sigma n \leq \bar{\lambda}^{(n)} n$. Using (30) and (31), we have, for $0 \leq k \leq \sigma n$ and $n \geq n_{0}$ :

$$
\begin{align*}
\left|D_{\text {out }}^{(n)}(k) / n-\delta^{-}(k / n)\right| & =\left|\sum_{\lambda} \sum_{\theta \leq \lambda} \lambda\left(D_{\lambda, \theta}^{(n)}(t) / n-\delta_{\lambda, \theta}(t / n)\right)\right| \\
& \leq \sum_{\lambda} \sum_{\theta \leq \lambda} \lambda\left|D_{\lambda, \theta}^{(n)}(t) / n-\delta_{\lambda, \theta}(t / n)\right| \\
& \leq \sum_{\lambda \leq K_{\epsilon}} \sum_{\theta \leq \lambda} \lambda\left|D_{\lambda, \theta}^{(n)}(t) / n-\delta_{\lambda, \theta}(t / n)\right|+2 \epsilon \tag{38}
\end{align*}
$$

and

$$
\begin{equation*}
\left|D^{(n)}(k) / n-\delta(k / n)\right| \leq \sum_{\lambda \leq K_{\epsilon}} \sum_{\theta \leq \lambda}\left|D_{\lambda, \theta}^{(n)}(k) / n-\delta_{\lambda, \theta}(k / n)\right|+2 \epsilon \tag{39}
\end{equation*}
$$

We then obtain by 32 that

$$
\begin{align*}
\sup _{0 \leq k \leq \sigma n} & \left|D_{\text {out }}^{(n)}(k) / n-\delta^{-}(k / n)\right| \leq 2 C \epsilon+o_{p}(1), \text { and }  \tag{40}\\
& \sup _{0 \leq k \leq \sigma n}\left|D^{(n)}(k) / n-\delta(k / n)\right| \leq 2 C \epsilon+o_{p}(1) \tag{41}
\end{align*}
$$

We now study the stopping time $k_{\text {stop }}^{(n)}$ defined in 50 and the size of the default cascade $D^{(n)}\left(k_{\text {stop }}^{(n)}\right)$. First assume $J^{\alpha}(\pi)>\pi$ for all $\pi \in[0,1)$, i.e., $\pi^{*}=1$. Then we have for all $t<\sigma$,

$$
\delta^{-}(t)=\sum_{\lambda, \theta} \lambda \delta_{\lambda, \theta}(t)-t>0
$$

We have then that $k_{\text {stop }}^{(n)} / n=\sigma+O(\epsilon)+o_{p}(1)$ and from convergence 41, since $\delta(\sigma)=1-O(\epsilon)$, we obtain by tending $\epsilon$ to 0 that $\left|D^{(n)}\left(k_{\text {stop }}^{(n)}\right)\right|=n-o_{p}(n)$. This proves the first part of the theorem.

Now consider the case $\pi^{*}<1$, and furthermore $\pi^{*}$ is a stable fixed point of $J^{\alpha}(\pi)$. Then by definition of $\pi^{*}$ and by using the fact that $J^{\alpha}(1) \leq 1$, we have $J^{\alpha}(\pi)<\pi$ for some interval $\left(\pi^{*}, \pi^{*}+\tilde{\pi}\right)$. Then $\delta^{-}(t)$ is negative in an interval $\left(t^{*}, t^{*}+\tau\right)$, with $t^{*}=\bar{\lambda} \pi^{*}$.

Let $\epsilon$ such that $2 \epsilon<-\inf _{t \in\left(t^{*}, t^{*}+\tau\right)} \delta^{-}(t)$ and denote $\hat{\sigma}$ the first iteration at which it reaches the minimum. Since $\delta^{-}(\hat{\sigma})<-2 \epsilon$ it follows that with high probability $D_{\text {out }}^{(n)}(\hat{\sigma} n) / n<0$, so $k_{\text {stop }}^{(n)} / n=$ $t^{*}+O(\epsilon)+o_{p}(1)$. The conclusion follows by taking the limit $\epsilon \rightarrow 0$.

## 5 Applications, extensions and open questions

In this section we propose several extensions to our baseline model and define some open questions.

### 5.1 Agents optimal connectivity choice during a pandemic

With the current Covid-19 health crisis underway, it becomes apparent that the control of the epidemic hinges on the decisions of all individuals. The basic trade-off underlying the agents' connectivity decision in Section 3 can be reinterpreted: more connectivity brings the benefits of social interaction, and at the same time increase the infection risk. In recent work [10, we model the benefit of social interaction as a fraction of the Value of Statistical Live Year (VSLY) ${ }^{2}$. If the individual is infected, then they will face a loss. In the case of Covid-19 or a deadly infectious disease, that loss can be modeled as the Value of Statistical Life (VSL). Of course, these values are heterogeneous across the population, for example they clearly depend on age. In [10], we consider a susceptible-infected-recovered (SIR) epidemic and the individual chooses a social distancing level. The connectivity is fixed there and the social distancing level modifies the infection probability on each link. In the following, we suggest how to extend our model of Section 3 in order to investigate the optimal connectivity decision of agents during an epidemic.

Assume that the agents have heterogeneous loss in case they are infected. Let $\ell_{i}$ denote the loss for agent $i$ in case he is infected by the end of the contagion process. For example, $\ell_{i}$ can incorporate the death (or severe illness) rate given infection and VSL. The distribution of agents' losses is denoted by $F_{\ell}$. We assume that the threshold distribution for an agent choosing degree $\lambda$ follows $p(\theta ; \lambda)$ for $\theta=0,1, \ldots, \lambda$. In the SIR epidemic (or contact process) model, if we denote by $\gamma$ the infection probability over each link and $\gamma_{0}$ as the initial infection probability, we can easily express

$$
p(0 ; \lambda)=\gamma_{0}, p(\theta ; \lambda)=\left(1-\gamma_{0}\right) \gamma(1-\gamma)^{\theta-1} \text { for } \theta=1,2, \ldots, \lambda .
$$

In this case, we can simply set the growth rate $\alpha=0$. We will nonetheless give the mathematical formulation for all $\alpha$.

We restrict our analysis by assuming that the threshold distribution is (stochastically) decreasing in the connectivity $\lambda$, i.e., higher connectivity gives higher payoff but comes along with increased the risk of infection (failure). Equivalently, $p(0 ; \lambda)+p(1 ; \lambda)+\cdots+p(\theta ; \lambda)$ is an increasing function of $\lambda$ for all $\theta \in \mathbb{N}$. Note that for the contact process this assumption is always satisfied because

$$
p(0 ; \lambda)+p(1 ; \lambda)+\cdots+p(\theta ; \lambda)=\gamma_{0}+\left(1-\gamma_{0}\right)\left(1-(1-\gamma)^{\theta}\right)
$$

is increasing in $\gamma$ for all $\theta=0,1, \ldots, \lambda$.
The infection probability for an individual choosing connectivity $\lambda$ (when neighbors are infected independently with probability $\pi$ ) is given by $B_{\lambda}^{\alpha}(\pi):=\sum_{\theta=0}^{\infty} p(\theta ; \lambda) B_{\lambda, \theta}^{\alpha}(\pi)$ for all $\pi \in[0,1]$ and $\lambda \in \mathbb{N}_{0}$. We write the asymptotic reward for agent $i$ with degree $\lambda$ as the expected benefit of linkages (normalized to one for each link) minus the expected loss (in case the agent fails) by

$$
\begin{equation*}
\lambda\left(1-B_{\lambda}^{\alpha}\left(\pi^{*}\right)\right)-\ell_{i} B_{\lambda}^{\alpha}\left(\pi^{*}\right), \tag{42}
\end{equation*}
$$

with $\pi^{*}$ is given in Theorem 5
Note that the global failure probability of a link $\pi^{*}$ depends on the connectivity choice of all nodes. Therefore, the optimal connectivity is an outcome of the equilibrium, similarly defined as

[^2]in Section 3. We proceed again in two steps to determine this equilibrium with the asymptotic criterion. Let $\pi_{e}$ denote the expected infection probability via a randomly chosen link. So agent $i$ with loss $\ell_{i}$ computes a reward
$$
\lambda\left(1-B_{\lambda}^{\alpha}\left(\pi_{e}\right)\right)-\ell_{i} B_{\lambda}^{\alpha}\left(\pi_{e}\right) .
$$

In the first step, nodes choose their connectivity according to an expected infection probability $\pi$ of a link, i.e., a node with threshold $\theta$ and facing loss $\ell$ (in case infected) chooses a connectivity

$$
\begin{equation*}
\lambda^{*}(\pi ; \ell) \in \arg \max _{\lambda \in \mathbb{N}_{0}}\left\{\lambda\left(1-B_{\lambda}^{\alpha}(\pi)\right)-\ell B_{\lambda}^{\alpha}(\pi)\right\} \tag{43}
\end{equation*}
$$

In the second step, we impose an equilibrium condition that the expected infection probability via a link coincides with the actual infection probability via a link, under the optimal connectivity.

A representative agent with loss $\ell$ prefers connectivity $\lambda_{0}$ over $\lambda_{1}$ with $\lambda_{0}<\lambda_{1}$ for a given infection probability $\pi$ if and only if

$$
\ell>\frac{\left(\lambda_{1}-\lambda_{0}\right)-\left(\lambda_{1} B_{\lambda_{1}}^{\alpha}(\pi)-\lambda_{0} B_{\lambda_{0}}^{\alpha}(\pi)\right)}{B_{\lambda_{1}}^{\alpha}(\pi)-B_{\lambda_{0}}^{\alpha}(\pi)}
$$

For a given $\pi \in[0,1]$ and $\lambda \in\left[0, \lambda_{\max }\right]$, let us denote by $\mathcal{A}_{\lambda}(\pi)$ the set of all loss values $\ell \in \mathbb{R}^{+}$such that $\lambda \in\left[0, \lambda_{\max }\right]$ is the optimal connectivity for agent with loss $\ell$ and global infection probability $\pi$. Considering the contact process with infection probability $\gamma$ and $\alpha=0$, Theorem 5 implies that

$$
\begin{equation*}
B_{\lambda}^{0}(\pi)=1-\left(1-\gamma_{0}\right)(1-\gamma \pi)^{\lambda} \tag{44}
\end{equation*}
$$

and $\pi_{*}$ is the smallest solution in $[0,1]$ to the equation

$$
\begin{equation*}
\pi=1-\left(1-\gamma_{0}\right) \sum_{\lambda} \mu_{\lambda}(\pi)(1-\pi \gamma)^{\lambda} \tag{45}
\end{equation*}
$$

Here the fraction of individuals who choose connectivity $\lambda$ (under infection probability $\pi$ ) is precisely the fraction of individuals whose loss is in the set $\mathcal{A}_{\lambda}(\pi)$ and has therefore the very simple form

$$
\begin{equation*}
\mu_{\lambda}(\pi)=F_{\ell}\left(\mathcal{A}_{\lambda}(\pi)\right) . \tag{46}
\end{equation*}
$$

### 5.2 Different in/out-degree distribution

So far we have considered the baseline case where nodes have the same in- and out-degree (that we call connectivity) and where the relation between the interaction time and the calendar time is not dependent on the state of the system. In this section we show that both these assumptions can be relaxed to yield more realism to the model.

In the following, we consider the case when in- and out-degrees are allowed to differ. The indegree is a channel by which one node is impacted by its neighbors, whereas the out-degree is the channel by which the node impacts others in the case of distress. Growth depends mainly on the in-degree: the higher the in-degree, the more a bank is exposed to others and in return it receives higher interest or fees. In particular, for a reinsurer its capital grows with the number of firms that it provides reinsurance to, as they pay premiums. However, growth can also be a function of the out-degree: banks' leverage and growth depends on how much debt they issue; reinsurers' business growth depends on how many other firms reinsure them.

We provide the asymptotic limit of the survival probability (under growth benefits). We leave it for future research the analysis of an equilibrium in which both in- and out-degrees are bank choices. Such equilibrium can be defined as in the baseline case, but with the additional constraint that average in-degree matches average out-degree.

Let $\mu_{\lambda_{+}, \lambda_{-}, \theta}^{(n)}$ be the fraction of nodes with in-degree $\lambda_{+}$, out-degree $\lambda_{-}$and threshold $\theta$. Assume the following regularity conditions $\mu_{\lambda_{+}, \lambda_{-}, \theta}^{(n)} \rightarrow \mu_{\lambda_{+}, \lambda_{-}, \theta}$, as $n \rightarrow \infty$, for some distribution $\mu: \mathbb{N}^{3} \rightarrow$ $[0,1]$. We also assume again that the average connectivity converges to a finite limit

$$
\begin{equation*}
\bar{\lambda}^{(n)}:=\sum_{\lambda_{+}, \lambda_{-}, \theta} \lambda_{+} \mu_{\lambda_{+}, \lambda_{-}, \theta}^{(n)}=\sum_{\lambda_{+}, \lambda_{-}, \theta} \lambda_{-} \mu_{\lambda_{+}, \lambda_{-}, \theta}^{(n)} \rightarrow \sum_{\lambda_{+}, \lambda_{-}, \theta} \lambda_{+} \mu_{\lambda_{+}, \lambda_{-}, \theta}=: \bar{\lambda} \in(0, \infty) . \tag{47}
\end{equation*}
$$

Suppose that growth benefits arrive uniformly over time according to the "growth parameter" $\alpha$ and both the in- and out-degrees. Given a growth function $g, g\left(\alpha, \lambda_{+}, \lambda_{-}\right)$, one can define similarly to (19) the minimal time when the node could survive $\ell$ failed neighbors

$$
\begin{equation*}
\hat{t}_{\lambda_{+}, \lambda_{-}, \theta, \ell}=\frac{(\ell-\theta) \bar{\lambda}}{g\left(\alpha, \lambda_{+}, \lambda_{-}\right)} . \tag{48}
\end{equation*}
$$

We let $P_{\lambda_{+}, \lambda_{-}, \theta, \ell}(\pi)$ as in (23) but with the new definition of $\hat{t}$.
Theorem 18. Let $\pi^{*}$ be the relaxed fixed point of the map $J^{\alpha}$ defined as

$$
\pi^{*}:=\min \left\{\pi \in[0,1] \mid J^{\alpha}(\pi) \leq \pi\right\},
$$

where

$$
J^{\alpha}(\pi):=\sum_{\lambda_{+}, \lambda_{-}, \theta} \frac{\lambda_{-} \mu_{\lambda_{+}, \lambda_{-}, \theta}}{\bar{\lambda}} \cdot B_{\lambda_{+}, \lambda_{-}, \theta}^{\alpha}(\pi),
$$

and

$$
B_{\lambda_{+}, \lambda_{-}, \theta}^{\alpha}(\pi):=1-\sum_{\ell=0}^{\min \left\{\left[\theta+g\left(\alpha, \lambda_{+}, \lambda_{-}\right) \pi\right\rceil-1, \lambda_{+}\right\}}\binom{\lambda_{+}}{\ell} \pi^{\ell}(1-\pi)^{\lambda-\ell} P_{\lambda_{+}, \lambda_{-}, \theta, \ell}(\pi) .
$$

We have:
(i) If $\pi^{*}=1$, i.e., if $J^{\alpha}(\pi)>\pi$ for all $\pi \in[0,1)$, then asymptotically (as $n \rightarrow \infty$ ) almost all nodes fail during the cascade.
(ii) If $\pi^{*}<1$ and $\pi^{*}$ is a stable fixed point of $J^{\alpha}$, i.e., $J^{\alpha \prime}\left(\pi^{*}\right)<1$, then the final fraction of failed nodes converges in probability to

$$
\begin{equation*}
\frac{\left|\mathcal{D}_{f}^{(n)}\right|}{n} \xrightarrow{p} \sum_{\lambda_{+}, \lambda_{-}, \theta} \mu_{\lambda_{+}, \lambda_{-}, \theta} B_{\lambda_{+}, \lambda_{-}, \theta}^{\alpha}\left(\pi^{*}\right) . \tag{49}
\end{equation*}
$$

Furthermore, the asymptotic fraction of surviving nodes with degree $\lambda$ and initial threshold $\theta$ converges in probability (as $n \rightarrow \infty$ )

$$
\frac{S_{\lambda_{+}, \lambda_{-}, \theta}\left(k_{\mathrm{stop}}^{(n)}\right)}{n} \xrightarrow{p} \mu_{\lambda_{+}, \lambda_{-}, \theta}\left(1-B_{\lambda_{+}, \lambda_{-}, \theta}^{\alpha}\left(\pi^{*}\right)\right) .
$$

Proof. We discuss the changes needed to adapt the proof of Theorem 5 for the case of different in/out-degree distribution. In this case, the set of surviving nodes in different states is given by $\mathbf{S}_{n}(k)=\left(S_{\lambda_{+}, \lambda_{-}, \theta, \ell}^{(n)}(k)\right)_{\lambda_{+}, \lambda_{-}, 0 \leq \theta, \ell \leq \lambda_{+}}$, which represents a Markov chain whose transition probabilities are

$$
\begin{aligned}
\mathbb{E}\left[\Delta_{k}^{(n)} S_{\lambda_{+}, \lambda_{-}, \theta, 0}^{(n)} \mid \mathcal{F}_{k}^{(n)}\right] & =-\left(\frac{\lambda_{+}}{\overline{\lambda^{(n)} n-k}}\right) S_{\lambda_{+}, \lambda_{-}, \theta, 0}^{(n)}(k), \\
\mathbb{E}\left[\Delta_{k}^{(n)} S_{\lambda_{+}, \lambda_{-}, \theta, \ell}^{(n)}(k) \mid \mathcal{F}_{k}^{(n)}\right] & =\left(\frac{\lambda_{+}-\ell+1}{\bar{\lambda}^{(n)} n-k}\right) S_{\lambda_{+}, \lambda_{-}, \theta, \ell-1}^{(n)}(k)-\left(\frac{\lambda_{+}-\ell}{\overline{\lambda^{(n)} n-k}}\right) S_{\lambda_{+}, \lambda_{-}, \theta, \ell}^{(n)}(k),
\end{aligned}
$$

for $0<\ell<\theta+\frac{\alpha}{\lambda^{(n)}} \lambda_{+} T_{k}^{(n)}$ and

$$
\begin{aligned}
\mathbb{E}\left[\Delta_{k}^{(n)} S_{\lambda_{+}, \lambda_{-}, \theta, \ell}^{(n)}(k) \mid \mathcal{F}_{k}^{(n)}\right] & =\left(\frac{\lambda_{+}-\ell+1}{\bar{\lambda}^{(n)} n-k}\right) S_{\lambda_{+}, \lambda_{-} \theta, \ell-1}^{(n)}(k), \quad \ell=\theta+\frac{\alpha}{\bar{\lambda}^{(n)}} \lambda_{+} T_{k}^{(n)}, \\
S_{\lambda_{+}, \lambda_{-}, \theta, \ell}^{(n)} & =0, \quad \ell>\theta+\frac{\alpha}{\bar{\lambda}^{(n)}} \lambda_{+} T_{k}^{(n)} .
\end{aligned}
$$

The initial condition changes to

$$
S_{\lambda_{+}, \lambda_{-}, \theta, \ell}^{(n)}(0)=\mu_{\lambda_{+}, \lambda_{-}, \theta}^{(n)} n \mathbb{1}(\ell=0) \mathbb{1}\left(0<\theta \leq \lambda_{+}\right) .
$$

The number of failed nodes among those with connectivity $\left(\lambda_{+}, \lambda_{-}\right)$and initial threshold $\theta$ is

$$
D_{\lambda_{+}, \lambda_{-}, \theta}^{(n)}(k)=n \mu_{\lambda_{+}, \lambda_{-}, \theta}^{(n)}-\sum_{0 \leq \ell<\left\lceil\theta+\alpha \frac{\lambda_{+}}{\lambda^{(n)}} T_{k}^{(n)}\right\rceil} S_{\lambda, \theta, \ell}^{(n)}(k),
$$

and contagion stops at a time when all failed links have been revealed

$$
\begin{equation*}
k_{\text {stop }}^{(n)}=\inf \left\{k=0,1, \ldots, n \bar{\lambda}^{(n)}: \sum_{\lambda_{+}, \lambda_{-}, \theta} \lambda_{-} D_{\lambda_{+}, \lambda_{-}, \theta}^{(n)}(k)=k\right\} . \tag{50}
\end{equation*}
$$

The number of outgoing half-edges belonging to failed nodes at time $k$ is

$$
D_{\text {out }}^{(n)}=\sum_{\lambda_{+}, \lambda_{-}, \theta} \lambda_{-} D_{\lambda_{+}, \lambda_{-}, \theta}^{(n)}(k)-k
$$

and $k_{\text {stop }}^{(n)}$ is the first time that $D_{\text {out }}^{(n)}=0$. The number of failed nodes at the end of the contagion process is thus given by

$$
\left|\mathcal{D}_{f}^{(n)}\right|=\sum_{\lambda_{+}, \lambda_{-}, \theta} D_{\lambda_{+}, \lambda_{-}, \theta}^{(n)}\left(k_{\text {stop }}^{(n)}\right) .
$$

The rest of the proof follows exactly as in the proof of Theorem 5 .
Note that in this case, in order to transfer the results to the uniformly chosen simple random graph $G_{*}^{(n)}$, one needs to assume the second moment condition, which becomes now the convergence of second moment for both in- and out-degrees. In addition, one needs to assume the convergence of the covariance of the in and out degree (see [29, Theorem 3.6] and Remark 1].

### 5.3 Calendar time between interactions

So far, we have analyzed systemic risk under the assumption that the duration in calendar time between the two successive interactions follows an exponential distribution with parameter $n$.

In this subsection we consider the case when the calendar time between two interactions is an exponential whose parameter depends on the state of the system. In particular, the exponential time between interactions can depend on the current duration of the contagion process or on the number of unrevealed outgoing links from the failed nodes. The larger the number of unrevealed links, the higher the intensity with which we learn of affected counterparties. Growth is unlikely to stabilize the system if it happens uniformly over time. On the other hand, if the number of initial failures is small, then so is the intensity with which we learn the counterparties of failed linkages. This will slow contagion as there is a threshold growth in the meanwhile for the counterparties, and the system is likely to stabilize itself even without intervention.

In order to allow the growth intensity to vary over time, we can change the distribution of inter-arrival times to an exponential of mean given by a general function of $k$ and $n$. The higher the mean, the more time nodes have to grow their thresholds before failed links are revealed. This gives us the flexibility to control the different growth rates depending on the stage of the cascade. For $k / n$ smaller we are in the early stages of the cascade and for $k / n \sim \bar{\lambda}^{(n)}$ we are in the later stages of the cascade.

In particular, our results extend to the case when

$$
\Delta_{k}^{(n)}=T_{k}^{(n)}-T_{k-1}^{(n)} \sim \operatorname{Exp}\left(F_{k}^{(n)}\right)
$$

where $F_{k}^{(n)}$ satisfies

$$
F_{k}^{(n)}=n f\left(\frac{k}{n}\right)+o(1)
$$

for some (squared) integrable function $1 / f$ on $[0, \bar{\lambda}-\epsilon]$. The proof of Theorem 5 follows through as in Section 4.3. Indeed, we note that only two changes are necessary. Let $k=\gamma \bar{\lambda}^{(n)} n+o(n)$ for some $\gamma \in[0,1]$. First, we show that in this case $T_{k}^{(n)} \xrightarrow{p} \int_{0}^{\gamma \bar{\lambda}} \frac{1}{f(s)} d s$. Indeed, (27)-(28) become

$$
\mathbb{E}\left(T_{k}^{(n)}\right)=\sum_{i=1}^{k} \frac{1}{F_{i}^{(n)}}=\sum_{i=1}^{k}\left(\frac{i}{n}-\frac{i-1}{n}\right) \frac{1}{\frac{F_{i}^{(n)}}{n}} \approx \int_{0}^{\gamma \bar{\lambda}} \frac{1}{f(s)} d s+o(1)
$$

and,

$$
\operatorname{Var}\left(T_{k}^{(n)}\right)=\sum_{i=1}^{k} \frac{1}{\left(F_{i}^{(n)}\right)^{2}}=\frac{1}{n} \sum_{i=1}^{k}\left(\frac{i}{n}-\frac{i-1}{n}\right) \frac{1}{\left(\frac{F_{i}^{(n)}}{n}\right)^{2}} \approx \frac{1}{n} \int_{0}^{\gamma \bar{\lambda}} \frac{1}{f^{2}(s)} d s+o\left(\frac{1}{n}\right)=O\left(\frac{1}{n}\right)
$$

Thus (again) by using Chebysev's inequality, we have as $n \rightarrow \infty$, in probability

$$
T_{k}^{(n)} \xrightarrow{p} \int_{0}^{\gamma \bar{\lambda}} \frac{1}{f(s)} d s
$$

Second, let $V_{1}^{\pi}, V_{2}^{\pi}, \ldots, V_{\ell}^{\pi}$ be i.i.d. random variables on $[0, \pi \bar{\lambda}]$ with density

$$
g(s)=\frac{\frac{1}{f(s)}}{\int_{0}^{\pi \bar{\lambda}} \frac{1}{f(s)} d s} \quad \text { for } \quad s \in[0, \pi \bar{\lambda}]
$$

and the order statistics be

$$
V_{(1)}^{\pi} \leq V_{(2)}^{\pi} \leq \cdots \leq V_{(\ell)}^{\pi} .
$$

In this case, we need to set

- for $\ell=0,1, \ldots, \theta$ :

$$
\beta_{\lambda, \theta, \ell}^{\alpha}(\pi)=\binom{\lambda}{\ell} \pi^{\ell}(1-\pi)^{\lambda-\ell} .
$$

- for $\ell=\theta+1, \ldots, \lambda$ :

$$
\beta_{\lambda, \theta, \ell}^{\alpha}(\pi)=\binom{\lambda}{\ell} \pi^{\ell}(1-\pi)^{\lambda-\ell} \mathbb{P}\left(V_{(\theta+1)}^{\pi}>t_{\theta+1}, V_{(\theta+2)}^{\pi}>t_{\theta+2}, \ldots, V_{(\ell)}^{\pi}>t_{\lambda, \theta, \ell}\right)
$$

where

$$
\hat{t}_{u}:=\frac{u-\theta}{\alpha \lambda} \bar{\lambda}
$$

for all $u=\theta+1, \ldots, \lambda$.
Using these changes, Theorem 5 will be still valid.
Remark 19 (Lender of last resort). Here we considered a fixed schedule $f$ that drives the interarrival times. Of course, it is desirable to have inter-arrival times as large as possible to allow for maximum growth and recovery. The natural case is when events happen faster in the beginning of the cascade, then decrease in intensity towards the end. Decreasing the intensity of inter-arrival times would come at a cost. We can envision an extension of this model where a lender of last resort or government can intervene to decrease inter-arrival time intensity or alternatively increase the growth intensity $\alpha$.

We now consider a more concrete example where the intensity between the two successive interactions depends on the number of unrevealed links in the system, i.e.

$$
\Delta_{k}^{(n)}=T_{k}^{(n)}-T_{k-1}^{(n)} \sim \operatorname{Exp}\left(D_{\text {out }}^{(n)}(k)\right),
$$

where $D_{\text {out }}^{(n)}(k)$ denotes the number of unrevealed outgoing links belonging to failed agents at the $k$-th interaction time $T_{k}^{(n)}$. As shown in Section 4, for $k=\gamma \bar{\lambda}^{(n)} n+o(n)$ and $\gamma<\pi^{*}$,

$$
\frac{D_{\mathrm{out}}^{(n)}(k)}{n} \xrightarrow{p} \bar{\lambda}\left(J^{\alpha}(\gamma)-\gamma\right) .
$$

In this case we conjecture all our results hold, since

$$
\mathbb{E}\left(T_{k}^{(n)}\right) \approx \int_{0}^{\gamma} \frac{1}{\bar{\lambda}\left(J^{\alpha}(s)-s\right)} d s+o(1)
$$

and the variance is negligible:

$$
\operatorname{Var}\left(T_{k}^{(n)}\right) \approx \frac{1}{n} \int_{0}^{\gamma} \frac{1}{\bar{\lambda}^{2}\left(J^{\alpha}(s)-s\right)^{2}} d s+o\left(\frac{1}{n}\right) \sim o\left(\frac{1}{n}\right) .
$$

We leave this to a future work.

### 5.4 Networked Cramér-Lundberg risk processes

In the Cramér-Lundberg model, or the classical compound Poisson risk process, the aggregate capital of an agent (insurer) who starts with initial capital $x$ is given by

$$
\begin{equation*}
C(t)=x+\alpha t-\sum_{k=1}^{\mathcal{N}_{\beta}(t)} L_{k} \tag{51}
\end{equation*}
$$

where $L_{k}$ are i.i.d. non-negative random variable following distribution $F$, mean $\bar{L}$ and $\mathcal{N}_{\beta}(t)$ is a Poisson process with intensity $\beta$ independent of $L_{k}$. The ruin time for the insurer is defined by

$$
\tau_{x}:=\inf \{t \mid C(t) \leq 0\}
$$

(with the convention that $\inf \emptyset=\infty$ ) and the central question is to find the ruin probability

$$
\psi(x)=\mathbb{P}\left(\tau_{x}<\infty\right)
$$

This can be computed exactly using the PollaczekKhinchine formula (see e.g. [13, 33]) as

$$
\begin{equation*}
\psi(x)=\left(1-\frac{\beta \bar{L}}{\alpha}\right) \sum_{k=0}^{\infty}\left(\frac{\beta \bar{L}}{\alpha}\right)^{k}\left(1-\widehat{F}^{* k}(x)\right), \tag{52}
\end{equation*}
$$

where

$$
\widehat{F}(x)=\frac{1}{\bar{L}} \int_{0}^{x}(1-F(u)) d u
$$

and $f^{* k}$ denotes the $k$-fold convolution of any function $f$.
We now extend this setup to the case when the agents interact through a network. Namely, when an agent $j$ fails it will impose failure cost or write down on its neighbor $i$, denoted by $L_{j i}$. Similar to the classical model, we assume that these losses are i.i.d. random variables with distribution $F$ over all existing links. The aggregate capital for agent $i$ with initial surplus $x_{i}$ and capital growth $\alpha_{i}$ at time $t$ is given by

$$
\begin{equation*}
C_{i}(t)=x_{i}+\alpha_{i} t-\sum_{j \in \mathcal{D}(t)} L_{j i}, \quad t \leq \tau_{i} \tag{53}
\end{equation*}
$$

where $\mathcal{D}(t)$ is the set of failed (ruined) agents at time $t$ and $\tau_{i}$ denotes the ruin time of agent $i$, i.e.,

$$
\begin{equation*}
\tau_{i}=\inf \left\{t \mid C_{i}(t) \leq 0\right\} \tag{54}
\end{equation*}
$$

The (initial) threshold distribution for an agent with connectivity $\lambda$ and initial capital $x$ follows

$$
\begin{equation*}
p_{x}(\theta ; \lambda)=\mathbb{P}\left(\sum_{k=1}^{\theta-1} L_{k}<x \leq \sum_{k=1}^{\theta} L_{k}\right), \quad \theta=0,1, \ldots, \lambda, \tag{55}
\end{equation*}
$$

where $\left\{L_{k}\right\}_{k=0}^{\infty}$ are i.i.d. distributed random variables with distribution $F$. Remark that $x$ incorporates any exogenous macroeconomic shock in the stress scenario, and therefore $x$ might be negative. The initial set of defaults is exogenous and determined by $x$.

It would be interesting to extend Theorem 5 to this setup, find the analogous of (52) and give the ruin probability for an agent with connectivity $\lambda$ and initial capital $x$ in the case of networked Cramér-Lundberg risk processes. This seems to be more involved due to the inter-dependence of the inter-arrival times of losses and the loss distribution. For this we need to generalize our approach, allowing for random threshold times $\hat{t}_{\lambda, \theta, \ell}$ depending on loss distribution. While the general case remains open, Theorem 5 can be seen as a first step toward this direction for deterministic loss function $L_{i j}=\bar{L} \mathbb{1}_{\{i \rightarrow j\}}$. These and some other related issues are left to a future work.

## Conclusions

We investigated the fluid limit for a network of Cramér-Lundberg processes interacting through a random graph. Nodes receive growth benefits and suffer downward jumps occurring on exponential clocks after the failure of a neighbor. Using the limiting solution for the probability of failure, we define a game in which nodes choose their connectivity under the tradeoff that linkages provide income, and at the same time they bear the risk of contagion. In equilibrium, the risk of contagion depends on the choices of all nodes in the system. Our notion of equilibrium is similar to a mean field game: players take as given a mean-field, namely the conjectured failure probability of a link (which also gives the proportion of failed nodes at the end of a potential contagion process). They then decide on their own connectivity. This leads to an actual failure probability in the network and we check that a fixed point holds: the actual link failure probability is the same as the conjectured link failure probability.

Our results show that a higher heterogeneity in the initial distribution of the threshold (as captured by its standard deviation) implies a lower default probability in equilibrium even as it leads to a larger average connectivity in equilibrium. More importantly, systems with higher growth/recovery rates can have equilibria with higher failure probability as well as higher final fraction of failed agents. The fact that bailouts lead to moral hazard problems is a known fact. Our results point to the fact that even in systems where threshold growth happens over time (as opposed to equity or liquidity infusions) strategic agents will adapt and potentially take more risks in equilibrium as captured by increased connectivity. This result is surprising. In anticipation of future growth agents take higher exposure to systemic risk and therefore the growth effect is hindered by higher exposures. To counteract this effect, the most interconnected agents should have higher thresholds in proportion to their interconnectedness, and this proportion should be even higher in environments with large growth. The effect of threshold growth over time would then allow them to play a role as shock absorbers in the system.

## References

[1] D. Acemoglu, A. Ozdaglar, and A. Tahbaz-Salehi. Systemic risk and stability in financial networks. American Economic Review, 105(2):564-608, 2015.
[2] V. V. Acharya, L. H. Pedersen, T. Philippon, and M. Richardson. Measuring systemic risk. The Review of Financial Studies, 30(1):2-47, 2017.
[3] F. Allen and D. Gale. Financial contagion. Journal of political economy, 108(1):1-33, 2000.
[4] H. Amini. Bootstrap percolation and diffusion in random graphs with given vertex degrees. the electronic journal of combinatorics, 17(1):25, 2010.
[5] H. Amini. Bootstrap percolation in living neural networks. Journal of Statistcal Physics, 141:459-475, 2010.
[6] H. Amini, R. Cont, and A. Minca. Resilience to contagion in financial networks. Mathematical Finance, 26(2):329-365, 2016.
[7] H. Amini and N. Fountoulakis. Bootstrap percolation in power-law random graphs. Journal of Statistcal Physics, 155(1):72-92, 2014.
[8] H. Amini, N. Fountoulakis, and K. Panagiotou. Bootstrap percolation in inhomogeneous random graphs. arXiv preprint arXiv:1402.2815.
[9] H. Amini and A. Minca. Inhomogeneous financial networks and contagious links. Operations Research, 64(5):1109-1120, 2016.
[10] H. Amini and A. Minca. Pandemic risks and equilibrium social distancing in heterogeneous networks. Available at https:// arxiv. org/abs/2007. 04210, 2020.
[11] H. Amini, A. Minca, and A. Sulem. Control of interbank contagion under partial information. SIAM Journal on Financial Mathematics, 6(1):1195-1219, 2015.
[12] K. Anand, I. van Lelyveld, Á. Banai, S. Friedrich, R. Garratt, G. Hałaj, J. Fique, I. Hansen, S. M. Jaramillo, H. Lee, et al. The missing links: A global study on uncovering financial network structures from partial data. Journal of Financial Stability, 35:107-119, 2018.
[13] S. Asmussen and H. Albrecher. Ruin probabilities, volume 14. World scientific Singapore, 2010.
[14] F. Avram and A. Minca. On the central management of risk networks. Advances in Applied Probability, 49(1):221-237, 2017.
[15] F. Avram, Z. Palmowski, and M. Pistorius. A two-dimensional ruin problem on the positive quadrant. Insurance: Mathematics and Economics, 42(1):227-234, 2008.
[16] F. Avram, Z. Palmowski, and M. R. Pistorius. Exit problem of a two-dimensional risk process from the quadrant: exact and asymptotic results. The Annals of Applied Probability, 18(6):2421-2449, 2008.
[17] A. Badescu, E. Cheung, and L. Rabehasaina. A two-dimensional risk model with proportional reinsurance. Journal of Applied Probability, 48(3):749-765, 2011.
[18] J. Balogh and B. G. Pittel. Bootstrap percolation on the random regular graph. Random Structures $\mathcal{E}^{2}$ Algorithms, 30(1-2):257-286, 2007.
[19] S. Battiston, D. D. Gatti, M. Gallegati, B. Greenwald, and J. E. Stiglitz. Liaisons dangereuses: Increasing connectivity, risk sharing, and systemic risk. Journal of economic dynamics and control, 36(8):1121-1141, 2012.
[20] A. Behme, C. Klüppelberg, and G. Reinert. Ruin probabilities for risk processes in a bipartite network. Stochastic Models, pages 1-26, 2020.
[21] J. Blanchet, J. Li, and Y. Shi. Stochastic risk networks: Modeling, analysis and efficient monte carlo. Analysis and Efficient Monte Carlo, year=2015.
[22] L. Blume, D. Easley, J. Kleinberg, R. Kleinberg, and É. Tardos. Network formation in the presence of contagious risk. In Proceedings of the 12th ACM conference on Electronic commerce, pages 1-10. ACM, 2011.
[23] B. Bollobas. Random Graphs. Cambridge University Press, 2001.
[24] B. Bollobás, S. Janson, and O. Riordan. The phase transition in inhomogeneous random graphs. Random Structures \& Algorithms, 31(1):3-122, 2007.
[25] B. Bollobás and O. Riordan. An old approach to the giant component problem. Journal of Combinatorial Theory, Series B, 113:236-260, 2015.
[26] O. Boxma and J. Ivanovs. Two coupled lévy queues with independent input. Stochastic Systems, 3(2):574-590, 2013.
[27] R. Carmona, J.-P. Fouque, and L.-H. Sun. Mean field games and systemic risk. Communications in Mathematical Sciences, 13(4):911-933, 2015.
[28] W.-S. Chan, H. Yang, and L. Zhang. Some results on ruin probabilities in a two-dimensional risk model. Insurance: Mathematics and Economics, 32(3):345-358, 2003.
[29] N. Chen and M. Olvera-Cravioto. Directed random graphs with given degree distributions. Stochastic Systems, 3(1):147-186, 2013.
[30] R. Cont, A. Moussa, et al. Network structure and systemic risk in banking systems. Edson Bastos e, Network Structure and Systemic Risk in Banking Systems (December 1, 2010), 2010.
[31] E. Coupechoux and M. Lelarge. How clustering affects epidemics in random networks. Advances in Applied Probability, 46(4):985-1008, 2014.
[32] N. Detering, T. Meyer-Brandis, K. Panagiotou, and D. Ritter. Managing default contagion in inhomogeneous financial networks. SIAM Journal on Financial Mathematics, 10(2):578-614, 2019.
[33] D. C. Dickson. Insurance risk and ruin. Cambridge University Press, 2016.
[34] L. Eisenberg and T. H. Noe. Systemic risk in financial systems. Management Science, 47(2):236-249, 2001.
[35] M. Elliott, B. Golub, and M. O. Jackson. Financial networks and contagion. American Economic Review, 104(10):3115-53, 2014.
[36] H. Elsinger, A. Lehar, and M. Summer. Risk assessment for banking systems. Management science, 52(9):1301-1314, 2006.
[37] J.-P. Fouque and T. Ichiba. Stability in a model of interbank lending. SIAM Journal on Financial Mathematics, 4(1):784-803, 2013.
[38] P. Gai and S. Kapadia. Contagion in financial networks. Proceedings of the Royal Society A: Mathematical, Physical and Engineering Sciences, 466(2120):2401-2423, 2010.
[39] A. Gandy and L. A. Veraart. A bayesian methodology for systemic risk assessment in financial networks. Management Science, 63(12):4428-4446, 2017.
[40] A. Gandy and L. A. M. Veraart. A bayesian methodology for systemic risk assessment in financial networks. Management Science, 63(12):4428-4446, 2017.
[41] J. Garnier, G. Papanicolaou, and T.-W. Yang. Diversification in financial networks may increase systemic risk. Handbook on Systemic Risk, pages 432-444, 2013.
[42] J. Garnier, G. Papanicolaou, and T.-W. Yang. Large deviations for a mean field model of systemic risk. SIAM Journal on Financial Mathematics, 4(1):151-184, 2013.
[43] T. R. Hurd. Contagion! Systemic risk in financial networks. Springer, 2016.
[44] M. O. Jackson. Social and economic networks. Princeton university press, 2010.
[45] S. Janson. The probability that a random multigraph is simple. Combinatorics, Probability and Computing, 18(1-2):205-225, 2009.
[46] A. Klages-Mundt and A. Minca. Cascading losses in reinsurance networks. Management Science, forthcoming, 2018.
[47] J. Kleinberg. Cascading behavior in networks: algorithmic and economic issues. In Algorithmic game theory, pages 613-632. Cambridge University Press, Cambridge, 2007.
[48] O. Kley, C. Klüppelberg, and G. Reinert. Risk in a large claims insurance market with bipartite graph structure. Operations Research, 64(5):1159-1176, 2016.
[49] D. Lacker, K. Ramanan, and R. Wu. Large sparse networks of interacting diffusions. arXiv preprint arXiv:1904.02585, 2019.
[50] S. Morris. Contagion. Review of Economic Studies, 67(1):57-78, January 2000.
[51] S. Nadtochiy and M. Shkolnikov. Mean field systems on networks, with singular interaction through hitting times. arXiv preprint arXiv:1807.02015, 2018.
[52] National Association of Insurance Commissioners. Reinsurance data. http://www.naic.org/ prod_serv_idp_reinsurance.htm, 2018.
[53] M. E. Newman. Random graphs with clustering. Physical review letters, 103(5):058701, 2009.
[54] C. Stegehuis, R. Van Der Hofstad, and J. S. Van Leeuwaarden. Epidemic spreading on complex networks with community structures. Scientific reports, 6(1):1-7, 2016.
[55] R. van der Hofstad. Random Graphs and Complex Networks. Cambridge University Press, 2016.
[56] R. van der Hofstad. Random Graphs and Complex Networks, Volume 2. To appear in Cambridge Series in Statistical and Probabilistic Mathematics, 2020.
[57] R. van der Hofstad, J. S. van Leeuwaarden, and C. Stegehuis. Hierarchical configuration model. arXiv preprint arXiv:1512.08397, 2015.
[58] L. Warnke. On wormald's differential equation method. Available at https://arxiv. org/ abs/1905. $08928,2019$.
[59] D. J. Watts. A simple model of global cascades on random networks. Proceedings of the National Academy of Sciences, 99(9):5766-5771, 2002.
[60] N. C. Wormald. Differential equations for random processes and random graphs. The annals of applied probability, pages 1217-1235, 1995.


[^0]:    *The authors thank Rui Chen for his contributions in Section 5.3. Andreea Minca is partially funded under NSF CAREER award \#1653354.
    ${ }^{\dagger}$ Georgia State University, Department of Risk Management and Insurance, Atlanta, GA 30303, USA, email: hamini@gsu.edu.
    ${ }^{\ddagger}$ Cornell University, School of Operations Research and Information Engineering, Ithaca, NY, 14850, USA, email: acm299@cornell.edu.
    ${ }^{\S}$ INRIA Paris, 2 rue Simone Iff, CS 42112, 75589 Paris Cedex 12, France, and Université Paris-Est, email: agnes.sulem@inria.fr.

[^1]:    ${ }^{1}$ The choice is uniform among all unrevealed links belonging to failed nodes.

[^2]:    ${ }^{2}$ Value of Statistical Life (VSL) and Value of Statistical Life Year (VSLY) are estimated on the basis of how much an individual would be willing to pay in order to decrease death risk by a small percentage point.

