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Abstract. We have been interested in Automatic Guided Vehicles (AGV) for several years. In this paper, we
synthesize controllers for AGV applications using monocular vision. In particular, we are interested in road following
and direction change tasks, and in analyzing the influence of extrinsic camera parameter perturbations on vehicle
behavior. We use the bicycle as the kinematic vehicle model, and we choose the position of the white band on the
road as the sensor signal. We define an interaction between the camera, which is mounted inside the vehicle, and
the white band detected in the image space. Using this kind of interaction, we present how to use a pole assignment
technique to solve the servoing task. We show the simulation and experimental redufitsqdle demonstrator) with

and without perturbations. We then investigate the use of a robust controller to slow down the effect of perturbations
on the behavior of the vehicle.

Keywords: visual servoing, robust control, mobile robot, vehicles, modeling, vision

1. Introduction loop. These techniques of vision based control are
used to control holonomic robots in different domains
In the realm of intelligent systems for highways, de- (Feddema and Mitchell, 1989; Khadraoui et al., 1996;
velopment of AGV is necessary to enable vehicles to Papanikolopoulos et al., 1991, 1993).
drive automatically along the road (Inrets, 1996; PATH,  The principle of this approach is based on the task
1997). In fact, the requirement is for a controller that function approach (Samson et al., 1991), and many
can maintain the position and the orientation of the people have developed this concept applied to vi-
vehicle with respect to the center of the road and/or sual sensors (Chaumette, 1990; Espiau et al., 1992;
apply changes of direction. The problem of vehicle Hutchinson et al., 1996). There are still a few appli-
control using a camera has been given considerable at-cations in mobile robots using this kind of approach.
tention by many authors (Dickmanns and Zapp, 1987; The main difficulty is due to the presence of non-
Kehtarnavaz etal., 1991; Wallace et al., 1986; Waxman holonomic mechanical connections which limit robot
et al., 1987). The work described in Jurie et al. (1992, movements (Pissard-Gibolletand Rives, 1991; Tsakiris
1993, 1994) is among the most notable in lateral con- et al., 1997).
trol using monocular vision. It consists of the recon- We have proposed a new technique with a visual ser-
struction of the road using the 2D visual information voing approach, in which control incorporates the vi-
extracted from the image processing system (Chapuis sual feedback directly (Khadraouietal., 1995; Martinet
etal., 1995). et al., 1997). In other words, this is specified in terms
In recent years, the integration of computer vision in of regulation in the image frame of the camera. Our
robotics has steadily progressed, from the early “look application involves controlling the lateral road posi-
and move” systems, to current systems in which vi- tion of a vehicle following the motorway white line. A
sual feedback is incorporated directly into the control complete 2D model of both the vehicle and the scene is



thenessential. It takes into account the visual features
of the scene and the modeling of the vehicle.
The main purpose of this study is the development of

anew lateral control algorithm. We propose a new con- -

trol model, based on state space representation, where L

the elements of the state vector are represented by the < 5 x .
parameters of the scene, extracted by vision. Then, &+ o

we use a robust control approach to improve the be- @ ®)

havior of the vehicle when we introduce perturbations
in the closed loop to accommodate for mounting inac- Figure 1. Bicycle model.
curacies, camera calibration errors and driving up an

incline. oneS; such that:
These approaches were tested with /40l scale
demonstrator. It is composed of a cartesian robot with 1 . Ay dy dy dt
6 degrees of freedom which emulates the vehicle be- r - A“STO AS_ dS_ dtds (2)

havior and the WINDIS parallel vision system. The

road, built to a 110 scale, comprises three white lines. wherey represents the orientation of the vehicle. The
time derivative ofSincludes the longitudinal and lateral
velocities along they andx axes respectively. In fact,

2. Modeling Aspect ) . .
gAsp the rotation rate is obtained as:

Before synthesizing the control laws, it is necessary to tans

obtain models both of the vehicle and of the interaction U= ——X2+y2 (3)
between the sensor and the environment. We indicate L

only the main results of modeling aspect presented in

Martinet et al., 1997. Lateral position equation: In order to construct this
equation, we treat the translational motion assuming
2.1. Modeling the Vehicle that the vehicle moves with small displacements be-

tweent andt + At. In the case of a uniform movement

It is useful to approximate the kinematics of the steer- during a lapse of timet, the vehicle moves through
ing mechanism by assuming that the two front wheels distanced =V At takingV as a constant longitudinal
turn slightly differentially. Then, the instantaneous Vvelocity (see Fig. 2).

center of rotation can be determined purely by kine- Ve express:

matic means. This amounts to assuming that the steer-

ing mechanism is the same as that of a bicycle. Let Sy = — lim Xepat — X _ X
the angular velocity vector directed along thaxis be At—0 VAt \% 4)
called and the linear one directed along tkeaxis Cu — y
calledx. v=y
y

Orientation equation: Using the bicycle model ap-
proximation (see Fig. 1(a)), the steering angland
the radius of curvature are related to the wheel base
L by:

L
tans = T (1)

In Fig. 1(b), we show a small portion of a circkeS
representing the trajectory to be followed by the vehi-
cle. We assume that it moves with small displacements
between the initial curvilinear abscisSaand the final Figure 2. Kinematic modeling of the vehicle.




d Its expression is the following:

M = P/C/CaR 'R 1T 7

where:

* P/C/C, translatesps = (Xs, ¥s, Zs)" in pp. P{C|,
takes into account the intrinsic parameters of the
camera (x = fe,, fy = fe,, f the focal length,
&, &y the dimensions of the pixel), ar@, realizes
In these expression€, andSrepresent the trigono- an exchange coordinates frame.

metric functions cosine and sine. The approximationto ® T, RiandR; characterize the extrinsic parameters of

small angles gives us the relation between the differen-  the cameraT takes into account the two translations

Figure 3. Perspective projection of a 3D line.

tial of the lateral coordinate and the lateral deviation of the camera: the heightand the lateral position
W with respect ta, expressed as follows: X. Ry andR; represent the lateral Orientati@nand
the inclinationa of the camera respectively.
X=-=Vy
Vv (5) The expressions of the different matrices used are
V= f‘s given as follows:
; 1 0 0 O
2.2. Modeling the Scene ftf, 0 0 O
pci=|o f, 0 0lcac|®® 2O
This section shows how to write the equation of the "¢~ Y ™ y AT 101 0 0
projected line in the image plane, using perspective 0 10 00 0 O
projection. The scene consists of a 3D line, and its
projected image is represented by a 2D line. Figure 3 1 0 0 x -Sy 0 O
shows the frames used in order to establish this relation. 0100 SW Cy 0 0
. T =
We use: 00 1h 0 10
e R =(0,X,YV,z) as the frame attached to the 3D 0001 0 01
line 1 0 0O O
e Ry = (0, Xs, Vs, Zs) as the sensor frame fixed to the . 0 Ca —Sx O
camera 2=10 sv Ca O
0 O 0 1

We take into account:

We note that the second translation and the third rota-
tion are considered as null, and thxaflateral position)
andy (orientation) are the system variables.

Developing relation 7, we obtain the following ex-
pression ofM:

¢ hthe camera height
¢ ¢ the inclination angle of the camera
e 1 the orientation of the vehicle

Any 3D point g = (X, Vi,z,1)" related to the
workspace can be represented by its projection in the f.Cy f .Sy 0 f XCyr
image framep, = (X, Yp, Zp)" by the relation:
¢ &Pp = (Xp. Yp. o) DY —f,%Sy f,SaCy —f,Ca —f,xSaSy + fyhCa

pp = Mp (6) —Ca Sy CaCyr Su —XCaSy + hS

The matrixM represents the homogeneous calibra- ~ The pixel coordinate® = (X = 2, Y = 2)T
tion matrix of the camera expressed in the fraRie associated with each point of the 3D I|ne (wxﬁ_



z = 0), are expressed by:

Yi SY + xCyr
*yiCaCy¥ — XCaSy + hSx
_ —ViSeCy¥ — xS Sy + hCa
~ Y yiCaCy¥ — xCaSy + hSx

(8)

Eliminatingy; from the Egs. (8), we obtain:
X = fx[XCa —hS) Sy

fy|: hCyr ]Y
n fX|:XSOt + hSl/fCOt:|

hCyr
Considering thak andyr are small (<10 deg) and if we
neglect the product termayr, the second orderaylor
approximation gives us a new expressiorXof

(9)

fyX

X=X
f,h

Y + fx<)%x + w) + O +0(? (10)

The equation of the line expressed inthe image frame

is given by the following relation:

X=aY¥Y+b (11)
where(a, b) are the line parameters expressed by:

fyx
T hh

X
b= fx<r+1//>=M2X+M31/f

= paX
(12)

We express the lateral positiarand the orientation
of the vehicley in order to define an interaction rela-
tion between the 3D position of the vehicle and the 2D
parameters of the line in the image plane. We have:

. hfy, .
X:f—azéla
o 1. . @
V=——ta+ —b=5a+&b
fx fx

with: fy =1300pu,f,=1911puV =20km/h, L =
0.3mandc = 0.12m (inour 1/10 scale demonstrator).

3. Pole Assignment Approach

In this section, we present the application of the pole as-

directly in the sensor space. In our case, the sensor
space is the image plane.

The controller design is based on the kinematic
model of the vehicle. We use th@, b) parameters
of the 2D line in the image plane as the state vector.
We steer the vehicle by acting on wheel anglewe
chooseb or a as the output parameter of the system
and use the results of the vehicle and scene modelings
to obtain the following equation:

|

The state vector, denoted By = (a, b)", is equal
to the sensor signal vector in the state space represen-
tation. Developing, we have the following state model
of the system:

withU = § the wheel angley the output of the system,
VE Ve

and
&163 &

C=[0,1]or=1[1,0]
depending on the output to be controlled. The visual
servoing scheme is then as shown in Fig. 4.
Finally, we can express the control law by the fol-
lowing relation:

V¢ =§a

(V/L)8 = £58+ £3b (14)

X =AX+ BU

y=CX (15)

_V&
&1

_ V&

&1 0
\

L&s

U=6§=-kia—kb+ k)ﬁ (16)
whereK = [k, kp] andk are the gains of the control
law obtained by identifying the system to a second or-
der system characterized by and&. y* represents
the input of the control scheme.

* X
Yo |2 S @rays o ¢
1%

signment technique when the state model is expressedrigure 4. Visual servoing scheme with a pole assignment.



For the first step, we chose paramebeas the out-
put of the system and analysed the effects of pertur-
bation. For the second, we replaced parambtby
parametean.

3.1. Choice of b as the Output of the System

3.1.1. Controller Design. Here, we present the ap-
plication of the pole assignment technique when the

state model is expressed directly in the sensor space.

We choosé as the output parameter of the system. So,
we can write:

X = AX + B$

- 2+ a7)

b=CX
and, we can express the control law by the following
relation:

3 = —kja — kob + kb* (18)

whereK = [kj, kp] andk are the gains of the control
law obtained by identifying the system to a second or-

der system characterized by andé. For these control
gains, we obtain:

_ Lwo(265V — &1w0)

kq V2
2L
k2 — 63/405:35 (19)
K — Lw3Er€s
Vg,

Output cesponse without integrator
T T

140 | Simulation : alpha = - 7 degrees ——
120
100 ~
g 80
£
a 60
-
40
20
0
[} 50 100 150 200 250
ITERATIONS
Figure 6. b without perturbationso{ = —7 degrees) (simulation
results).

projection relation to obtain the sensor sigsal=

(a, b)T. The first results (see Fig. 6) illustrate the out-
put behavior of the system corresponding to an input
valueb* = 100 pixels. We take into account a data flow
latency (three sample periods) in all simulation tests.
This was identified on our experimental site. We chose
wo = 2rd/s and&é = 0.9 in order to fix the behavior

of the system. In this case, we have no perturbations
(« is fixed at—7 degrees).

The second set of results takes into account a per-
turbed anglex (from —6 to —10 degrees). We obtain
the following response ih: Fig. 7 represents the simu-
lation results, and Fig. 8 shows the experimental results
obtained with our 110 scale demonstrator presented
in Section 6.

In both results, we can see a steady state errbr in
when we introduce the perturbations, and some oscil-
lations appear when angleincreases. In this casg,

We note that, as expressed by these relations, the higheslows down from 0.9¢ = —7) to 0.6 ¢ = —10) and

the velocityV, the smaller are the gains.

3.1.2. Simulation and Experimental Results.To val-
idate this control law, we use a simulator developed
with Matlab. Figure 5 shows the visual servoing scheme
used in this simulator.

We use the kinematic model of the vehicle to simu-
late the behavior of the vehicle, and the perspective

--------- x
b + 5 . ———=|  Vision
k — ' Vehicle ! Process

Figure 5. Visual servoing scheme of the simulator.

increases the overtaking, but the main contribution to

Output cesponse without integrator
T T

T
Simulation : alpha = - 6 degrecs —
Simulation : alpha = - 7 dcgrees —
Simulation : alpha = - 8 degrees —
Simulation : alpha = - 9 degrees —
Simulation ; alpha = -10 degrees ——

b Pacamctce

50 200 250

100 150
ITERATIONS

Figure 7. b output behavior (simulation results).



Output cesponse without integrator Table 1. Steady state errey.
140 |- Experimentation : alpha = - 6degrecs — -

Expedmentation : alpha = - 7 degrees — a indegrees e, measured e, computed
Experimentation : alpha = - 8 degrees ——
o B e
roentation : alpha = - -—_ -8 3B 37
100 [
-9 49 56
Loy ~10 55 62
S
wl
»| | Hence we obtain:
° . . . . . €00 = [1+C(A— BK)'BK b7, (22)
[ 50 100 150 200 250 300
ITERATIONS

After some developments and approximations, we
can write the final relation of the steady state error as
follows:

Figure 8. b output behavior (experimental results).

the oscillations is due to the data flow latency. In the

next section, we express the steady state error in order 14 Aé_fz

to analyze the simulation and experimental results. €x=|1- 1—1—2\/45522& b, (23)
wob1 &2

3.1.3. Closed Loop Steady State Error Estimation.  The steady state error becomes null, if the following

Here we analyse the behavior of the vehicle when the expression is true:

extrinsic parameters of the camera are perturbed. In

this case, Egs. (13) show us that oglyand &, are A& Aa
: L —2=—=0 (24)
affected by perturbations of this kind. £ o
Considering the state Eqgs. (17) and taking into ac-
count parameter perturbations, we have: We observe that, in the absence of perturbations in
thew parameter, we have no steady state error. When
_VEta) V& «a is different from the reference value, we obtain an
A= fbalhL - GtAh error which confirms all the simulation results.
V(E+AE)?  V(EatAd) . . X
GirAENEs  ELAE In this experiment, we can verify the values of steady

state error for different values of theparameter (see
Figure 9 represents the general visual servoing Table 1).

scheme, using the pole assignment approach. The difference between reference and experimental
In this case, we can establish the general expressionvalues can be explained by the imprecise calibration of

of the steady state erret, by using the Laplace the interaction between the scene and the camera.

transform by: In the next section, we show the way to reduce this

steady state error.
€(p) = b"(p) — b(p) (20) , , ,
3.1.4. Pole Assignment with Integrator. In this sec-
with: tion, we introduce an integrator into the control law in
order to eliminate the steady state error in case of per-
b(p) = C[pl — (A— BK)] 'Bkb*(p) (21) turbations. The visual servoing scheme is represented
in Fig. 10.

Era) B ==

i
o

(pl-a)"'B

‘]

Figure 9. Steady state error. Figure 10. Visual servoing scheme with integrator.



In this case, we can express the control law by the Outpur esponse with (Foke ossi flec

relation: ot Simalaion a5 ke 1
ngulaxgonfalphaf-sdegrus e
20 S e B — 1
§ = —kia — kb — K; / (b* —bydt (25) or
g 80 |
£
wherek;, ko, andK; are the gains of the control law ob- =
tained by identifying the system to a third order system or
characterized by the following characteristic equation: o}
(p? + 28awpp + wg)(p + £wp). The control law gains 0
are given by: . p - o povs 50
ITERATIONS
K La)o(Za)oé;‘l&Z — 366V + wor) Figure 12. b output behavior (simulation results).
1 = —
V2
Output rcsponse with i (pole assi; Her)
Lewgers ' — '
Ve, B e
xperimentation a= - §degrees —
K 3Lwoksé (26) wor Eoperimergaion Aipon 2 10 descecs P |
2 = T, 100 [
Vv
K — Lodéi&a8 § =T
Vi £
ol
In the first simulation, we consider no perturbations. o}
Figure 11 illustrates the fact that the response time is ol
correct. i . i 0 50 ) 150 P 250
Secondly, we introduce some perturbations indhe ITERATIONS

angle (from—6 to —10 degrees). Figure 12 shows the Figure 13. b output behavior (experimental results).
simulation results and Fig. 13 shows the experimental

ones. 3.2. Choice of a as the Output of the System
Infact, no steady state error persists during servoing,

but some oscillations and problems of stability appear In this part, we choosa as the output parameter of the

whena is very different from the reference value. system. We can then write:
We therefore decided to analyse the same approach
using the other parameter. X =AX+ Bs 27
a=CX
Outpat cesponse withi pokc asi ery and we can express the control law by the following
uo | l ' snuum'aon:.lphu.v'degw — relation:
120 8§ = —kja — kob + ka* (28)
100
wl | whereK = [k, ko] andk are the gains of the control
E law, expressed by the following relations:
[ 60
wp 1 K — Lwo(2VEE — wobn)
»l . tT V2
2L
0 . ‘ ‘ . K, = 2E0538 (29)
(] 50 lml'l‘ERA’l‘[ONSlso 200 250 V
« __ Leda

Figure 11. b without perturbations (e= —7) (simulation results). V2



Output tesponse without i (polc is )
T T

Slmulnuon alpha=- Gdegmcs —_—
Simulation : alpha = - 7 degrees —— 1|
Simulation : alpha = - 8 degrees ——
Simulation : alpha = - 9 degrees ——
Simulation : alpha = - 10dcgrees —

02

02

a Pammeter

04 |

06 |

038 . -
0 50 200 250

100 150
[TERATIONS

Figure 14. a with perturbations (¢= —6 to —10) (simulation
results).

Output response wilhout wui: i
T

F.xpenmcntmon alpha = 6dcgmcs —_
Expecimentation : alpha = - 7 degrees ——
Experimentation : alpha = - 8 degrecs —
Expecimentation : alpha = - 9 degrees ——
Experimentation : alpha = - 10 degrees ——

o

02|

02

a Pammcter

04 |

06 |

08 y
50 100 150
TTERATIONS

Figure 15. a with perturbations¢ = —6 to —10) (experimental
results).

We note that, as we observed with paramdtethe
higher the velocityv, the smaller are the gains.
We tested this approach as we did for paramieter
When no static perturbations occurred, the output
behavior corresponds to the desired outptitt 0.43)
in both simulation (Fig. 14) and experimental (Fig. 15)
cases. If we introduce this kind of perturbation into the

o parameter, steady state error and oscillations appear

on the output of the system.
As before, we can express the steady state error in
the following form:

€00 = [1+C(A—BK) !B a’, (30)
and after some developments, we obtain:
[1 _ al, (31)
€oo = 2VEE, AE
1+ woSlz 522

The steady state error becomes null, if the following
expression is verified:

A,
&2

We observe that, in the absence of perturbations to
thea parameter, we have no steady state error.

We therefore introduce an integrator into the control
law in order to eliminate this steady state error in case
of perturbations.

The control law is expressed by the relation:

Ao

0 (32)

o

= —kja — kob — K; / (a* —a) dt (33)
whereky, k, andK; are the gains of the control law:

Lwoé2§ Lwo&

ki =3 v (262 4+ 1)

ke = —3"%’535 (34)
Lwdes

Ki= =3 :

We tested the output behavior of the system in the
presence of perturbations #oangle (from—5 to —9
degrees). Figure 16 illustrates the simulation results
and Fig. 17 the experimental ones.

As we can see, no steady state error persists during
servoing, but some oscillations and problems of stabil-
ity appear whew is far from the reference value. These
results are close to those encountered when using pa-
ramete. We therefore conducted investigations into
robust control approaches, particularly irtig, space
control.

Output cesponse with i (pole assi;
T T

Simulation : alpha = -
Simulation : alpha = -
Simulation : alpha =

Simulation : nlphn— -
Simulation : alpha= -

02

a Parameter

04 |

06 |

08
[

100 150
ITERATIONS

Figure 16. a with perturbations (¢= -5 to
results).

—9) (simulation



Output response with (pole assi xolice) The aim is to determine a single robust controller

oz} o o g | c(p) which ensures the stability of the closed loop sys-
bt imenation sloha= . § degrees tem. Then, we can write & F(p) - ¢(p) as:

Experimentation : alpha = - 9 degrees ——

02

c(p)
1+ Fo(p) - N1+ —————— " AF
[1+ Fo(p) - c(p)] [ 1R o) o(p)]

=[14 Fo(p) - (P]-[1+a(p) - AFe(p)] (36)

aPararocter

04

06 |

with q(p) = —==2

L+Fo(p)-c(p) *
os , , , To ensure the stability of the close loop system, we
o s0 ‘%ﬂmm.s” 20 20 must verify:
Ir:;gstd:ti)%?. a with perturbations (e= —5 to —9) (experimental 14+ F(jo) - c(jo) £0 Vo 37)
We define a transfer function(j») which bounds
4. Robust Control Approach the variations of(jw) as:

Due to the the problem of oscillations and stability [AFo(jo)l = Ir(jw)]

encountered when using a pole assignment approach, Ir(jo)| Yo (38)

we decide to investigate a robust control approach. We W =

chose the approach developedHy space atthe begin-

ning of the eighties (Zames and Francis, 1983; Kimura,  |n this case, ifc(p) stabilizes the nominal plant
1984; Dorato and Li, 1986; Doyle et al., 1989), F,(p)we can express the robust stability condition as
concerning controller design with plant uncertainty (Kimura, 1984):

modeled as unstructured additive perturbations in the

frequency domain. Ia(Pr (P)lloe <1 (39)

4.1. Generality Concerning H Space In these conditions, the robust controller can be ex-

pressed by:
Here, we present the application of the robust con- q(p)
trol technique, particularly ifi,, space (Dorato et al., cpP)=r—=-—"""= (40)
1992). 1— Fo(p)a(p)

The servoing scheme is presented in the Fig. 18.  Generg| Case. In this part we summarize the differ-
We consider an additive perturbation in the fre- ot gteps to follow to synthesize a robust controller.
quency domain: The functionr (p) bounds the variations & (p). We
construct the proper stable function:
F(p) = Fo(p) + AFo(p) (35) »
Fo(p) = B(p) - Fo(P) (41)
whereFy(p) represents the nominal transfer function.
whereB(p) = ]_[(g' S) represents the Blaschke prod-
uct of unstable polep. (Re(py) > 0) of Fo(p).

For convenience, we defiltg p) as:
C(p) F, (0) X a(p) = B(p) - q(p) (42)
and then:

Figure 18. Servoing scheme i, space. Fo(p) - q(p) = EO( p) - G(p) (43)



We have to choose a minimal phase functigiip)
as:

Irm(jw)| = Ir (jo)| (44)

In this case, we can expressp) = b(p) -rm(p),
whereb(p) is an inner function (|bjw)| = 1, Vw).
The robust condition of stability can be rewritten as:

uP)llc <1 withu(p) =q(p)-rm(p)  (45)

Using relation 43, and since the functior-Fq(p) -
q(p) has the zeros at the unstable paleof Fo(p),
we can express the first interpolation conditions with:

q(ai) = Vi=1,...,l (46)

Fo(ai)
Sinced(p) andry(p) are Hy, functions, the func-
tion u(p) must be an SBR function (Strongly Bounded
Real), and the conditions of interpolation can be written

as:

Mm(e)
Fo(ai)

U(ai) = G(ei) - rm(ai) = =B (47)

(B represents an interpolation point). So the solution
to the problem of robust stabilization of an unstable
system (Kimura, 1984) lies in finding an SBR function
u(p) which interpolates to the pointgcw; ). This prob-
lem is called the Nevanlinna-Pick interpolation prob-
lem. Dorato et al. in (Dorato and Li, 1986) have pro-
posed an iterative solution of this problem based on
the interpolation theory of Youla and Saito (Youla and
Saito, 1967). When the relative degree of the function
rm(p) is greater than 0, we must append one or more
supplementary interpolation conditions near infinity.

Case of a Plant With Two Poles at the Origin.Pre-
vious work (Kimura, 1984; Dorato et al., 1992; Byrne
and Chaouki, 1994; Byrne et al., 1997) has shown how
to consider the case of a plant with integrators. We can
define:

r(p)
p2

wherer/ (p) is a minimal phase function and:

rp) = (48)

Fo(p) = p?- B(p) - Fo(p)
a(p) (49)

ap) = o2 B(p)

Using relation 43, we can write the following con-
ditions of interpolation:

)= =— Vi=1,....1
Fo(ai) (50)

ao

== 2 poles at the origin
Fo(0)

To ensure that(p) is a robust controller, the func-
tion u(p) = r/,(p) - §(p) must be an SBR function
which satisfies the interpolation conditions at the un-
stable poles of the functiolfy(p) and also at the origin
with the relations:

ri (o)

Fo(ai)
'm0
Fo(0)

U(ej) =

vi=1,...,1
(51)
u0) =

2 poles at the origin

In these conditions, the functiog(p) can be ex-
pressed by:

p2 - B(p) - u(p)

52
'm(p) 52)

ap) =

4.2. Controller Design Using Parameter b

Previous results have been presented in (Martinet et al.,
1998a, b).

Considering parametéras the output of the system,
we define:

b V2, + p&aV
F = - =
up) ) £1p°Lé&3
AF(p) 1851+ 15
Fip)  1+¢L-p

(53)

Using the following expression of( p):

AFi(jow)
Fi(jow)

and looking at Fig. 19, we can considér(p) as:

r(p) =sup Fi(p) (54)

@

ri(p) = Ki-p?- Fi(p) with Ky =0.82 (55)

To determine the value df1, we have to plot the
quantity| AFT}%) | considering the following perturba-
tions:

A Ah
2% _57% and — = 25%.

o
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Since F1(p) has no unstable pole, the function
B(p) = 1, and we have to choos€p) as an SBR
function with a relative degree of 1 (because of the
expression of [, (p)).

We choose the following expressionwafp):

K1
U(p>—1+r_p (56)
to satisfy the conditions of interpolation:
r/,(0) -
u(0) = 2=~ = K at the origin
O=F0 ™" )
u(oo) =0
We deduce the expression of the functipip):
_ p? - Ky
WP = p K 2 R
2
L
(61p°Lé3) (58)

T dt7-p- (V% + paVY)

and developing, we obtain the robust controtiép):

1 _ &1pLés
T-p-Fu(p) (V%24 p&V)

c(p) = (59)

4.3. Controller Design Using Parameter a

Considering parameter as the output of the system,
we define:

Fap =2 =

2 B s B §1Lp2 (60)
AR (p) ‘A_h

Fapp | h

As previously, we use the following expression of
r(p):

AR (jo)

r(p) =sup o)

[0}

F2(p) (61)

and looking at the expressionBf(p), we can consider
r,,(p) as:
ri(p)=Ky-p?- Fa(p) with K, =0.25 (62)
SinceF;,(p) has no unstable pole, we have to choose
u(p) as an SBR function with a relative degree of 2

(because of the expressionrgf( p)).
We choose the following expressionwfp):

Kz

M=

(63)

and the conditions of interpolation are the following:

NON o
u0) = —IEZ(O) = K at the origin (64)
u(oco) =0

We deduce the expression of the functep):

p? - Ks
L+7-p)? - Ko-p?- Fa(p)
_ fLp?

T (L+t-p2-ve

ap) =
(65)

and developing, we obtain the robust controtép):

1
T-p-Q2+7-p) - FAp)
_ §1Lp
T R4Top V2

c(p) =

(66)

4.4. Simulation and Experimental Results

As for the pole assignment technique, we have de-
veloped a simulator in matlab. We introduce pertur-
bations to angler (from o = —3 to = —11) during
simulation.

Figures 20 and 21 show the simulation and experi-
mental results of a robust control approach usipg-
rameter as the output of the systéli = 100 pixels).

In these experiments we choose= 0.67. There is no
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Figure 23. a output behavior (dfrom —2 to —9 degrees) (experi-

Figure 21. b output behaviord from —3 to —11 degrees) (experi-
mental results).

mental results).

steady state error during servoing and the robustness is . .
much improved. 5. Discussion

As a second step, we use the parameterf the
line as the output of the system, to synthesize a new
robust controller using thél,, technique. In these
experiments we choose= 0.5.

The simulation and experimental results are pre-
sented in Figs. 22 and 23. The output behavior of
the system corresponding to a reference input value
a* = 0.43 is illustrated. As we can see, there is no
steady state error in the output response and the output
behavior remains unchanged when we introduce per-5.1. Lateral Position Behavior
turbations tox angle. So we can conclude that both
theorical and experimental results tend to select para- In this part, we present the lateral position behavior of
metera as the output of the system. the vehicle (simulated on ouy 10 scale demonstrator).

In the next section, we discuss 3D lateral position We present successively the results of:
behavior during servoing and we analyze the effect of
camera height perturbation when using the previous® pole assignment with integrator (Fig. 24)
robust controller. ¢ the robust control approach (Fig. 25)

As we have seen in the previous section, it is better
to choose parameterof the 2D line as the output of
the system. So, in the following we develop only the
discussion concerning this choice. We first analyse the
lateral position behavior of the vehicle and the effect
of camera height perturbation. We conclude the dis-
cussion by considering the coupling of perturbations.
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Figure 27. Lateral position behavior (experimental results).
Figure 25. Lateral position behavior (robust control) (experimental

results). . o .
We fixed the variations of camera height at 25% of

when using tha parameter of the 2D line as the output the reference value (0.12 m) (Fig. 26).

of the system. Figure 27 presents the lateral position behavior when
If we look at these figures, we can compare the be- using both approaches.

havior of the lateral position of the vehicle. Whenusing ~ We observe a lateral deviation of the vehicle in both

the pole assignment technigue, the lateral position of approaches. We can verify these results by looking at

the vehicle is sensitive to perturbations. Oscillations relation 12, where the lateral position of the vehicle

and divergence occur when anglés far from the ref- X is directly linked to parametea through the cam-

erence value. On the other hand, the robust controller era height parameter. Even if in both cases a lateral

is very efficient and the robustness is greatly improved. deviation is present, the robust controller is smoother

We think that the weak variations of the lateral posi- and induces better behavior of the linkage between the

tion observed on the curves may have been produced byvision aspect and the control aspect.

small perturbations to camera height (see Eq. (12)) dur-  Asinareal scene, itis unrealistic to think that pertur-

ing the experiments (imprecise calibration). We con- bations will occur separately. So we decided to study

clude that behavior is more efficient and stable when the effect of coupled perturbations.

using a robust controller.

5.2. Camera Height Perturbation 5.3. Coupling Perturbations
To clarify and analyze the sensitivity of the control In the first test, we introduced perturbations into

laws on perturbations, we decided to study the effect camera height (25%) (Fig. 28) and camera inclination
of camera height perturbation. angle (1 andt2 degrees) (Fig. 29).
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Figure 29. Perturbation to camera inclination angle.
Figure 32. Perturbation on camera roll angle.

Qutput response with Pole assignment and Robust controllers
T T T T T T T

0.1 T

T
Pole assignment ——

Robust Control — robust control minimizes the effect of camera inclina-
tion angle perturbation, but even if the other pertur-
bation is also minimized, the effect on the 3D lateral
position remains considerable.

With these results, we definitively conclude that the
robust control approach is better than the pole assign-
ment approach.

Inthe second test, we append perturbation on camera
roll angle (sinusoid oft2 degrees) (Fig. 32).
e Figure 33 presents the evolution of the output system.

ITERATIONS As we can see the robust controller is more efficient,
Figure 30. Parameta (robust and pole assignment control) (ex- and we observe also that the effect on lateral position
perimental results). behavior is better when using this kind of controller
(see Fig. 34). But the simplified model is not sufficient

Using the parameteras the output of the system, we to take all Qf these perturbat.ions i'nto account.
compared the pole assignment and robust control ap- In the t'hlrd. test, we use sinusoid functions to inject
proaches. Figure 30 shows the output behavior of the perturbation into extrinsic camera parameters:
system (a parameter) and Fig. 31 presents the lateral
position behavior of the vehicle. As shown previously, e cameraroll angle (sinusoid ef2 degrees) (Fig. 35),

a Parameter




Output response with Pole assignment and Robust controllers Camera roll angle perrbation
T T T T T T T T T T

T T T
Pole assignment —— Carmera roll angle —
Robust control ——

a Parameter

Camcra roll angle («d)

06 N N
0 100 200 300 400 500 600 700 800 900 1000 0 200

400 600 1000 1200
ITERATIONS ITERATIONS

Figure 33. Parameta (robust and pole assignment control) (ex-  Figure 35. Perturbation to camera roll angle.
perimental results).
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Figure 36. Perturbation on camera inclination angle.
Figure 34 Lateral position behavior (robust and pole assignment
control) (experimental results).
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(Fig. 36), omr
e camera height (sinusoid éf10 mm) (Fig. 37). -
= 0122
.§a
Figure 38 presents the lateral position behavior of the §
vehicle and Fig. 39 the output behavior of the system.  § °*
Even if the effect of the roll angle perturbation is at-
tenuated, there is an offset which appears on the output orr

of the system and on the lateral position of the vehicle.
As regards these tests, we conclude that these ap- ol wm w0 om0 ow oo

proaches are subject to two limitations. The model of TERATIONS

the interaction between the sensor and the scene doegigure 37.  Perturbation on camera height.

not take roll angle into account, and there is a problem

in the presence of camera height perturbation. 6 degrees of freedom (built by the firm AFMA Robot)
and the WINDIS parallel vision system (Martinet et al.,
6. The Path to Implementation 1991; Rives et al., 1993).

This whole platform (see Fig. 40) is controlled by a
Until now, we have not had a real demonstrator. VME system, and can be programmed in C language
So, these approaches were tested with/#01scale under the VxWorks real time operating system. The
demonstrator. It is composed of a cartesian robot with CCD camera is embedded on the end effector of the
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Figure 40. Overview of the experimental site.

cartesian robot and is connected to the WINDIS vision
system. In this servoing scheme the position of the dif-

ferent parts of the controller changes with the approach

under consideration.

The road (see Fig. 41), built to 10 scale, com-
prises three white lines. For each level of this vision
system, we have introduced parallelism allowing us to

Rosd
Tewure

Geound

.|
o 3o
Zem

Top view of thel/10 scaled rond From view

Figure 41. 110 scale road.

projected line in the image plane at video rate (25 Hz).
In this implementation, we have identified a data flow
latency of three sample periods.

Now, we are working on the conception of a real
demonstrator with the lateral and longitudinal control
capabilities. We think that the main difficulties to path
to realimplementation should be the continuous extrac-
tion of visual informations in real environment, and the
effectivness of the approaches described above.

7. Conclusion and Future Work

Controllers based on a visual servoing approach have
been developed in this paper. We designed a controller
with a pole assignment technique directly in the im-
age space. After modeling the vehicle and the scene,
we obtained equations which can be used to write the
state model of the system. Visual servoing is performed
well when there are no perturbations. When perturba-
tions occur, a steady state error and oscillations appear.
By introducing an integrator into the visual servoing
scheme, we suppress the steady state error but amplify
the oscillation problem.

We then investigated a robust control approach. The
choice ofb as the output parameter of the system does
not permit the control of the lateral position of the
vehicle precisely when the perturbations appear, but
ensures control of heading. The choice of parameter
a as the output of the system, to synthesize a new ro-
bust controller, seems to be sufficient when we have
perturbations te angle and camera height.

In the future, we will investigate a controller which
can take into account a combination of perturbations to
a angle, camera height and camera roll angle. For this
purpose, we shall require improved models both of the
scene and of the vehicle. The robust control approach

reach video rate for most of the application tasks. The is well adapted in this case, because this approach is

vision system computes th@, b) parameters of the

efficient when we use more complex models. So an
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