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Abstract. This work is motivated by the need for software computing
3D periodic triangulations in numerous domains including astronomy,
material engineering, biomedical computing, fluid dynamics etc. We de-
sign an algorithmic test to check whether a partition of the 3D flat torus
into tetrahedra forms a triangulation (which subsumes that it is a sim-
plicial complex). We propose an incremental algorithm that computes
the Delaunay triangulation of a set of points in the 3D flat torus without
duplicating any point, whenever possible; our algorithmic test detects
when such a duplication can be avoided, which is usually possible in
practical situations. Even in cases where point duplication is necessary,
our algorithm always computes a triangulation that is homeomorpic to
the flat torus. To the best of our knowledge, this is the first algorithm of
this kind whose output is provably correct. The implementation will be
released in Cgal [7].

1 Introduction

Computing Delaunay triangulations of point sets is a well-studied problem in
Computational Geometry. Several algorithms as well as implementations [31, 26,
19, 38, 25, 21] are available. However, these algorithms are mainly restricted to
triangulations in Rd. In this paper, we take interest in triangulations of a periodic
space, represented as the so-called flat torus [35].

This research was originally motivated by the needs of astronomers who
study the evolution of the large scale mass distribution in our universe by run-
ning dynamical simulations on periodic 3D data. In fact there are numerous
application fields that need robust software for geometric problems in periodic
spaces. A small sample of these needs, in fields like astronomy, material engineer-
ing for prostheses, mechanics of granular materials, was presented at the Cgal
Prospective Workshop on Geometric Computing in Periodic Spaces.1 Many other
diverse application fields could be mentioned, for instance biomedical computing
[36], solid-state chemistry [29], physics of condensed matter [15], fluid dynamics
[10], this list being far from exhaustive.

? This work was partially supported by the ANR (Agence Nationale de la Recherche)
under the “Triangles” project of the Programme blanc (No BLAN07-2 194137)
http://www-sop.inria.fr/geometrica/collaborations/triangles/.

1 http://www.cgal.org/Events/PeriodicSpacesWorkshop/



So far we are not aware of any robust and efficient algorithm for comput-
ing Delaunay triangulations from a given point set S in a periodic space. In
the literature, proved algorithms usually need to compute with 9 copies of each
input point in the planar case [23, 17], or with 27 copies in 3D [14], which ob-
viously leads to a huge slow-down. Additionally, their output is a triangulation
in Rd, d = 2, 3, of the copies of the points, whereas our approach always outputs
triangulations of the flat torus.

In the engineering community, an implementation for computing a periodic
Delaunay “tessellation” was proposed, avoiding duplications of points [34]. How-
ever, the tessellation is not necessarily a simplicial complex. Moreover, the algo-
rithm heavily relies on the assumption that input points are well distributed.

Fig. 1. The partition of the torus (left) and the flat torus
(right) is not a triangulation: All simplices have a unique
vertex.

In fact, as shown
in Section 4, using
copies of the input
points may actually
be necessary: in some
cases, the flat torus
may be partitioned
into tetrahedra hav-
ing the points as ver-
tices and satisfying
the Delaunay prop-
erty, but such a parti-
tion does not always form a simplicial complex. Figure 1 shows a simple partition
of the 2D torus that is not a triangulation. However, in practice, input data sets
are likely to admit a Delaunay triangulation.

Let us insist here on the fact that computing a “true” triangulation, i.e.
a simplicial complex, is important for several reasons. First, a triangulation is
defined as a simplicial complex in the literature [2, 9, 16, 20, 22, 33, 39]. Moreover,
designing a data structure to efficiently store tetrahedral tessellations that are
non-simplicial complexes (e.g. ∆-complexes [18]) would be quite involved. The
Cgal 3D triangulation data structure, that we reuse in our implementation,
assumes the structure to be a simplicial complex [24]. Even more importantly,
algorithms using a triangulation as input are heavily relying on the fact that the
triangulation is a simplicial complex; this is the case for instance for meshing
algorithms [27, 28], as well as algorithms to compute α-shapes, which are actually
needed in the periodic case by several applications mentioned at the beginning
of this introduction. We are planning to use the 3D periodic triangulation as the
fundamental ingredient for computing these structures in the future.

Contributions of the paper
We prove conditions ensuring that the Delaunay triangulation can be computed
without duplicating the input points. To this aim, we design an algorithmic test
for checking whether a set K of simplices in the flat torus forms a simplicial
complex.



We present an adaptation of the well-known incremental algorithm in R3 [3]
that allows to compute three-dimensional Delaunay triangulations in the flat
torus. We focus on the incremental algorithm for several reasons: Its practical
efficiency has been proved in particular by the fully dynamic implementation in
Cgal [25]; moreover, a dynamic algorithm, allowing to freely insert (and remove)
points, is a necessary ingredient for all meshing algorithms and software based
on Delaunay refinement methods (see for instance [32, 27, 8]).

For sets of points that cannot be triangulated in the flat torus, our algorithm
outputs a triangulation of an h-sheeted covering space, where h depends on
some parameters of the flat torus, i.e. a triangulation that is still homeomorphic
to the flat torus and containing h > 1 explicit copies of the input point set.
However, as soon as the above mentioned conditions are fulfilled, the algorithm
switches to a 1-sheeted covering and so does not duplicate points. In this way,
the algorithm always computes a triangulation and is provably correct. It has
optimal randomized worst case complexity.

Our implementation of the algorithm has been accepted for version 3.5 of the
Cgal library [7]. We presented a video demonstration of the software [5].

The paper is organized as follows. In Section 2 we review some general notions
about triangulations and simplicial complexes. In the next section, we adapt
the definition of simplicial complexes to the flat torus. In Section 4 we give a
criterion to decide whether a point set has a triangulation in the flat torus. We
give a second criterion that is based on the same idea but can be verified easily
by the algorithm that is presented in Section 5. We show the correctness of the
algorithm and finish with its complexity analysis and experimental observations.
Proofs are omitted in this paper due to lack of space. They can be found in [6].

2 Triangulations

Before talking about triangulations we need to recapitulate the well-known no-
tions of simplices and simplicial complexes. A k-simplex σ in R3 (k ≤ 3) is the
convex hull of k+1 affinely independent points Pσ = {p0, p1, . . . , pk}. A simplex
τ defined by Pτ ⊆ Pσ is a face of σ and has σ as a coface. This is denoted by
σ ≥ τ and τ ≤ σ. Note that σ ≥ σ and σ ≤ σ.

The following definitions are completely combinatorial. With an appropriate
definition of a simplex, they will remain valid in any topological space X.

There exist several definitions of simplicial complexes in the literature. Often
they restrict to a finite number of simplices [39, 30]. In the sequel, we deal with
infinite simplicial complexes, so, we use the definition given in [22]:

Definition 1 (Simplicial complex). A simplicial complex is a set K of sim-
plices such that:

(i). σ ∈ K, τ ≤ σ ⇒ τ ∈ K
(ii). σ, σ′ ∈ K ⇒ σ ∩ σ′ ≤ σ, σ′

(iii). Every point in a simplex of K has a neighborhood that intersects at most
finitely many simplices in K (local finiteness).



Note that if K is finite, then the third condition is always fulfilled.

A triangulation of a topological space X is a simplicial complex K such that
|K| =

⋃
σ∈K σ is homeomorphic to X. A triangulation of a point set S is a

triangulation such that the set of vertices of the triangulation is identical to S.

Some more definitions are needed for the following discussion: Let K be a
simplicial complex. If a subset of K is a simplicial complex as well, we call it
subcomplex of K. The star of a subcomplex L of K consists of the cofaces of
simplices in L: St(L) = {σ ∈ K|σ ≥ τ ∈ L}. In the following sections, we will be
interested in the union of simplices in the star of a set L of simplices, denoted
as |St(L)|.

3 The flat torus T3
c

At first we give a precise definition of the space of study T3
c. Then we review some

of its well-known properties and establish the notations used in the following
discussion. Finally, we give a definition of simplices in T3

c.

Definition 2 (T3). Let c := (cx, cy, cz) ∈ (R \ {0})3 and G be the group
(c ∗ Z3,+), where ∗ denotes coordinate-wise multiplication2. The quotient space

T3
c = R3/G is called flat torus [35]. We denote the quotient map by π : R3 → T3

c .

The elements of T3
c are the equivalence classes under the equivalence relation

p1 ∼ p2 ⇔ p1 − p2 ∈ c ∗ Z3, for p1, p2 ∈ R3. Hence, these equivalence classes are
isomorphic to Z3 and T3

c×Z3 is isomorphic to R3. We also call the points of T3
c

orbits and refer to their elements as representatives. T3
c is a metric space with

dT(π(p), π(q)) := min dR(p′, q′) for p′ ∼ p, q′ ∼ q. Note that π is continuous.

The space T3
c is homeomorphic to the hypersurface of a 4-dimensional torus.

Consider the closed cuboid [u, u+ cx]× [v, v + cy]× [w,w + cz]. Identifying the
pairs of opposite sides results in a space homeomorphic to T3

c. Such a cuboid is
usually called a fundamental domain or a fundamental region. A fundamental
domain contains at least one representative of each orbit. The half-open cuboid

Dc = [0, cx)× [0, cy)× [0, cz) contains exactly one representative for each ele-

ment of T3
c. We call it the original domain. The map

ϕc : Dc × Z3 → R3

(p, ζ) 7→ p+ c ∗ ζ

is bijective. The longest diagonal of Dc has length ‖c‖, which denotes the L2-
norm of c. We say that two points p1, p2 ∈ R3 are periodic copies of each other
if they both lie in the same orbit, or equivalently if there is a point p ∈ Dc such
that p1, p2 ∈ ϕc({p} × Z3).

2 coordinate-wise multiplication: (ax, ay, az) ∗ (bx, by, bz) := (axbx, ayby, azbz)



Dc

(
p3,

(
0
0

))

(
p1,

(
0
0

))
(
p2,

(
0
0

))

(
p2,

(
0
−1

))

(
p3,

(
0
1

))

(
p3,

(
1
0

))

(
p1,

(
0
−1

))

(
p2,

(−1
0

))

(
p3,

(−1
0

))

(
p1,

(
1
0

))

(
p3,

(
1
1

))

(
p1,

(
1
−1

))(
p2,

(−1
−1

))

(
p3,

(−1
1

))

Fig. 2. (2D case) The three points p1, p2, and
p3 do not uniquely define a triangle. Intuitively,
the offset allows to know which way the triangle
“wraps around” the torus.

Now we turn towards the
definition of simplices in T3

c.
There is no meaningful defini-
tion of a convex hull in T3

c and a
tetrahedron is not uniquely de-
fined by four points. We attach
with each vertex an integer vec-
tor, named offset, that specifies
one representative out of an or-
bit (see Figure 2). In the above
definition of ϕc, the offsets are
the numbers ζ ∈ Z3. We can
adapt the definition of a sim-
plex in R3 in the following way
to T3

c [37]:

Definition 3 (simplex). Let P be a set of k + 1 (k ≤ 3) point offset
pairs (pi, ζi) in Dc × Z3, 0 ≤ i ≤ k. Let Ch(P) denote the convex hull of
ϕc(P) = {pi + c ∗ ζi | 0 ≤ i ≤ k} in R3. If the restriction π|Ch(P) of π to the
convex hull of P is a homeomorphism, the image of Ch(P) by π is called a
k-simplex in T3

c.
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Fig. 3. (2D case) π(A) is not a simplex;
however, π(B) is a simplex.

In other words, the image under
π of a simplex in R3 is a simplex in
T3
c only if it does not self-intersect or

touch. Figure 3 shows the convex hulls
A and B of three point-offset pairs in
[0, 1)2×Z2;

(
p1,
(
0
2

))
is a representative

of the equivalence class of a vertex of
A that lies inside A.

There are infinitely many sets of
point-offset pairs specifying the same
simplex. The definition of face and
coface is adapted accordingly: Let
σ be a k-simplex defined by a set
Pσ ⊆ Dc × Z3. A simplex τ defined by
a set Pτ ⊆ Dc × Z3 is a face of
σ and has σ as a coface if and only if there is some ζ ∈ Z3 such that
{(pi, ζi + ζ) | (pi, ζi) ∈ Pτ} ⊆ Pσ.

4 Delaunay triangulation in T3
c

This section is organized as follows: At first we give a definition of the Delaunay
triangulation in T3

c. We observe that there are point sets in T3
c whose Delaunay

triangulation is in fact not defined. The second part elaborates on this question,
finally giving a criterion to decide whether or not a point set has a Delaunay



triangulation in T3
c. In the last part we discuss how to deal with point sets that

do not have a Delaunay triangulation in T3
c.

Let us recall that a triangulation of a point set S in R3 is a Delaunay triangu-
lation iff each tetrahedron satisfies the Delaunay property, i.e. its circumscribing
ball does not contain any point of S in its interior. If the point set is not degen-
erate, i.e. if no five points of S are cospherical, then its Delaunay triangulation
is uniquely defined. Still, even for degenerate point sets, it is possible to spec-
ify a unique Delaunay triangulation, using a symbolic perturbation [13]. In the
sequel we always assume Delaunay triangulations in R3 to be uniquely defined
in that way (see Lemma 2). Let S now denote a finite point set in Dc. We want
to define the Delaunay triangulation of π(S) in T3

c. The idea is to use the pro-
jection under π of a Delaunay triangulation of the infinite periodic point set

Sc := ϕc(S × Z3) in R3.

Lemma 1. For any finite point set S ⊂ Dc, a set of simplices K in R3 that
fulfills (i) and (ii) in Definition 1 as well as the Delaunay property with respect
to Sc is a simplicial complex in R3.

Since Sc contains points on an infinite grid, any point p ∈ R3 is contained in
some simplex defined by points in Sc. Together with Lemma 1, this implies that
the set of all simplices with points of Sc as vertices and respecting the Delaunay
property is a Delaunay triangulation of R3 and we denote it by DTR(Sc). Since
|DTR(Sc)| is homeomorphic to R3 and π is surjective, then π(|DTR(Sc)|) is
homeomorphic to T3

c. So, if π(DTR(Sc)) is a simplicial complex, it is also a
triangulation of T3

c. We can now define a Delaunay triangulation in T3
c:

Definition 4. Let DTR(Sc) be the Delaunay triangulation of the point set Sc
in R3. If π(DTR(Sc)) is a simplicial complex in T3

c, then we call it the Delaunay
triangulation of S in T3

c and denote it by DTT(S).

pp

pp

Fig. 4. (2D case) The shaded region is
ϕc(St(p)× Z3) ∩Dc. There are several cy-
cles of length two originating from p.

We show now that Definition 4 ac-
tually makes sense: Lemma 2 is used
to prove Theorem 1, which gives a suf-
ficient condition for π(DTR(Sc)) to be
a simplicial complex.

Lemma 2. If the restriction of π to
any simplex in DTR(Sc) is a homeo-
morphism, then conditions (i) and (iii)
in Definition 1 are fulfilled.

Theorem 1. If for all vertices v of
DTR(Sc) the restriction of the quo-
tient map π||St(v)| is a homeomor-
phism, then π(DTR(Sc)) forms a sim-
plicial complex.



In the following theorem we give another criterion that is algorithmically
easier to check. Let us recall that the 1-skeleton of a simplicial complex is the
subcomplex that consists of all edges and vertices.

Theorem 2. Assume the restriction of π to any simplex in DTR(Sc) is a home-
omorphism. If the 1-skeleton of π(DTR(Sc)) does not contain any cycle of length
less than or equal to two, then π(DTR(Sc)) forms a simplicial complex.

See Figure 4 for an illustration of Theorems 1 and 2.
In the remaining part of this section, we explain how we can give a finite

representation of the periodic triangulationDTR(Sc) that is a simplicial complex,
even if π(DTR(Sc)) is not a simplicial complex.

Definition 5. [2] Let X be a topological space. A map ρ : X̃ → X is called a

covering map and X̃ is said to be a covering space of X if the following condition
holds: For each point x ∈ X there is an open neighborhood V , and a decomposition
of ρ−1(V ) as a family {Uα} of pairwise disjoint open subsets of X̃, in such a way
that ρ|Uα

is a homeomorphism for each α. Let hx denote the cardinality of the
family {Uα} corresponding to some x ∈ X. If the maximum h := maxx∈X hx is

finite, then X̃ is called an h-sheeted covering space.

R3 with the quotient map π as covering map is a universal covering of T3
c,

which means that it is a covering space for all covering spaces of T3
c [2].

Let h = (hx, hy, hz) ∈ N3. T3
h∗c is a covering space of T3

c together with
the covering map ρh := π ◦ π−1h , where πh : R3 → T3

h∗c denotes the quo-
tient map of T3

h∗c. As ρ−1h (p) for any p ∈ T3
c consists of hx · hy · hz differ-

ent points, T3
h∗c is a hx ·hy ·hz-sheeted covering space. The original domain

is Dh∗c = [0, hxcx)× [0, hycy)× [0, hzcz). If hx = hy = hz we use the notation
πh := πh with h := hx ·hy ·hz, like for π27 in Theorem 3 below.

Dolbilin and Huson [14] showed that only the points of Sc contained in
Dc and the 26 copies that surround it can have an influence on the Delaunay
property for simplices that are completely contained in Dc. The ideas of their
proof can be used to show the following:

Theorem 3. π27(DTR(Sc)) is always a simplicial complex.

We prefer to use the framework of covering spaces, rather than just talk about
copies of the points as in [14], for several reasons: A major part of the code can
be reused for any finite covering space. Also, the simplicial complex we compute
is actually homeomorphic to T3

c. So we do not have any artificial boundaries in
the data structure and we get all adjacency relations between simplices.

The algorithm we use to compute triangulations of T3
c requires a slightly

stronger result, which we present in the next section.

5 Algorithm

As mentioned in the introduction, there is a strong motivation for reusing the
standard incremental algorithm [3] to compute a periodic Delaunay triangula-
tion.



We propose the following algorithm:

– We start computing in some finitely-sheeted covering space T3
h∗c of T3

c, with
h chosen such that πh(DTR(Sc)) is guaranteed to be a triangulation.

– If the point set is large and reasonably well distributed, it is likely that
after having inserted all the points of a subset S ′ ⊂ S, all the subsequent
π(DTR(S ′′c)) for S ′ ⊂ S ′′ ⊂ S are simplicial complexes in T3

c. In this case,
we discard all periodic copies of simplices of πh(DTR(S ′c)) and switch to
computing π(DTR(Sc)) in T3

c by adding all the points left in S \ S ′.

Fig. 5. (2D case) Adding a point in a sim-
plicial complex can create a cycle of length
two.

In this way, unlike [14], we avoid
duplicating points as soon as this is
possible. However, if S is a small
and/or badly distributed point set,
the algorithm never enters the second
phase and returns πh(DTR(Sc)). Note
that, before switching to computing in
T3
c, it is not sufficient to test whether

π(DTR(S ′c)) is a simplicial complex.
Indeed, adding a point could create a
cycle of length two (see Figure 5). So,
a stronger condition is needed before
the switch.

See Algorithm 1 for a pseudo-code
listing of the algorithm.

Algorithm 1 Compute Delaunay triangulation of a point set in T3
c

Input: Set S of points in Dc, c such that Dc is a cube with edge length c ∈ R3 \ {0}.
Output: DTT(S) if possible, otherwise π27(DTR(Sc))
1: S ′ ⇐ S
2: Pop p from S ′

3: S ⇐ {p}
4: TR27 ⇐ π27(DTR(ϕc({p} × Z3))) // can be precomputed

5: while the longest edge in TR27 is longer than 1√
6
c do

6: Pop p from S ′; S ⇐ S ∪ {p}
7: for all p′ ∈ {p+ c ∗ ζ | ζ ∈ {0, 1, 2}3} do
8: Insert p′ into TR27

9: end for // TR27 = π27(DTR(Sc))
10: if S ′ = ∅ then return TR27 = π27(DTR(Sc)) // non-triangulable point

set

11: end while
12: Compute DTT(S) from TR27 // switch to T3

c

13: Insert all points remaining in S ′ into DTT(S) one by one
14: return DTT(S)



Two central points must be established to show the correctness of the algorithm:

1. After each insertion, TR27 is a Delaunay triangulation in T3
3c. Let us em-

phasize on the fact that Theorem 3 cannot be used here because in the inner
loop (step 8), the set of points present in TR27 does not contain all the pe-
riodic copies of p. Let p be a point in Dc and Tp ⊆ ϕc({p} × Z3) ∩ D3c, i.e.
Tp is a subset of the grid of 27 copies of p that lie within D3c. Then TR27 is
always of the form π27(DTR(Sc ∪ T 3c

p )) with T 3c
p = ϕ3c(Tp ×Z3). Lemma 3

shows that this is a triangulation.
2. If all edges in π27(DTR(Sc)) are shorter than 1√

6
c, then we can switch to

computing in T3
c.

Lemma 3. Let S ⊂ Dc be a finite point set and p ∈ Dc a point. If Dc is a cube,
then π27(DTR(Sc ∪ T 3c

p )) is a triangulation.

Lemma 4 gives a criterion to decide whether π(DTR(Sc)) is a simplicial
complex and thus a triangulation in T3

c.

Lemma 4. If the 1-skeleton of DTR(Sc) contains only edges shorter than 1√
6
c,

where c is the edge length of Dc, then π(DTR(T c)) is a simplicial complex for
any finite T ⊂ Dc with S ⊆ T .

Note that the criterion in Lemma 4 is only sufficient: There are triangulations
without cycles of length two that have edges longer than 1√

6
c.

Lemmas 3 and 4 prove the correctness of Algorithm 1 in the case of a cubic
domain. The above discussion still remains valid if the original domain Dc is
a general cuboid, i.e. c = (cx, cy, cz). Only the constants, like the number of
sheets of the covering space to start with and the edge length threshold need to
be adapted. Analogously, the algorithm can be extended to weighted Delaunay
triangulations. For a more detailed discussion see [6].

6 Theoretical and Practical Analysis

Complexity analysis. Let us first discuss the following two points: (1) How to test
for the length of the longest edge and (2) how to switch from the triangulation
in T3

h∗c to the triangulation in T3
c.

(1) We maintain an unsorted data structure E that references all edges that
are longer than the threshold 1√

6
cmin. As soon as E is empty, we know that the

longest edge is smaller than the threshold. The total number of edges that are
inserted and removed in E is proportional to the total number of simplices that
are created and destroyed during the algorithm. We can have direct access from
the simplices to their edges in E . Hence, the maintenance of E does not change
the algorithm complexity.

(2) To convert the triangulation in T3
h∗c to DTT(S) when we switch to T3

c,
we need to iterate over all cells and all vertices to delete all periodic copies,
keeping only one; furthermore, we need to update the incidence relations of



those tetrahedra whose neighbors have been deleted. This is linear in the size of
the triangulation and thus dominated by the main loop.

The overall algorithm is incremental and using the Delaunay hierarchy [12]
the following result can be shown:

The randomized complexity of Algorithm 1 is the same as the complexity of
[12], and thus it has randomized worst-case optimal complexity O(n2).

Experimental observations. Algorithm 1 has been implemented in Cgal, so, it
benefits from some of the optimizations that are already available in the Cgal
Delaunay triangulations in R3 [25], such as the spatial sorting [11].

We tested the implementation on real data from research in cosmology. The
input sets consist of up to several hundreds of thousands of points, and they are
sufficiently well distributed to have triangulations in T3

c. This property holds for
most of the applications mentioned in the introduction. With these real data,
usually less than 400 points are needed for Algorithm 1 to reach the threshold
on the edge length and switch to computing in T3

c.
We compared the running time of our implementation for computing De-

launay triangulations in T3
c with the running time of computing the Delaunay

triangulation in R3 with the Cgal package [25]. Table 1 shows for large random
point sets a factor of about 1.6 between the running time of our current imple-
mentation, using the above optimization, and the Cgal implementation for R3.
The timings have been measured for the unit cube Dc = [0, 1)3 using specialized
predicates; if we allow Dc to be any cube, we currently lose about 12%. More
experiments can be found in [6].

No. of points T3 R3 factor

1000 0.032 0.012 2.65

10000 0.230 0.128 1.79

100000 2.24 1.36 1.65

1000000 23.0 14.2 1.62

Table 1. Current running times in seconds on a 2.33 GHz Intel Core 2 Duo processor.

7 Conclusion and future work

We proposed an algorithm to compute 3D periodic Delaunay triangulations.
The algorithm is guaranteed to produce a correct finite representation of the
periodic triangulation for any given point set. We avoid duplications of points
whenever possible, and if there is no triangulation for some point set in the flat
torus T3

c, we output a triangulation in a covering space that is homeomorphic
to T3

c. The algorithm has optimal randomized worst case complexity. Note that
the main parts of the discussion are not bound to three-dimensional space and
will still hold for higher dimensions. The constants in the geometric criteria
and the complexity of the underlying algorithm for computing the Delaunay
triangulation will have to be adapted.

Future work will mainly concentrate on two topics: (1) Extend in a similar
way some meshing and α-shape algorithms based on Delaunay triangulations



so that they can handle periodic data. (2) Extend this work to more general
orbifolds. There is ongoing work to unify our results with the results of [1].
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