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ABSTRACT

In this paper, structural topology optimization is ad-

dressed through Genetic Algorithms. A set of designs

is evolved following the Darwinian survival-of-�ttest

principle. The standard crossover and mutation op-

erators are tailored for the needs of 2D topology op-

timization. The genetic algorithm based on these op-

erators is experimented on plane stress problems of

cantilever plates: the goal is to optimize the weight of

the structure under displacement constraints.

The main advantage of this approach is that it can

both �nd out alternative optimal solutions, as exper-

imentally demonstrated on a problem with multiple

solutions, and handle di�erent kinds of mechanical

model: some results in elasticity with large displace-

ments are presented. In that case, the nonlinear ge-

ometrical e�ects of the model lead to non viable so-

lutions, unless some constraints are imposed on the

stress �eld.

1 INTRODUCTION

Since the seminal work of Holland (1975) and the

comprehensive study of Goldberg (1989), Genetic Al-

gorithms (GAs) have gradually been recognized as

powerful stochastic optimization algorithms. Their

strength proceeds from their wide range of applica-

tions: GAs can handle non derivable, non continuous

and even non analytically de�ned functions

1

.

The main interest of stochastic methods in Engi-

neering Sciences is to break the limits of standard de-

terministic methods in many optimization problems:

when the search space involve both discrete and con-

tinuous domains (e.g. for the optimal design of truss

structures); when the objective function or the con-

straints lack regularity; or when the objective func-

tion admits a huge number of local optima. In coun-

terpart, stochastic methods are computationally ex-

pensive: GAs for instance, are slower than classical

1

e.g. functions only available through computation.

optimization methods by about one or two orders of

magnitude (when comparison is possible, i.e. when

classical methods apply).

This paper focuses on applying GAs to some well-

studied problems in mechanical engineering, namely

the structural topology optimization of cantilever

plates. Section 2 brie
y reviews some related works

in topology optimization; their advantages and their

limitations regarding the speci�cities of constrained

optimization in mechanical engineering are discussed.

Section 3 gives the broad lines of GAs; it then de-

scribes genetic operators tailored for topology op-

timization. Experimentations in the linear elastic-

ity case are presented in section 4: The �rst prob-

lem deals with minimizing the weight of a cantilever

plate under displacement constraints. Further, the

standard cantilever plate is modi�ed to highlight the

ability of the GA approach to handle problems hav-

ing multiple optimal or quasi-optimal solutions. A

compliance-based optimization is �nally achieved; it

permits to compare GA-based and homogenization-

based approaches. Section 5 presents the �rst results

obtained in linear elasticity with large displacements

for the cantilever plate problem. The nonlinear ge-

ometrical e�ects clearly show the need to take into

account the stress �eld in the �tness function to ob-

tain realistic solutions.

2 RELATED WORKS

The main trends in structural optimization can be

sketched as follows.

A �rst approach consists in continuously varying

the domain at hand. This approach is e�ective as

far as a good solution can actually be obtained by a

continuous transformation of the initial domain. In

contrast, it does not allow to �nd an optimal shape

that includes holes (except if the number of holes is

known beforehand, of course).

An approach to topology design, introduced by

Bendsoe and Kikushi (1988), is that of homogeniza-



tion; it consists in dealing with a continuous density

of material. In the end of this deterministic optimiza-

tion, the current density is forced toward value 1 or

0, that respectively stands for material present or ab-

sent. However, this approach requires the design of

the homogenized operator, as thoroughly described

in Allaire and Kohn (1993), and is insofar limited to

the linear elasticity case. Moreover, it cannot ad-

dress loadings that apply on the actual boundary of

the shape to be determined (e.g. pressure load), and

hardly handles optimization for multiple loadings.

Another approach to topology design is that of

stochastic optimization, such as involved in simu-

lated annealing (Kirkpatrick et al (1983)) and ge-

netic algorithms. Both methods have been ap-

plied to structural optimization: in the framework

of discrete truss structures, for cross-section siz-

ing by Goldberg and Samtani (1986), Hajela (1992),

Lin and Hajela (1993), Schoenauer and Wu (1993)

among others, as well as for topological optimiza-

tion by Hajela et al (1993), Grierson and Pak

(1993), Wu (1995); for the optimization of com-

posite materials by Leriche and Haftka (1993); and

more recently for structural components optimization

by Anagnostou et al. (1992), Ghaddar et al. (1994)

using simulated annealing, and by Jensen (1992),

Chapman et al. (1994) with genetic algorithms.

This paper continues and extends the GA-based

approaches of Jensen (1992) and Chapman et al.

(1994) in several respects. First, speci�c genetic op-

erators (crossover, mutation) are introduced. Sec-

ond, a problem exhibiting multiple solutions is stud-

ied, demonstrating the ability of the GA approach to

successfully �nd out di�erent quasi-optimal solutions.

Last but not least, this method is not limited to linear

elasticity, as demonstrated by considering the large

displacements model.

3 GA: RECALLS AND ADAPTATIONS

This section gives the broad lines of basic GAs; then

it describes genetic operators devised for the needs of

topology optimization.

3.1 Principle

Given a search space E and a �tness function F de-

�ned from E onto IR

+

, GAs evolve a set of p individ-

uals (points of E), termed population. This evolution

crudely mimics the Darwinian evolution: according

to the Darwinian survival-of-the-�ttest principle, the

�ttest individuals, i.e. the near-optimal points of �t-

ness function F will appear in population P

i

for some

i.

The basic step in GAs, called generation, is the trans-

formation used for population P

i

to give birth to

population P

i+1

. This transformation involves three

steps :

� Selection builds population P

0

i

by copying ele-

ments of P

i

; the number of copies of an individ-

ual increases with its �tness, the total number of

elements in P

0

i

being same as in P

i

.

� Crossover applies on population P

0

i

to build pop-

ulation P"

i

. From two individuals x and y in

P

0

i

, crossover builds two o�springs x

0

and y

0

with probability p

c

(p

c

usually varies from .2

to 1.). When considering a bitstring represen-

tation (E = f0; 1g

N

), a crossover c can be

represented
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as a bitstring itself, c = (c

1

; : : : c

N

):

x

1

:: x

N

y

1

:: y

N

!

x

1

0 :: x

N

0

y

1

0 :: y

N

0

with x

i

0 =

�

x

i

if c

i

= 1

y

i

if c

i

= 0

and y

i

0 =

�

y

i

if c

i

= 1

x

i

if c

i

= 0

� Mutation applies on population P"

i

to build

population P

i+1

. Mutation transforms an in-

dividual x in P"

i

into an o�spring x

0

; when

considering a bitstring representation, a muta-

tion can similarly be represented by a bitstring

m = (m

1

; : : :m

N

):

x

1

:: x

N

!

x

1

0 :: x

N

0

with x

i

0 =

�

1� x

i

if m

i

= 1

x

i

if m

i

= 0

The probability for m

i

to take value 1 is noted

p

m

(p

m

usually varies from 10

�2

to 10

�4

).

3.2 Adaptation for structural topology opti-

mization

Representation. We restrict ourselves to consider-

ing 2D domains (see sections 4 and 5). An individ-

ual is here a shape embedded into the problem do-

main. This domain is discretized according to a grid

of quadrangular elements. An individual can then be

represented by an array of bits whose dimension is the

number of such elements: an element is void (respec-

tively material) whether the corresponding bit takes

value 0 (resp. 1).

Note that such arrays do not all stand for viable

shapes: e.g. a sound shape must be connected to

the load point(s) involved in the mechanical problem.

Non-viable shapes are handled through the �tness cal-

culation (they will be given a null �tness; see 3.3).

Further, the usual one-dimensional bitstring rep-

resentation is not faithful with respect to topology:

On the one hand, adjacent bits in the bitstring rep-

resentation do not necessarily correspond to neighbor

2

Most authors only consider one-point crossovers, cor-

responding to masks (1::10::0), or two-point crossovers,

corresponding to masks (1::10::01::1). The general case

represented here is called uniform crossover, introduced

by Syswerda (1989).



elements of the domain; And on the other hand, ver-

tical adjacent positions are quite far from one another

in the bitstring representation. This remark leads to

design new genetic operators, in order to take into ac-

count the two-dimensional topology.

Crossover. The classical 1-point, 2-points and

uniform crossovers were the �rst choice for crossover

operators. As expected, both 1-point and 2-points

crossovers gave poor results. And they were con-

stantly outperformed by the uniform crossover: This

can be explained by the fact that uniform crossover in-

volves a lesser bias than 1-point and 2-point crossovers

on the two-dimensional representation of 2D shapes.

Two di�erent crossover operators have been pur-

posely devised for a better transmission of topological

properties between parents and o�spring:

� the diagonal crossover (Figure 1) involves (a) the

random selection of line D (position and slope) and

(b) the exchange of the lower parts of the structures

at hand;

� the block crossover (Figure 2), �rst introduced by

Jensen (1992), involves here (a) the random selec-

tion of points X

1

; X

2

; Y

1

; Y

2

, de�ning 9 blocks in both

structures, (b) the random choice of the number of

blocks to exchange (2 or 3), (c) the random selection

of the blocks among the 9 blocks and (c) the actual

exchange of the blocks.

Figure 1: The diagonal crossover

Y

Y

1

2

Y

Y

1

2

X X1 2

X X1 2

Figure 2: The block crossover

A thorough study of the in
uence of the crossover

operator on the standard cantilever plate problem

by Kane (1995) demonstrates a slight improvement

of both the diagonal operator and the block opera-

tor over the uniform operator, while both signi�cantly

outperform any standard 1D crossover (e.g. 1 point

crossover used by Chapman et al. (1994)). All exper-

iments presented in this paper use the block crossover.

Mutation. Mutation classically proceeds by 
ip-

ping randomly selected bits. Two other kinds of mu-

tation are proposed, where the bits altered are chosen

after either the topology of the current individual, or

the whole current population.

In the �rst mode, termed boundary mutation, the bits


ipped are preferably selected among the elements

near from the boundary of the current structure (the

computation of this boundary is described in section

3.3). This mutation performs slight modi�cations of

the individual at hand. In particular, it hardly modi-

�es the topology of the structure, and could be related

to the classical "domain variation" method of shape

optimization.

In the second mode, termed epistatic mutation, the

goal is to counteract the genetic drift: It is well known

that genetic population classically tends to become

homogeneous over generations, i.e. the set of bits with

constant value over the population increases. This

loss of diversity is prejudicial to optimization, since it

arbitrarily restricts the exploration. Epistatic muta-

tion thus selects and 
ips bits whose value is almost

constant over the population, in order to reintroduce

the disappearing values.

The epistatic mutation performs statistically bet-

ter than both the classical uniform mutation and the

boundary mutation, as experimented thoroughly by

Kane (1995), and all experiments presented in this

paper use the epistatic mutation. However, when

the population has converged, the boundary muta-

tion should allow to re�ne the solution(s) found so far.

Such an iterated schema (epistatic mutation in the be-

ginning, boundary mutation afterwards) remains to

be tested.

3.3 Fitness computation

A given individual is evaluated in a 2-step process.

Some seed material is imposed at the point(s) where

dynamical loading is applied. The connected compo-

nent containing that seed is computed. Grid elements

are connected if and only if they share an edge. Note

that no seed material is prescribed on the part of the

boundary where the plate is �xed, as it is in the ap-

proach of Chapman et al. (1994). The optimization

process does choose where to hang the structure on

the �xed vertical boundary. This allows for a greater


exibility in solving the optimization problem, as wit-

nessed in the range of alternative solutions proposed

for the modi�ed cantilever plate problem (see section

4.3). On the other hand, more structures are likely to

be disconnected from that �xed boundary, leading to

an ill-posed problem: such structures



D

Lim

2.463 0.1293 0.133

D

Max

2.439 0.129286 0.133

Area 0.2075 0.4675 0.49

Figure 3: Optimal cantilever plates for di�erent values of the displacement constraint D

Lim

.

D

Max

is the actual maximum displacement of the structure.

are arbitrarily assigned zero �tness, and are therefore

eliminated by the next Darwinian selection.

Once the component connecting the seed and the

�xed boundary has been computed (if any), the FEM

analysis is performed on that component, on the same

regular quadrangular mesh used to represent the in-

dividuals; the FEM tool is detailed in Jouve (1993).

The actual material boundary is used, in contrast

with both Jensen (1992) and Chapman et al. (1994)

in which the FEM analysis was done on the whole

design domain, assigning a very low Young modulus

to void elements. Though the results of the analysis

does not di�er signi�cantly from one method to the

other, computing the actual boundary allows to take

into account loading applied on this boundary (e.g.

pressure loading or heat exchanges).

Last, the �tness of the structure is computed (the

analytic expression of the �tness is discussed in next

sections), involving, in the case of elasticity:

� the weight of the structure;

� the maximum value of the displacement, or the

stress �eld or the compliance of the structure, com-

puted from the above FEM analysis.

Note that this approach allows as well to consider mul-

tiple loadings (with as many FEM analyses as loading

cases), though no such example is given here.

4 LINEAR ELASTICITY

All experiments in this section consider the standard

plane stress linear elastic model. The e�ects of grav-

ity are neglected.

The general framework is that of the cantilever

plate: a rectangular plate is �xed on the left verti-

cal part of its boundary (both displacements are set

to 0), and the loading is made of a single force applied

on the middle of its right vertical boundary. Figure 4

shows the 2� 1 cantilever plate.

Figure 4: The standard 2� 1 cantilever plate.

4.1 Penalized �tness

As said before, unstable structures (the connected

component containing the load point does not con-

tain any �xed edge) are assigned zero �tness. Fol-

lowing Jensen (1992), the �tness associated to stable

structures is �rst de�ned by:

Fitness

penalized

=

1

Area+ �(D

Max

�D

Lim

)

+

where Area is the area of the actual structure (i.e.

of the connected component used in the FEM analy-

sis), D

max

is the displacement of the load point (com-

puted from the FEM analysis) and D

Lim

is a pre-

scribed constraint on that displacement. Positive pa-

rameter � is the penalization factor, and x

+

denotes

the positive part of x, max(x,0).

As pointed out by Chapman et al. (1994), the

quality of the solution greatly depends on �: When

� is large, the area is not that important and heavy

structures are retained. When � is small, the struc-

tures optimal according to Fitness

penalized

do not

satisfy the displacement constraints.



D

Lim

0.32 0.4 0.42 7.66 46.6

D

Max

0.294 0.3927 0.3919 0.3415 7.66 6.743 46.64

Area 0.38 0.33 0.34 0.26 0.15 0.19 0.1

Figure 5: Optimal structures on problems with multiple solutions. F is applied at height 15.

Nevertheless, the above �tness function, for large

values of �, allows to precisely respect the constraint

on the maximum displacement of the structure, which

is not the case, neither with the compliance criterion

(see Allaire and Kohn (1993), or section 4.5) nor with

the sti�ness criterion used by Chapman et al. (1994).

4.2 Iterated penalized �tness

The solution proposed to overcome the critical tuning

of parameter � is a 2-step optimization: A medium

value of � is �rst considered and a population of

light structures is thereby determined. Then, dur-

ing the evolution, the value of � is increased by a

factor of 10 to ensure the satisfaction of the con-

straints. Such ideas about iterated GAs has been

demonstrated powerful in truss structure optimiza-

tion, by Schoenauer and Xanthakis (1993), as well as

in other domains of application (see de Garis (1990),

Schoenauer (1994)). All experiments presented in this

paper are based on the penalized �tness, and involve

this 2-step optimization.

4.3 First results

Figure 3 show the �rst results on the 2� 1 cantilever

plate, discretized according to a 32�22 regular mesh.

The population size for all runs is 125, and the number

of generations arbitrarily �xed to 1000. One run thus

require about 100000 FEM analyses, taking approxi-

mately 6 hours of a powerful HP workstation for the

32� 22 discretization. The genetic operators are de-

scribed in section 3.2: The block crossover is applied

at a rate of 0.6, and the epistatic mutation at a rate

of 0.1 (the probability to 
ip a given pixel varies from

0 to 0.01, depending of the diversity of the values for

this particular pixel in the whole population, follow-

ing a parabolic rule). All these parameters were ad-

justed after exhaustive tests, and details can be found

in Kane (1995).

Each one of the structures on Figure 3 corresponds

to a given value of the constraint on the maximum

displacement D

Lim

. And each one is the most signif-

icant result for that value of D

Lim

obtained out of 5

runs with di�erent random initial populations. Due

to the stochastic aspect of the GA, the results dif-

fer from one run to the other. Nevertheless, on the

2 � 1 cantilever plate, such di�erences are not very

important. However, note that the second structure

of Figure 3, though optimized using a stronger con-

straint on the displacement, is lighter and more rigid

than the third one. This suggested a modi�cation of

the geometry and boundary conditions to obtain a

problem exhibiting known multiple solutions.

4.4 Multiple solutions

The problem considered in that section is the 1 � 4

cantilever plate, discretized according to a 10 � 40

mesh and for which both left and bottom boundaries

are �xed (Figure 6-a).

(a) (b) (c)

The problem Two optimal solutions

Figure 6: The 1� 4 modi�ed cantilever plate.

Depending on the height of the point where the

loading is applied and on the constraint on the dis-

placement, the same problem can have multiple solu-

tions. A simple example of such situation is given in

Figure 6 (b) and (c): the loading is applied at height

10, and, provided that the displacement constraint is

large enough, both structures (a) and (b) are opti-

mal solutions. Moreover, if the height of the loading

point is �xed, and the displacement constraint D

Lim

is gradually relaxed, di�erent quasi-optimal solutions

exist for some ranges of D

Lim

. And the GA method

is then able to �nd out such multiple solutions, as

demonstrated in Figure 5. Here again only the most



signi�cant results are shown, for di�erent values of

D

Lim

, while the loading is applied at height 15. The

GA parameters are those of section 4.3, except for the

population size (100) and the number of generations

(500).

4.5 Compliance �tness

In this section, a compliance-based �tness is used in

order to compare our results with those of the homog-

enization method:

Fitness

compliance

=

1

Area+ �C

where C =

R

Fu is the energy of the external load,

or compliance of the structure under the load F .

The comparisons are made on the 1� 2 cantilever

plate using a 10 � 20 discretization. Figure 7 shows

typical solutions of the GA approach for � taking val-

ues 1, 0.1 and 0.01. The population size is 75, runs

are limited to 500 generations, other parameters are

described in section 4.3.

� = 1 � = 0:1 � = 0:01

Figure 7: The GA solutions, for di�erent values of �,

using the compliance based �tness, on a coarse mesh.

The results of Figure 7 strongly di�er from those of

the homogenization method (the perfect ">" shape):

Figure 8-a shows the results of the latter method, as

described in Allaire and Kohn (1993), for � = 1 on

the same coarse mesh. The strength of the homoge-

nization method lies in its convergence property, when

the element size of the mesh vanishes, and whatever

the parameter �, toward the optimal homogenized so-

lution, i.e. a solution with continuous density of mate-

rial between 0 (void) and 1 (pure material). However,

its Achilles'heel sometimes appears when it comes to

design an actual part, in which the density has to be

boolean (0 or 1). The usual method of using a re-

laxed cost function favoring a 0/1 density at the end

of homogenization might still give results far from a

0/1 material, as attested by Figure 8-a (the density

of grey is proportional to the density of material of

the solution). Of course, things get better when re-

�ning the mesh, and Figures 8 (b) and (c) witness

that a more feasible solution can be reached easily for

the 2 � 1 cantilever plate. But the results of Figure

7 demonstrate the ability of the GA method to pro-

vide good solutions for a given mesh, though totally

di�erent from those of the homogenization method.

10 � 20 20 � 40 40 � 80

Figure 8: The homogenization solutions, for � = 1,

using di�erent meshes.

Anyway, the aim of GA-based topological opti-

mization is not to compete with the homogenization

method, as GAs weakness is well known to be its com-

putational cost. Next section presents results that

cannot be obtained by homogenization, in a more

complex mechanical background.

5 NONLINEAR GEOMETRICAL EFFECTS

IN TOPOLOGY OPTIMIZATION

This section considers standard plane stress problems

in the context of large displacements. The material

still obeys a linear law (the extension to any other

law is straightforward), but the nonlinear geometric

e�ects due to the large displacement hypothesis are

taken into account. A thorough description of the the-

oretical model together with the numerical algorithm

can be found in Ciarlet (1988). Details on the FEM

model and implementation used here can be found in

Jouve (1993).

The �rst experiments use the penalized �tness

function described in section 3.3. The idea was to

use di�erent loadings F , with a �xed ratio F=D

Lim

(D

Lim

is the constraint on the displacement). In the

purely linear case, all such problems are of course

equivalent.

A typical (best) result of the GA based optimiza-

tion in the large displacement context is shown in Fig-

ure 9-b, together with the result on the same problem

in the pure linear model (Figure 9-a). And di�erent

values of F and D

Lim

do produce similar results. But

a closer look at the maximal stress of the solutions

�

Max

gives some hint on what is hapenning: First,

the large displacement model can have di�erent so-

lutions for the same loading, some with higher stress

than others. Second, the stress �eld itself, on a rough

domain like the structures obtained for the standard

cantilever plate problem, and with such coarse dis-

cretization, presents some singularities. The value of

�

Max

in Figure 9-b witnesses that phenomenon.



D

Max

0.022607 0.0199

�

Max

0.076 0.77

Area 0.41 0.20

(a): small (b): large

displacements. displacements.

Figure 9: Optimal designs with displacement

constraints. F = 0:009 and D

Lim

= 0:02285.

Moreover, Table 1 gives some idea of the nonlinear

geometrical e�ects in the case of two simple struc-

tures, the perfect ">" shape and the straight beam;

both the displacement and the maximum stress are

given for varying loads. The displacement is what was

expected, but the stress does present weird values.

">" shape straight beam

Load D

Max

�

Max

D

Max

�

Max

910

�6

0.0002360 0.0005968 0.04161 0.03035

910

�5

0.00235 0.0059 0.34499 0.28344

910

�4

0.02286 0.05312 0.80763 1.272

910

�3

1.06731 10.99 1.08208 1.11683

910

�2

1.249 2.0763 1.6871 4.3787

910

�1

2.9574 break 3.177 break

Table 1: Nonlinear e�ects on two reference shapes.

D

Max

and �

Max

are respectively the maximum

displacement and the maximum stress.

This suggests to incorporate a constraint on the

maximal stress in the �tness function. Of course,

some nice structures might be missed, like the ">"

shape for F = 910

�3

. But, hopefully, another struc-

ture very similar to it can arise, with the same me-

chanical properties, and with the FEM model giving

a reasonable solution among the possible solutions.

Following these ideas, the �tness becomes

1

Area+ �(D

Max

�D

Lim

)

+

+ �(�

Max

� �

Lim

)

+

where �

Lim

is the constraint on the stress, �

Max

is

the maximum of the stress on the structure, and � is

some positive penalty parameter which has to be ad-

justed. Figure 10 shows the optimal designs obtained

with that modi�ed �tness: Reasonable solutions are

found, as long as the stress is imposed a strong con-

straint.

F 0.009 0.018 0.09

D

Lim

0.22856 0.457 2.2856

�

Lim

0.53 1.0622 5.3

D

Max

0.2143 0.4504 1.687

�

Max

0.550 0.9835 4.379

Area 0.21 0.47 0.1

Figure 10: Optimal designs for nonlinear elasticity with

displacement and stress constraints.

6 CONCLUSION AND PERSPECTIVES

The feasibility of GA-based optimal design has

already been witnessed by Jensen (1992) and

Chapman et al. (1994). This paper intends to em-

phasize on its 
exibility:

When multiple quasi-optimal solutions exist, all

can be obtained by this method. Actually, these

were found by successive runs of the GA starting

from di�erent random populations. But it is possible,

using niching techniques like the sharing scheme of

Goldberg (1989), to locate in a single run more than

one near-optimal solutions.

In the context of large displacements, the exper-

iments presented in this paper acknowledge for the

usual "the extension to other mechanical models is

straightforward", though the �tness function had to

be adjusted in order to take into account the maxi-

mal stress of the structure: there is no free lunch for

nonlinearity.

Many problems remain to be addressed. The tun-

ing of the penalization parameter, even in the context

of iterated �tness functions presented in this paper,

remains to be done for every new problem. The idea

of evolving this parameter together with the current

population will be investigated.

The comparison with the results of the homoge-

nization method shows the need to use �ner meshes.

The separation of the design domain into sub-domain

proposed by Chapman et al. (1994) is a promising di-

rection. Some iterated GA on the same population of

designs, the mesh being gradually re�ned, will also be

tested.

Further research also include straightforward (!)

modi�cations of the �tness function, to handle some

multiple loading problems, and to extend this work to

any nonlinear material.



Acknowledgments

The authors are indebted to Mich�ele Sebag and to Jo�el

Frelat (LMS - Ecole Polytechnique) for many useful

discussions and thorough proofreading. Thanks too

to the anonymous reviewer whose critical comments

were quite helpful to improve this paper.

References

Anagnostou, G., Ronquist, E., Patera, A., 1992,

"A computational procedure for part design," Com-

puter Methods in Applied Mechanics and Engineer-

ing 97, pp 33-48.

Allaire, G. and Kohn, R. V., 1993, "Optimal design

for minimum weight and compliance in plane stress

using extremal microstructures" European Journal

of Mechanics, A/Solids, 12(6), pp 839-878.

Bendsoe, M and Kikushi, N, 1988, "Generating Op-

timal Topologies in Structural Design Using a Ho-

mogenization Method", Computer Methods in Ap-

plied Mechanics and Engineering 71 pp197-224.

Ciarlet P.G., 1988: Mathematical Elasticity, Vol I :

Three-Dimensional Elasticity. North-Holland, Am-

sterdam.

Chapman, C. D., Saitou, K. and Jakiela, M. J.,

1994, "Genetic Algorithms as an approach to Con-

�guration and Topology Design" Transactions of

the ASME, 116, pp 1005-1012.

H. de Garis, 1990, "Genetic Programming: build-

ing arti�cial nervous systems using genetically pro-

grammed neural networks modules", in Proceed-

ings of the 7

th

International Conference on Machine

Learning, R. Porter B. Mooney Eds, Morgan Kauf-

mann, 1990, pp 132-139.

Ghaddar, C., Maday, Y. and Patera, A. T., 1994,

"Analysis of a Part Design Procedure", preprint, to

appear.

Goldberg, D.E. and Samtani, M, 1986, "Engineer-

ing Optimization via Genetic Algorithms", Proceed-

ings of the ninth Conference on Electronic Compu-

tation, American Society of Civil Engineers, Uni-

versity of Alabama at Birmingham, pp 471-482.

Goldberg, D. E., 1989, Genetic algorithms in

search, optimization and machine learning, Addi-

son Wesley.

Grierson, D. and Pak, W, 1993, "Discrete Optimal

Design using a Genetic Algorithm", Topology De-

sign of Structures, Bendsoe, M., Soares, C., Eds.,

NATO Series, pp 117-133.

Hajela, P, 1992, "Genetic Algorithms in Automated

Structural Synthesis", Optimization and Arti�cial

Intelligence in Civil and Structural Engineering,

Vol.1, Kluwer Academic Publishers, pp 639-653.

Hajela, P, Lee, E. and Lin, C., 1993, "Genetic

Algorithms in Structural Topology Optimization",

Topology Design of Structures, Bendsoe, M., Soares,

C., Eds., NATO Series, pp 117-133.

Holland, J., 1975, Adaptation in natural and arti-

�cial systems, University of Michigan Press, Ann

Harbor.

Jensen, E., 1992, "Topological Structural Design

using Genetic Algorithms", Doctor of Philosophy

Thesis, Purdue University, November.

Jouve F., 1993, Mod�elisation math�ematique de l'�il

en �elasticit�e non-lin�eaire Recherches en Math�ema-

tiques Appliqu�ees (RMA 26), Masson Paris.

Kane, C., 1995, "Algorithmes g�en�etiques et Optimi-

sation topologique de formes", Doctor of Philosophy

Thesis, Ecole Polytechnique, to appear in Septem-

ber.

Kirkpatrick, S., Gelatt, C. D., Vecchi, M. P., 1983,

"Optimization by simulated annealing", Science

220 pp 671-680.

Leriche, R. and Haftka, R. T., 1993, "Optimization

of laminate stacking sequence for Buckling Load

Maximization by Genetic Algorithms" AIAA Jour-

nal 31(5) May, pp 951-970.

Lin, C. and Hajela, P, 1993, "Genetic Search Strate-

gies in Large Scale Optimization", AIAA paper

#93-1585, Structures, Structural Dynamics, and

Materials Conference, La Jolla, CA, April.

Schoenauer, M. and Xanthakis, S., 1993, "Con-

strained GA optimization" In Forrest S., editor,

Proceedings of ICGA-93, Morgan Kaufmann.

Schoenauer, M., 1994, "Iterated Genetic Algo-

rithms" Technical Report 304, Centre de Math�e-

matiques Appliqu�ees de l'Ecole Polytechnique, Oc-

tober.

Schoenauer, M. and Wu, Z., 1993, "Discrete opti-

mal design of structures by genetic algorithms". In

Bernadou and al., editors, Conf�erence Nationale sur

le Calcul de Structures. Hermes, Paris.

Syswerda, G., 1989, "Uniform crossover in genetic

algorithms", Proceedings of the 3

rd

International

Conference on Genetic Algorithms, pages 2{9.

Wu, Z., "Optimisations g�en�etiques en M�ecanique

des Solides", Doctor of Philosophy Thesis, Ecole

Polytechnique, to appear in September.


