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Abstract. Automated process discovery algorithms aim to automati-
cally create process models based on event data that is captured during
the execution of business processes. These algorithms usually tend to
use all of the event data to discover a process model. Using all (i.e.,
less common) behavior may lead to discover imprecise and/or complex
process models that may conceal important information of processes. In
this paper, we introduce a new incremental prototype selection algorithm
based on the clustering of process instances to address this problem. The
method iteratively computes a unique process model from a different set
of selected prototypes that are representative of whole event data and
stops when conformance metrics decrease. This method has been im-
plemented using both ProM and RapidProM. We applied the proposed
method on several real event datasets with state-of-the-art process dis-
covery algorithms. Results show that using the proposed method leads
to improve the general quality of discovered process models.

Keywords: Process Mining · Process Discovery· Prototype Selection · Trace
Clustering · Event Log Preprocessing · Quality Enhancement

1 Introduction

Process Mining bridges the gap between traditional data science techniques and
business process management analysis [1]. Process discovery, one of the main
branches of this field, aims to discover process models (e.g., Petri nets or BPMN)
that describe the underlying processes captured within the event data. Event
data that is also referred to as event logs, readily available in most current
information systems [1]. Process models capture choice, concurrent, and loop
behavior of activities.

To measure the quality of discovered process models, four criteria have been
presented in the literature, i.e., fitness, precision, generalization, and simplic-
ity [2]. Fitness indicates how much of the observed behavior in data is described
by the process model. In opposite, Precision computes how much modeled be-
havior exists in the event log. Generalization quantifies the flexibility of a process
model to describe behavior that does not present in the event log but possible
in the process. Simplicity measures the understandability of a process model by
limiting the number of nodes and complex structures of the resulting model.



Several automated process discovery algorithms have been proposed in the
literature that work perfectly on synthetic event logs. However, when dealing
with real event logs, many of them have difficulties to discover proper models
and generate spaghetti-like process models, i.e., the discovered models contain
too many nodes and arcs. Such structures are too complex for human analysis.
Therefore, the quality of discovered process models depends on the given event
log which can be noisy or very complex [3]. Moreover, sometimes the discovered
models are unacceptably imprecise and describe too much behavior compared
to the given event log. Thus, many state-of-the-art process discovery algorithms
have difficulties to balance between these four quality criteria.

The mentioned problems are usually caused by high data variability of event
logs and the existence of infrequent behavior in them. Therefore, by applying
data preprocessing techniques, e.g., noise reduction [4,5], we are able to decrease
the data variability of event logs and consequently improve the resulting pro-
cess models. Using this approach, the preprocessed event log is given to process
discovery algorithms instead of the original event log.

In this paper, we aim to improve the results of process discovery algorithms
by proposing a new preprocessing method that incrementally selects prototypes
in event logs. Our main motivation is to get the most representable trace in-
stances. For this purpose, the method uses trace clustering. Each cluster has a
representative instance that we consider as a prototype. The selection of proto-
types is incremental and depends on the moderate use of conformance checking
artifacts. By using prototypes we reduce the data variability of event logs and
consequently improve the precision and simplicity of discovered models.

Using RapidProM [6], we study the usefulness of the proposed method by
applying it on several real event logs while using different process discovery
algorithms. The experimental results show that applying our method improves
the balance between the quality metrics of discovered process models.

The remainder of this paper is structured as follows. We first provide a moti-
vating example in Section 2. Then, in Section 3, we discuss related work. Section
4 defines preliminary notations. We present the prototype selection method in
Section 5. The evaluation and its results are given in Section 6. Finally, Section
7 concludes the paper and presents some future work.

2 Motivating Example

Research like [7] has shown that by using only a small subset of traces for pro-
cess discovery we sometimes can improve the quality of process models. The
main challenge faced this research is which traces should be selected as input
for process discovery algorithms. Some methods, e.g.,[8,7], propose to use sam-
pling methods for this purpose without considering the quality of discovered
model during the selection phase. We aim to find the most representative pro-
cess instances of a log, i.e., referred to prototypes, using a clustering method. To
motivate our approach, in Fig 1, we show discovered models based on selected
traces of an event log (i.e., Fig. 1e) by the inductive miner [9] in conjunction
with three preprocessing methods.



(a) Prototype
selection

(b) Biased
sampling

(c) Frequency
based selection

(d) No pre-
processing

[〈a, b, c, e, g〉4, 〈a, c, b, e, g〉4,
〈a, b, c, e, f〉3, 〈a, c, b, e, f〉2
〈a, d, e, f〉, 〈a, d, e, g〉,
〈a, c, b, f〉, 〈a, b〉, 〈b, c, e, f〉,
〈a, f〉, 〈a, b, b, e, d〉,
〈a, d, e, g, f〉, 〈a, b, c, e, e, f〉]

(e) Event log L

Preprocessing Method Fitness Precision F1-Measure

Prototype selection 0.906 1.000 0.951
Biased sampling 0.842 1.000 0.914

Frequency based selection 0.842 1.000 0.914
No preprocessing 1.000 0.701 0.824

(f) Conformance metrics comparison

Fig. 1: Model Comparison for different Trace Selection Methods using ILP miner

Note that the statistical sampling method [8] returns all the traces to have a
high confidence of not loosing information (and because of the small size of the
log). The biased sampling method [7] takes as input the percentage of desired
traces. In this example, we used 30% of the entire log to get the same number of
traces as our method. Moreover, the frequency based selection method returns
the top most frequent traces in the log. Considering conformance metrics of
discovered models using different preprocessing methods that is presented in
Fig. 1f, we found that choosing the right instances in the log is a key factor to
discover high quality models.

3 Related Work

Reducing event logs to only significant behaviors is a common practice to im-
prove model quality. Different variants of process discovery algorithms, e.g., the
inductive miner [9], directly incorporate filters to remove infrequent behavior. In
[10], infrequent traces are qualified as outliers and suggested to be filtered out.
Independent to model discovery algorithms, filtering methods like [4,5,11] aim
at removing outlier behaviors in event logs. These works show possibilities of
improvement when using reduced event logs as the input for process discovery
algorithms.

Another way to reduce log variability that causes simpler models is to ex-
tract only a small set of traces. Authors in [7] and [8] present different trace



selection methods that improve the performance of process discovery algorithms
using random and biased sampling. These works are close to the present paper’s
method as the size of the reduced log is considerably smaller than the original
one. We aim to select the most representative traces for process discovery.

As our prototype selection uses a clustering method, we recall that trace
clustering has been used in process mining to get several sub-models according
to clustered sub-logs [12,13,14,15]. The quality of the sub-models is better than a
single process model discovered on the whole event log. However, getting several
process models may be a barrier for decision-makers who need a single overview
of each process.

Finally, in [2] a genetic process discovery algorithm is proposed that benefits
from conformance artifacts. However, this method is time-consuming for large
real event logs and it is inapplicable using normal hardware.

4 Preliminaries

In this paper, we focus on sequences of activities, also called traces, that are
combined into event logs.

Definition 1 (Event Log). Let A be a set of activities. An event log is a
multiset of sequences over A, i.e., L ∈ B(A∗) that is a finite set of words. A
word, i.e., a sequence of activities, in an event log is also called atrace.

Fig. 1 shows an example of event log L. The occurrence of trace-variant
〈a, b, c, e, g〉 in this event log is four.

A sub-log l of a log L is a set of traces such that L1 ⊆ L. A trace clustering
method aims to find disjoint sub-logs according to the similarity between traces.

Definition 2 (Trace Clustering). Given a log L, a trace clustering ξ(L, n)
is a partitioning of L in a set of sub-logs {L1, L2 . . . , Ln} such that

∀i6=j (Li∩Lj = ∅) and
⊎
i=1:n

Li = L .

We usually need a distance metric to cluster objects. One distance metric that
is widely used to cluster words is Edit distance.

Definition 3 (Edit distance). Suppose that σ, σ′∈A∗, Edit distance function
4(σ, σ′)→N returns the minimum number of edits that are required to transform
σ to σ′.

We assume that an edit operation can only be a deletion or an insertion of
an activity in a trace. To give an example, 4(〈a, c, f, e, d〉, 〈a, f, c, a, d〉) = 4
corresponding to two deletions and two insertions.

Some clustering algorithms return a medoid for each cluster that is a repre-
sentative object of that cluster. In this paper, we return prototypes as medoids
which have the closest distance with other objects in their cluster and defined
them as follows.



Definition 4 (Prototypes). Let δ : B(A∗)→A∗ be a function that for each sub-
log Li returns pi∈Li which has the the minimum distance with other traces in that
sub-log, i.e.,

∑
σ∈Li (4(pi, σ)). For a trace clustering ξ(L, n)={L1, L2, . . . , Ln},

prototypes are a set P = {pi = δ(Li) : Li∈ξ(L, n)}.

In other words, a prototype is a unique trace-variant that represents a sub-log.

A process model, commonly Petri net or BPMN, describes a set of traces. As
the present paper does not propose a specific notation for process models, we
define a process model by its describing behavior.

Definition 5 (Runs of Process Model). Let M be a process model with a
set of activities A. We define a set of all possible traces that can be executed by
M as Runs(M)⊆A∗. In case of having loop in the model, this set is infinite.

For example, Fig. 1a describes six traces; therefore, we have Runs(M) =
{〈a, c, b, e, g〉, 〈a, b, c, e, g〉, 〈a, d, e, g〉, 〈a, c, b, e, f〉, 〈a, b, c, e, f〉, 〈a, d, e, f〉}.

A process model and an event log may have some deviations. For instance,
〈a, f〉 is not in the described behavior of process model that is presented in
Fig. 1a). We can measure the fitness of a model and a trace with the following
formula:

trace fitness(σL,M) = 1−
min

∀σ∈Runs(M)
4 (σL, σ)

|σL|+ min
∀σ∈Runs(M)

|σ|
(1)

The fitness of an event log and a model is a weighted average of the trace-fitness
of trace logs. Thus, log traces with a higher frequency have higher weights.

In contrast, precision shows how much behavior in a model exists in occurs
in the log. In this paper, we refer by Precision(L,M) to ETC [16]. To balance
between the two main metrics, we use the F-Measure [17]:

F-Measure = 2×
Precision× Fitness
Precision+ Fitness

(2)

5 Incremental Prototype Selection for Process Discovery

In this section, we explain the details of our approach to use the selected Proto-
types, i.e., a subset of traces, for representing the entire log as a process model. As
explained, we use a clustering approach to select the representative prototypes
for process discovery. The schematic view of the proposed method is presented
in Fig. 2. The method contains the following four main steps:

1. Clustering for prototype selection: to select prototypes using a clustering
method.

2. Model discovery : discovering a model based on the selected prototypes.
3. Quality assessment : to evaluate the discovered model based on the original

event log, conformance artifacts are computed.
4. Iteration over deviating traces: while quality metrics improve, we iterate the

method (from Step 1) on the deviating traces of the last discovered model.

The prototype selection is an iterative process; then, the sub-log of selected
prototypes gently grows in each iteration. During an iterative process, we expect
that fitness increases while the precision value decreases. Here, we explain each
step in more detail.



Fig. 2: Structure of the Prototype Selection Approach

1- Clustering for Prototype Selection By applying process discovery al-
gorithms directly on a complete event logs, we usually obtain complex and im-
precise process models. As presented in [18,7] by modifying and sampling event
logs we are able to improve results of process discovery algorithms in terms of
F-measure. We apply clustering to extract a very small set of representatives
traces, i.e., prototypes. In this regards, we use K-medoids [19] to cluster traces
in K sub-logs by considering their similarity (using the Edit distance function).
This algorithm works as follows:

1. Select randomly K (i.e., the number of clusters) traces in L as medoids.
2. Create, or update, clusters by associating each trace to its closest medoid

based on the Edit distance metric.
3. For each cluster, redefine the medoid as the prototype of the cluster according

to Definition 4 using δ function. If medoids haven’t changed, return the K
prototypes. Otherwise, do Step 2 again.

The prototypes are then added to the set of selected prototypes which is
empty at the first iteration of our method (see Fig. 2). For example, for the
event log that is presented in Fig. 1e, applying the clustering with K=3 in the
first iteration gives 〈a, b, c, g〉, 〈a, c, b, e, f〉 and 〈a, d, e, f〉 as prototypes.

2- Model Discovery After selecting a set of prototypes, we discover a descrip-
tive view of it, i.e., a process model. In this regard, we are flexible to use any
process discovery algorithm. However, it is recommended to use methods that
provide sound process models. By discovering a process model from the selected
prototypes, we will have a general view of what is going on in the process and
position different log traces w.r.t, this model.

3- Quality Assessment To ensure that the discovered process model via pro-
totypes conforms to the whole event log, we incorporate quality assessment eval-
uations in our method. We use the F-measure to get a good balance between
fitness and precision. The metric is computed by considering the original event
log and the process model created based on the selected prototypes.



4- Iteration over Deviating Traces The F-measure is computed for the first
time after the initialization step that selects a first set of prototypes. Thereafter,
the proposed method starts an iterative procedure. In each iteration, the method
first finds the deviating traces that are formally defined as follows.

Definition 6 (Deviating Traces). Let M be a process model and L be an
event log. The Deviating Traces is Ld={σ∈L : σ 6∈Runs(M)}.

After finding the deviating traces, we look for other representative traces
among them like what we did in Step 1, i.e., using clustering. Then, the new
prototypes will be added to the previous ones (see Fig. 2). Here, for clustering
of deviating traces, we are able to use similar or different K compared to the
first step. Thereafter, we apply again the process discovery algorithm to find a
new process model and so on. Afterward, we compare the previous and current
F-measure values. The iterative procedure stops when the quality of the new
discovered process model is lower than the previous one. By increasing in the
number of the selected prototypes, we expected that the fitness of discovered
model is increased, but its precision is decreased. So we use F-measure that bal-
ances the metrics. We make the hypothesis that process discovery algorithms
tend to approach high fitness and adding traces in the input raises the fitness
of the whole log and decreases the precision. This hypothesis is commonly true
(as also assumed in [20]). Therefore, the algorithms stops when there is no im-
provement in F-measure of the discovered process model of prototypes.

6 Experiments

In this section, we investigate whether the proposed method results in process
models with higher quality. To apply the proposed method, we implemented
the Prototype Selection plug-in in ProM framework3. The plug-in takes an event
log as input and outputs the discovered model and the selected prototypes.
As presented above, our method uses two parameters, i.e., the number of clus-
ters/prototypes that will be selected in each iteration and the process discovery
algorithm. To simplify the plug-in, we consider the same cluster size for both
Step 3 and 4. We ported the Prototype Selection plug-in into RapidProM that
allows us to apply the proposed method on various event logs with different
parameters. RapidProM is an extension of RapidMiner that combines scientific
workflows with a range of (ProM-based) process mining algorithms.

The experiments have been conducted on six real event logs of different fields,
from healthcare to insurance. Event logs have different characteristics which are
given in Tab. 1.

In the following, we first position the proposed method compared to some
state-of-the-art preprocessing methods. Later, we analyze the clustering method
for selecting prototypes.

3 Prototype Selection plug-in:svn.win.tue.nl/repos/prom/Packages/LogFiltering

svn.win.tue.nl/repos/prom/Packages/LogFiltering


Table 1: Some information of the real-life event logs used in the experiments.
Event Log Activities# Traces# Variants# DF Relations#

BPIC−2012[21] 23 13087 4336 138

BPIC−2018−Insp.[22] 15 5485 3190 67

BPIC−2019[23] 44 251734 11973 538

Hospital[24] 18 100000 1020 143

Road [25] 11 150370 231 70

Sepsis[26] 16 1050 846 115

6.1 Process Discovery Improvement

Here we aim to find out how the proposed method is able to improve the re-
sults of different process discovery algorithms. As the Prototype Selection has
two parameters, i.e., the number of clusters and the discovery algorithm, we
show results over a set of different settings. We repeated the experiments for
2 to 9 clusters and we used the inductive miner [27], the ILP miner [28], and
the split miner [29]. Moreover, we compared our work with two trace sampling
methods [7,8], i.e., referred to Sampling and Statistical respectively. For both
of these methods, we ran the experiments with 20 different settings. When we
use the preprocessing methods, we used the inductive miner with its filtering
mechanism set to 0 and the default setting for the split miner. We also com-
pared our method to normal process discovery algorithms, i.e, discovery without
preprocessing which we denote it by Nothing in the experiments. For this case,
we ran a set of experiments with 50 different settings for the inductive miner
(IMi) and 100 for the split miner. For the ILP miner, we just run the experiment
without its internal filtering mechanism.

Tables 2 and 3 show the average results of the experiments over the different
settings. It is shown in Tab. 2 that for most of the cases, the F-Measure of discov-
ered process models using the prototype selection method is higher than other
preprocessing techniques and generally, the proposed method leads to provide
more precise process models.

For simplicity, in Tab.3, we consider two metrics that measure the complexity
of discovered process models. Model Size of process models is a combination
of the number of transitions, places, and arcs that connected them. Another
metric is the Cardoso metric [30] that measures the complexity of a process
model by its complex structures, i.e., Xor, Or, and And components. For both of
these measures, a lower value means less complexity and consequently a simpler
process model. Results show that we can have much simpler process models using
the proposed method. By considering both tables, we see that the presented
method helps to get more precise and simpler models in most of the event logs.

6.2 Using Clustering for Prototype Selection

Here, we aim to find how by selecting prototypes using the clustering method we
improve the quality of process models. We increased the number of prototypes
from 1 to 20 and analyze the quality of the resulted models for Sepsis [26], and



Table 2: Average of precision, fitness, and F-Measure for different methods.

Road [25] event logs. We used the inductive miner without the internal filtering
for model discovery. In Fig. 3, we compared the results of prototype selection
based on clustering and the most frequent variants on the discovered models.

In Fig. 3a, the log coverage shows how many percentage of the traces in
the event log, is corresponds to the selected prototypes. Moreover, the model
coverages indicates that how many percentages of traces in the event log is
replayable (or perfectly fitted) by the discovered process model. For example,
in the Sepsis event log, by selecting eight prototypes, i.e., corresponds to 5% of
traces, the discovered process model is able to perfectly replay 35% of the traces
in the event log. Fig. 3a shows that process discovery algorithms depict much
behavior in the process model compared to the given event log. For event log with
high frequent traces, e.g., Road, when we select very few process instances, by
selection based on frequency, we usually have higher model coverage. However,
when we select more than 10 prototypes, or for event logs with lots of unique
variants, e.g., Sepsis, the model coverage of clustering method is higher.

In Fig. 3b, we see how by increasing the number of prototypes, generally
fitness increases and precision decreases. This reduction is higher when we select
based on frequency. Results show that we can discover a high fitted process
model without giving just a few prototypes to process discovery algorithms.
This experiment shows that using the clustering algorithm we can choose the
more representative prototypes specifically if the log has lots of unique behavior.

7 Conclusion
In this paper, we proposed an incremental method to select prototypes of the
event logs in order to generate simple and precise process models having a good
F-measure. It clusters the traces in the event log based on their control-flow dis-



Table 3: Comparison of simplicity measures for different preprocessing methods.

tances. Afterward, it returns the most representative instance for each cluster,
i.e., the prototype. We discover a process model of the selected prototypes which
is analyzed by common conformance metrics. Then, the method recessively se-
lects new prototypes from deviating traces. A novel set of traces is added to the
process discovery algorithm which improves fitness while decreasing precision.

To evaluate the proposed method, we have developed it in ProM and
RapidProM, and have applied the proposed prototype selection method on six real
event logs. We compared it with other state-of-the-art sampling methods using
different process discovery algorithms. The results indicate that the proposed
method is able to select process instances properly and help process discov-
ery algorithms to return process models with a better balance between quality
measures. Discovered models are less complex and, consequently, easier to un-
derstand. Another advantage of our method is that it is more stable in chosen
settings of parameters and tends to return process models with higher quality.

Currently, we use prototypes for discovery purposes. As future work, we aim
to use them for other applications, e.g., conformance checking and performance
analysis. One limitation of our method is it may find a local optimum rather
than the global optimum. We plan to use an adjustable number of clusters for
both initiating phase and incremental steps.
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