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Abstract

In this paper, we provide novel conditions for stability analysis of aperiodically sampled nonlinear control systems subjected
to time-varying delay. The proposed approach can also deal with cases in which delay is larger than the sampling interval. It
is applicable to a general class of nonlinear systems and provides sufficient criteria for stability that aid in making trade-offs
between control performance and the bounds on sampling interval and delay. As a stepping stone, a preliminary and generic
result based on dissipativity, is introduced to analyse the exponential stability of a class of feedback-interconnected systems.
The nonlinear sampled-data system is remodelled to consider the effects of sampling and delay in the dissipativity framework,
as perturbations to the nominal closed-loop system. This leads to constructive stability conditions for a continuous time
closed-loop system given by the feedback interconnection of the nominal closed-loop system and an operator(s) that captures
the effects of sampling and delay. For Linear Time-Invariant (LTI) systems, we recover simple Linear Matrix Inequality (LMI)
and frequency domain conditions previously proposed in the robust control framework.
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1 Introduction

Currently, almost all sampled-data control systems are
implemented numerically, and embedded in a networked
environment where data is exchanged between sensors,
controllers and actuators through digital communica-
tion channels [11, 35]. Examples include mobile sensor
networks, smart grids, highway systems, etc., see [11].

However, in such control configurations, perturbing ef-
fects such as sampling jitter, data-packet dropouts, de-
lays, etc., are often introduced in the network and this
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impacts the overall stability of the system [1, 35, 11, 9,
12]. From the point of view of control theory, such phe-
nomena are considered as sampled-data systems with
aperiodic sampling and/or time-varying delay, or more
generally, as Networked Control Systems (NCS) [35]. In
this paper, we focus on the stability analysis problem
for aperiodically sampled nonlinear systems subjected
to time-varying delay.

Existing literature provides various methods that deal
with the stability analysis of sampled-data systems, with
or without delay. An overview of different approaches in
the case of aperiodic sampled-data systems can be found
in [12]. These approaches are broadly classified into four
categories, i.e., the Time-delay approach, the Discrete-
time approach, the Hybrid systems approach, and the
Input-output approach. The Time-delay approach, has
been largely used in the context of Linear Time Invari-
ant (LTI) systems [28]. One of the advantages of this
approach is that it can easily handle situations in which
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delay is greater than sampling period [31]. However, it is
usually difficult to make a differentiation between sam-
pling induced delay and actuation induced delay. The
approach has also been extended to nonlinear systems
[15, 19]. The Discrete-time approach, has been used for
stability analysis of LTI systems [6, 8, 31] and in some
cases, nonlinear systems [32, 25]. Since it is based on
the exact system discretization, it leads to very accurate
numerical tools for stability analysis. However, inter-
sampling behaviour has been taken into account only
in the case of LTI systems, see for example, [5]. Addi-
tionally, the application of such discretization-based ap-
proach is challenging for general nonlinear systems and
for the large-delay case, see [18, 26]. The Hybrid system
approach, was developed based on the fact that systems
with sampling-and-hold in control and sensor signals can
be modelled using impulsive systems [10]. In the LTI sys-
tems case, by using Impulsive Delay Differential Equa-
tions, situations when delay is greater than the sampling
interval were also studied [16]. However, for nonlinear
systems, the analysis has only been done for cases in
which delay is less than the sampling interval [2, 27].

The Input-output approach, treats the error induced
by sampling and/or delay as a perturbation to the
continuous-time control system and captures its effects
using an operator [13, 30]. This approach is intuitively
simple to develop and the stability analysis problem is
related to the classical robust control framework [20, 9].
A primary advantage of this approach is that it can
easily include perturbations as well as nonlinearities.
However, in the case of LTI systems, this approach
has been used for stability analysis in the presence of
sampling, and delay, only separately. The existing re-
sults only provide L2-stability criteria for LTI systems.
Generally, it can be shown that this implies asymptotic
stability of the LTI sampled-data system. However, in
such cases, it is difficult to describe the system perfor-
mance, even in terms of the transient decay-rate. In
the case of nonlinear systems, this approach has been
employed to analyse stability only in the case of ape-
riodic sampling in the absence of delay [23]. Providing
constructive conditions for stability of nonlinear sys-
tems with aperiodic sampling and time-varying delay is
largely an open problem.

In this paper, we provide a novel framework to analyse
the stability of aperiodically sampled nonlinear systems
subjected to time-varying delay, using an approach in-
spired from the notion of dissipativity [33]. The main
contributions of this paper are as follows. We intro-
duce a constructive approach that is applicable to a
general class of aperiodically sampled nonlinear systems
with time-varying delays, even in the scenario when de-
lay is greater than the sampling interval. We provide
two tractable exponential stability conditions by tak-
ing into account the specific discontinuities in delay, as
well as inter-sampling and inter-actuation behaviour.
The dissipativity-based approach proposed in this paper

leads to conditions in terms of dissipativity type proper-
ties of the associated continuous-time system, for which
many results for classes of nonlinear systems exist in
literature. Additionally, the approach provides bounds
on operator(s) characterizing sampling, hold and delay
effects. The proposed results also aid in deciding the
trade-off between system decay-rate, and the bounds on
sampling interval and delay. As a stepping stone, we in-
troduce a primary result that provides exponential sta-
bility conditions for a class of feedback interconnected
systems, which bear relevance to a range of problems in
the robust control framework. The first criterion caters
to the so-called ‘large delay case’, which delineates the
situation arising often in information transmission over
shared networks, where the delay introduced to the data
packet exceeds the sampling interval of the sensors. The
second criterion, a less conservative one, deals with the
‘small delay case’ where delay is less than the sampling
period. This scenario has been studied in numerous the-
oretical as well as practical settings (see [35, 34, 5]). For
example, in [5], it was shown that in the case of a sin-
gle sensor sampling periodically, when the sampled-data
experienced delays less than sampling-interval, the sys-
tem was rendered unstable. The problem becomes much
more complex when the sensors and actuators involved
have aperiodic sampling and actuation frequencies. In
our analysis for the small-delay case, two separate op-
erators are used to capture the effects of sampling and
delay. In the case of LTI systems, we recover simple LMI
and frequency domain conditions previously proposed in
the robust control framework [13, 20].

The outline of this paper is as follows. In Section 2,
we introduce the problem setting which comprises of
a generic aperiodically sampled nonlinear system sub-
jected to time-delay. In Section 3, a preliminary stability
result in the exponential dissipativity framework is pro-
vided, for a class of feedback interconnected systems.
Section 4 deals with the stability analysis of the nonlin-
ear sampled-data system under the large-delay case. It
begins with a model reformulation of the problem set-
ting in terms of the feedback interconnection introduced
in Section 3. Next, the remodelled system properties are
exploited to formulate a required supply function that
will be used to provide a stability criterion by employing
the result introduced in Section 3. Section 5 introduces
the stability analysis of the nonlinear sampled-data sys-
tem in the small-delay case, and follows a similar outline
as Section 4. In Section 6, examples are provided to cor-
roborate the effectiveness of the proposed results in the
nonlinear as well as linear case. Finally, conclusions and
an insight into possible future work are given in Section
7. The proofs of the results introduced in this paper, if
not given in the main body of the paper, are given in
the appendices.
Notations: Throughout the paper, we denote R+ =
{x ∈ R ∶ x ≥ 0}. The Euclidean norm of a vector
x ∈ Rn is denoted by ∥x∥. For a time-varying vec-
tor z(t) ∈ Rn, ż(t) is the Dini derivative given by
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ż(t) ≜ limh→0+ sup z(t+h)−z(t)
h

. We denote Wn as the set
of all piecewise continuous n-dimensional functions over
R+. The notation N⋆ is used to denote the set {N/{0}}.
The set of all continuously differentiable functions is
denoted by C1, and the set of all continuous functions
are denoted by C0. The maximum and minimum eigen
values of a matrix M ∈ Rn×n are denoted by δmax and
δmin, respectively. The Euclidean norm of a matrix M

is given by ∥M∥2 =
√
δmax(MTM).

2 Problem Statement

Consider the nonlinear system

ẋp(t) = f(xp(t)) + g(xp(t))u(t),∀t ≥ 0, (1)

with the nonlinear sampled-data control

u(t) = {0, ∀t ∈ [0, a0),
κ(xp(sk)), ∀t ∈ [ak, ak+1), k ∈ N,

(2)

where xp(t) ∈ Rnp is the system state, and u(t) ∈ Rmp is
the control input based on the continuous time signal

uc(t) = κ(xp(t)),∀t ≥ 0, (3)

subjected to sampling and delay. It is assumed that in the
absence of sampling and delay, the origin of system (1)
with u(t) = uc(t), is exponentially stable. The functions
f ∶ Rnp ↦ Rnp with f(0) = 0, g ∶ Rnp ↦ Rnp×mp are glob-
ally Lipschitz, and the function κ ∶ Rnp ↦ Rmp belongs
to C1. The time instants sk and ak specify the sampling
instants (when sensors send the measured state value to
the controller) and actuation instants (when the control
input is updated at the actuator level) respectively. We
consider a sampling sequence {sk}k∈N satisfying

sk+1 = sk + hk,∀k ∈ N, (4)

where the time-varying sampling interval hk satisfies 0 <
h ≤ hk ≤ h̄,∀k ∈ N. Similarly, we consider the actuation
sequence {ak}k∈N such that

ak = sk + τk,∀k ∈ N, (5)

where τk is the time-varying delay between sampling and
actuation instants and satisfies 0 ≤ τ ≤ τk ≤ τ̄ ,∀k ∈ N.
Hypothesis 1: The actuation instants satisfy

ak < ak+1,∀k ∈ N. (6)

This assumption allows the bound on delay, τ̄ , to be
greater than the bound on sampling interval, h̄, but un-
der the constraint that the actuation instants occur in
an order corresponding to the sampling instants. With-
out loss of generality, we consider that the first actua-
tion occurs at time a0 = τ̄ + h̄, while the first sampling

instant is s0 = a0 − τ0. This assumption can also be en-
sured with a time-scale shift. Throughout the paper, P
denotes the nonlinear closed-loop sampled-data system
defined by (1), (2), (4)-(6). The objective of this paper
is to analyse the exponential stability of the system P.

3 Preliminary Generic Stability Result

In this paper, we will use the fact that system P can be
remodelled as the feedback-interconnection given by

Σ ∶

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

ẋ(t) = f̄0(x(t))
y(t) = h̄0(x(t))

}∀t ∈ [0, a0),

ẋ(t) = f̄(x(t)) + ḡ(x(t))ω(t)
y(t) = h̄(x(t)) + l̄(x(t))ω(t) }∀t ≥ a0,

(7)

with x(t) ∈ Rn, ω(t) ∈ Rm, y(t) ∈ Rp, x(0) = x0, and the
operator ∆ ∶ Wp ↦Wm such that

ω = ∆y. (8)

The function f̄0 in (7) is considered to be globally Lips-
chitz, with a Lipschitz constant k0 and f̄0(0) = 0. Addi-
tionally, we consider that the functions f̄ , ḡ, h̄ and l̄ are
sufficiently smooth. We assume that solutions exist for
the feedback interconnection Σ−∆. We shall denote the
feedback interconnection (7)-(8) by Σ − ∆. Such inter-
connection models will be introduced in Sections 4 and
5, wherein the functions introduced in (7) will also be
detected. This will also establish the relation between
the dimensions n introduced in (7) and np introduced
in (1). Prior to presenting such models, we will formu-
late, a technical result concerning exponential stability
of Σ−∆. This result will serve as a stepping stone for the
stability analysis of systems of the form (1), (2), (4)-(6).

Theorem 1 Consider the feedback interconnection Σ −
∆ and the following assumptions:
Assumption 1: There exists a supply function S ∶ R+ ×
Rp ×Rm ↦ R continuous in all parameters satisfying the
integral constraint

∫
t

0 S(θ, φ(θ), (∆φ)(θ))dθ ≤ 0,∀t ≥ 0, φ ∈ Wp. (9)

Assumption 2: There exists a continuously differentiable

storage function V ∶ Rn ↦ R+ and scalars 0 < c1 < c2,
and q > 0 such that

c1∥x∥q ≤ V (x) ≤ c2∥x∥q. (10)

Assumption 3: There exist scalars λ ∈ R and ρ > 0 such
that the inequalities

−S (t, y(t), ω(t)) ≤ ρV (x(t)),∀t ∈ [0, a0), (11)
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V̇ (x(t)) ≥ λV (x(t)), t ∈ [0, a0), (12)

V̇ (x(t)) + αV (x(t)) ≤ e−α(t−a0)S (t, y(t), ω(t)) ,∀t ≥ a0,
(13)

are satisfied for some α > 0, along the solutions of the
system Σ −∆.
Then Σ − ∆ is exponentially stable with a decay-rate of

at least α/q, i.e., ∃δ > 0 ∶ ∀t ≥ 0, ∥x(t)∥ ≤ δe −αq t∥x(0)∥.

Inequality (13) is motivated from the notion of expo-
nential dissipativity introduced in [4], wherein exponen-
tially weighted storage and supply functions were used
to establish exponential stability conditions for nonlin-
ear dynamical systems. The aforementioned theorem is
a general result for stability analysis of feedback inter-
connected systems of the form Σ − ∆. However, it also
applies to the robustness analysis of systems subjected
to various perturbations that can be modelled by an op-
erator of the form (8).
Remark: If the assumptions in Theorem 1 only hold lo-
cally, the results can be extended easily in a manner sim-
ilar to the one shown in [23], so that the conditions hold
in a compact set containing the origin. Note that the
result provided in [23] holds only for scenarios with ape-
riodic sampling alone. Theorem 1 generalizes the result
in [23] by taking into account a general class of pertur-
bation characterizing the effects of sampling and delay.
The following sections explain how Theorem 1 allows
for building robust stability critera for the nonlinear
sampled-data system P. In Section 4, we consider the
large delay case given by Hypothesis 1, i.e. (6). Similarly,
in Section 5, we provide stability conditions for the small
delay case, given by τk < hk,∀k ∈ N.

4 Stability Analysis for the Large Delay Case

In this section, we provide a constructive approach for
applying Theorem 1 to analyse the stability of system P
introduced in Section 2. The term ‘large delay’ signifies
Hypothesis 1, which implies that the delay τk can indeed
be greater than the sampling interval hk, under the con-
straint that the actuation instants occur in order. Theo-
rem 1 can be used in this scenario by reformulating the
system P as an interconnection of the form Σ−∆ given
by (7)-(8), so that the effects of sampling and delay are
included as a perturbation. In order to do so, we define
the perturbation induced by sampling and delay as

e(t) = {0,∀t ∈ [0, a0),
κ(xp(sk)) − κ(xp(t)),∀t ∈ [ak, ak+1), k ∈ N.

(14)

For all t ≥ a0, e(t) can be interpreted as the ‘error’ on
the control action when compared to a continuous time
controller as given in (3). We will introduce an operator
∆ that helps in expressing the error e(t) in an alternate
manner. Additionally, we provide the functions intro-
duced in (7), so that the dynamics of the interconnection
Σ −∆ and the sampled-data system P are equivalent.

4.1 System Model Reformulation

In this section, we introduce a particular case of opera-
tor ∆ in (8), with m = p =mp, that captures the pertur-
bation (14). Subsequently, the system P given by (1),
(2), (4)-(6) is reformulated in terms of a feedback inter-
connection of the form Σ −∆ in (7), (8).

Lemma 2 Consider the operator ∆ ∶ Wmp ↦ Wmp de-
fined for any signal z ∈ Wmp as

(∆z)(t) = {0,∀t ∈ [0, a0),
−∫

t
sk
z(s)ds,∀t ∈ [ak, ak+1), k ∈ N,

(15)

and the derivative of the continuous control in (3),

u̇c(t) =
d

dt
κ(xp(t)). (16)

Then, the sampling and delay induced error e defined in
(14) can be expressed as e = ∆u̇c.

We show next how the sampled-data system P can be
remodelled in the format Σ−∆ given by (7), (8). This for-
mulation in conjunction with Lemma 2 is used to prove
the equivalence between the sampled-data system P and
the interconnection Σ −∆.

Lemma 3 Consider the system Σ in (7), with

f̄0(x) = f(x), h̄0(x) = ∂κ(x)
∂x

f̄0(x),
f̄(x) = f(x) + g(x)κ(x),
ḡ(x) = g(x), h̄(x) = ∂κ(x)

∂x
f̄(x), l̄(x) = ∂κ(x)

∂x
ḡ(x),

(17)
n = np, m = p = mp, and the operator ∆ in (8), defined
by (15). Then, system P can be expressed as the feedback
interconnection Σ −∆ in (7), (8), with x = xp.

Remark : Modelling system (1), (2) in the form of (7),
(8) implies adding an artificial output y, that will cor-
respond to the derivative of the continuous-time control
input, as given in (16).
Lemmas 2 and 3 will be used to provide constructive sta-
bility conditions for the system P. In the following sec-
tion, as a prerequisite for this development, the proper-
ties of ∆ in (15) are exploited to provide a supply func-
tion S that satisfies the assumptions in Theorem 1.

4.2 Stability Analysis

In this section, we characterize the properties of ∆ by a
supply function S satisfying assumption (9).
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Lemma 4 Consider ∆ defined in (15), α ∈ R+ and R ∈
Rmp×mp with R = RT > 0. Then, for all z ∈ Wmp ,

∫
t

0
S (θ, z(θ), (∆z)(θ))dθ ≤ 0, ∀t ≥ 0, (18)

where the function S ∶ R+ ×Rmp ×Rmp ↦ R is defined by

S ∶ (θ, v,w) ↦ eα(θ−a0) (wTRw − γ2vTRv) , (19)

with γ2 = (h̄ + τ̄)2eα(h̄+τ̄).

The result presented in Lemma 4 holds for any symmet-
ric positive definite matrix R characterizing the supply
function. The following Theorems 5 and 6, provide tools
to tune the matrixR. The supply function given by (19),
together with Lemmas 2 and 3, can now be used to pro-
vide stability conditions for the sampled-data system P.

Theorem 5 Consider system P in (1), (2), (4)-(6), the
interconnection Σ − ∆ given by (7), (8), (15) and (17).
If there exists a supply function S of the form (19) and
a storage function V ∶ Rn ↦ R+ that satisfy assumptions
(10), (11), (12) and (13), then system P is exponentially
stable with a decay-rate α/q.

Proof First, we exploit Lemma 3 to show the equiva-
lence between P in (1), (2), (4)-(6) and Σ−∆ in (7), (8).
Then, by Lemma 4, Assumption 1 in Theorem 1 is sat-
isfied for the operator ∆ defined by (15). Under the con-
ditions of the theorem, Assumptions 2 and 3 of Theorem
1 are satisfied. Applying Theorem 1, Σ −∆ is proved to
be exponentially stable and therefore, so is system P.∎

Remark: The aforementioned theorem provides (only)
sufficient stability conditions based on the existence of
a storage function. In the following sections, we will
present how this can be used in a constructive manner
based on LMI and Sum of Squares (SOS) criteria. In Sec-
tion 6, we will illustrate with examples, how Theorem
5 can be used to provide stability conditions for non-
linear sampled-data systems of the form given by P. In
Section 6.1, for an exemplary nonlinear system, we will
show how the matrix R characterizing the supply func-
tion, can be tuned using standard MATLAB routines.

4.3 Stability Criterion for Linear Systems

Consider the linear sampled-data system PL given by

ẋ(t) = Ax(t) +Bu(t),∀t ≥ 0, (20)

with

u(t) = {0, ∀t ∈ [0, a0),
Kx(sk), ∀t ∈ [ak, ak+1), k ∈ N,

(21)

where x(t) ∈ Rn, A ∈ Rn×n, B ∈ Rn×m, and K ∈ Rm×n.
Now, we provide a stability criterion for the linear
sampled-data system PL in the form of tractable LMI.

Theorem 6 Consider α ∈ R+. The linear sampled-data
system PL is exponentially stable with a decay-rate α/2
if there exists P = PT > 0 and R = RT > 0 such that

⎡⎢⎢⎢⎢⎣

ĀTP + PĀ + αP PB

BTP 0

⎤⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎣

KĀ KB

0 I

⎤⎥⎥⎥⎥⎦

T ⎡⎢⎢⎢⎢⎣

γ2R 0

0 −R

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣

KĀ KB

0 I

⎤⎥⎥⎥⎥⎦
< 0,

(22)

with Ā = A +BK, and γ2 = (h̄ + τ̄)2eα(h̄+τ̄).

Remark: Applying the Kalman-Yakubovich-Popov
Lemma, we can infer that the LMI given by (22) is equiv-

alent to the frequency-domain criterion ∥G̃∥∞ < 1/γ,

where G̃ is the operator defined by the transfer function
G̃(s) =KĀ(sI − Ā− α

2
I)−1B +KB. This result is in fact

a generalization of the results provided in [13] and [20].
We have extended the results in [13, 20] by providing
stability conditions for non-linear sampled-data systems
while guaranteeing an exponential decay-rate. If α = 0,
and h̄ = 0, we recover the result in [13]. Similarly, if
α = 0, and τ̄ = 0, we recover the result provided in [20].
In Section 6.2, we will demonstrate how matrices P and
R can be tuned numerically using standard LMI solvers.

5 Stability Analysis for the Small Delay Case

The large-delay case studied in Section 4 is more generic
to processes communicating via a shared network,
where traffic flow can increase considerably. However,
in some cases, it has been shown that it is desirable to
have delay less than sampling interval since sampled
data arriving in a non-chronological order at the actu-
ator can be hazardous from a control point of view [1].
Consequentially, this would make the implementations
of algorithms and analysis much more complex. In this
section, we will demonstrate how considering sampling
and delay separately in the small-delay case, gives a less
conservative stability criterion. The following assump-
tion is considered throughout the section.

Hypothesis 2: The actuation based on the sampled
state x(sk) is implemented before the next sampling
instant sk+1, i.e.,

τk < hk,∀k ∈ N. (23)

Next, we re-formulate the sampled-data model for sys-
tem P in order to include the effects of sampling and
delay using two separate errors, denoted by es(t) and
ed(t), respectively. Consider the continuous-time control
uc(t) = κ(xp(t)). The sampled version of this signal is
us(t) = κ(xp(sk)),∀t ∈ [sk, sk+1), k ∈ N. The sampling-
induced error es(t) is es(t) = us(t)−uc(t). Without loss
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of generality, we consider that es(t) = 0,∀t < s0. Then,

es(t) = {0,∀t ∈ [0, s0),
κ(xp(sk)) − κ(xp(t)),∀t ∈ [sk, sk+1), k ∈ N.

(24)

The delayed version of us(t) is the control signal u(t)
applied at the level of the actuator. We introduce another
error ed(t), which can be given by u(t)−us(t). Note that
we can define the error ed(t) = 0,∀t < a0, since it bears
no relevance. Formally, ed(t) is given by

ed(t) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

0,∀t ∈ [0, a0),
0,∀t ∈ [ak−1, sk), k ∈ N⋆,

κ(xp(sk−1)) − κ(xp(sk)),∀t ∈ [sk, ak), k ∈ N⋆.

(25)

Using this formulation for es(t) and ed(t), given by (24)
and (25), respectively, we proceed to reformulate the
sampled-data system P in the form of Σ −∆.

5.1 System Model Reformulation

In this section, we introduce two different operators ∆s

and ∆d, which capture the errors induced by sampling
and delay given in (24) and (25), respectively. In an ap-
proach similar to the one used in Section 4.1, system P
under Hypothesis 2, i.e. (23), can be represented as a
feedback interconnection of the form Σ −∆.

Lemma 7 Consider the operator ∆ ∶ W2mp ↦W2mp

∆ ∶ φ =
⎛
⎝
v

w

⎞
⎠
→ (∆φ) =

⎛
⎝

∆sv

∆dw

⎞
⎠
,∀v ∈ Wmp ,w ∈ Wmp ,

(26)
under Hypothesis 2, i.e. (23), where

(∆sv)(t) = {0,∀t ∈ [0, s0),
−∫

t
sk
v(θ)dθ,∀t ∈ [sk, sk+1), k ∈ N,

(27)
and

(∆dw)(t) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

0,∀t ∈ [0, a0),
0,∀t ∈ [ak−1, sk), k ∈ N⋆,

−∫
sk
sk−1

w(θ)dθ,∀t ∈ [sk, ak), k ∈ N⋆.

(28)
Then, the sampling and delay induced errors defined in
(24) and (25), respectively, can be expressed as

⎛
⎝
es

ed

⎞
⎠
=
⎛
⎝

∆su̇c

∆du̇c

⎞
⎠
, (29)

with u̇c given by (16).

Analogous to the approach used in Section 4, we now pro-
ceed to reformulate the sampled-data system P under

Hypothesis 2, i.e. (23), in the format Σ−∆ given by (7),
(8). In the following lemma, by using such a model re-
formulation along with Lemma 7, we provide the equiv-
alence between the sampled-data system P under Hy-
pothesis 2, and the feedback interconnection Σ −∆.

Lemma 8 Consider the system Σ in (7), with

f̄0(x) = f(x), h̄0(x) =
⎡⎢⎢⎢⎢⎣

∂κ(x)
∂x

f̄0(x)
∂κ(x)
∂x

f̄0(x)

⎤⎥⎥⎥⎥⎦
,

f̄(x) = f(x) + g(x)κ(x), ḡ(x) = [g(x) g(x)] ,

h̄(x) =
⎡⎢⎢⎢⎢⎣

∂κ(x)
∂x

f̄(x)
∂κ(x)
∂x

f̄(x)

⎤⎥⎥⎥⎥⎦
, l̄(x) =

⎡⎢⎢⎢⎢⎣

∂κ(x)
∂x

ḡ(x)
∂κ(x)
∂x

ḡ(x)

⎤⎥⎥⎥⎥⎦
,

(30)

n = np, m = p = 2mp, and the operator ∆ in (8), defined
by (26), (27) and (28) under Hypothesis 2, i.e. (23).
Then, the sampled-data system P can be expressed as the
feedback interconnection Σ −∆, with x = xp.

Lemmas 7 and 8 are used to provide constructive stabil-
ity criterion for sampled-data system P under Hypoth-
esis 2. To this end, the supply function S given in Theo-
rem 1 needs to be formulated. We proceed in this direc-
tion by studying the properties of operators ∆s and ∆d.

5.2 Stability Analysis

In this section, we characterize the properties of ∆s and
∆d, by functions Ss and Sd, respectively. Consequently,
we formulate the supply function S = Ss + Sd.

Lemma 9 Consider the operator ∆s defined in (27), β ∈
R+ and Rs ∈ Rmp×mp with Rs = RTs > 0. Then,

∫
t

0 Ss (θ, v(θ), (∆sv)(θ))dθ ≤ 0, ∀t ≥ 0, v ∈ Wmp , (31)

where the function Ss ∶ R+×Rmp ×Rmp ↦ R is defined as

Ss ∶ (θ, v, µ) → eβ(θ−a0)
⎡⎢⎢⎢⎢⎣

v

µ

⎤⎥⎥⎥⎥⎦

T ⎡⎢⎢⎢⎢⎣

−γ2
sRs γ2

s
β
2
Rs

γ2
s
β
2
Rs (1 − γ2

s
β2

4
)Rs

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣

v

µ

⎤⎥⎥⎥⎥⎦
,

(32)

with γs = 2h̄
π

.

Lemma 10 Consider ∆d defined in (28) under Assump-
tion 2, β ∈ R+ and Rd ∈ Rmp×mp with Rd = RTd > 0. Then,
for all w ∈ Wmp ,

∫
t

0
Sd (θ,w(θ), (∆dw)(θ))dθ ≤ 0, ∀t ≥ 0, (33)

where the function Sd ∶ R+×Rmp ×Rmp ↦ R is defined as

Sd ∶ (θ,w, ε) → eβ(θ−a0)
⎡⎢⎢⎢⎢⎣

w

ε

⎤⎥⎥⎥⎥⎦

T ⎡⎢⎢⎢⎢⎣

−γdRd 0

0 Rd

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣

w

ε

⎤⎥⎥⎥⎥⎦
, (34)
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with γd = h̄τ̄ eβ(h̄+τ̄).

The functions Ss and Sd given in Lemmas 9 and 10,
provide the sampling and delay component, respectively,
of the supply function S = Ss + Sd. As follows, we use
the supply function S = Ss + Sd to provide a general,
more accurate stability criterion for the sampled-data
system P under Hypothesis 2, i.e., when delay is less
than sampling interval.

Theorem 11 Consider system P, the interconnection
Σ−∆ given by (7), (8), (26), (27), (28) and (30). If there
exist functions S = Ss + Sd defined using (32) and (34),
and V ∶ Rnp ↦ R+ that satisfy assumptions (10), (11),
(12) and (13), then system P is exponentially stable with
a decay-rate α/q.

Proof We exploit Lemma 8 to establish the equivalence
between system P under Hypothesis 2 and Σ−∆ in (7),
(8). Then, by Lemmas 9 and 10, Assumption 1 in The-
orem 1 is satisfied for the operator ∆ defined by (26),
(27) and (28). Under the conditions of the theorem, As-
sumptions 2 and 3 of Theorem 1 are satisfied. Applying
Theorem 1, Σ − ∆ is proved to be exponentially stable
and by equivalence, so is system P. ∎

The result presented in Theorem 6 holds for any positive
symmetric definite matrices Rs and Rd characterizing
the supply function. In Section 6.1, we will illustrate how
Theorem 11 provides less conservative results for the
sampled-data system P under Hypothesis 2, i.e., for the
small delay case. The usage of numerical tools to tune
matrices Rs and Rd, will also be shown.

5.3 Stability Criterion for Linear Systems

In this section, we recall the linear sampled-data system
PL described in Section 4.3 by (20). Based on the Lem-
mas 9 and 10, we provide the following stability criterion
for system PL under Hypothesis 2.

Theorem 12 Consider a scalar α ∈ R+ and Hypothesis
2. The linear sampled-data system PL is exponentially
stable with a decay-rate α/2 if there exist P = PT > 0,

Rs = RsT > 0, and Rd = RdT > 0 such that

⎡⎢⎢⎢⎢⎣

ĀTP + PĀ + αP PB̄

B̄TP 0

⎤⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎣

KĀ KB̄

0 I

⎤⎥⎥⎥⎥⎦

T

Φ

⎡⎢⎢⎢⎢⎣

KĀ KB̄

0 I

⎤⎥⎥⎥⎥⎦
< 0, (35)

with Ā = A +BK, B̄ = [B B], and

Φ =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

γ2
sRs + γdRd −γ2

s
α
2
Rs 0

−γ2
s
α
2
Rs (γ2

s
α2

4
− 1)Rs 0

0 0 −Rd

⎤⎥⎥⎥⎥⎥⎥⎥⎦

, (36)

where γs = 2h̄
π

and γd = h̄τ̄ eα(h̄+τ̄).

Remark: When α = 0, τ̄ = 0 (implying no delay compo-
nent in S), the LMI (35) translates to a form similar
to LMI (22). Consequentially, by virtue of the Kalman-
Yakubovich-Popov lemma, we can recover the frequency
domain condition introduced in [20], i.e., ∥G̃∥∞ < π

2h̄
,

where G̃ is the operator defined by the transfer function
G̃(s) =KĀ(sI − Ā − α

2
I)−1B̄ +KB̄.

In Section 6.2, we will illustrate with examples, how the
LMI (35) provides less conservative results for LTI sys-
tems under Hypothesis 2, i.e., for the small delay case.

6 Illustrative Examples

In this section, we illustrate the effectiveness of our pro-
posed results via examples. The provided examples high-
light the difference between the single-error approach
and the separate-error approach in terms of conserva-
tiveness and trade-offs between control performance and
the bounds on sampling interval and delay. The result
presented in this paper provides a foundation for decid-
ing the trade-off between maximum delay τ̄ , maximum
sampling period h̄, and decay-rate α. By fixing one of
the parameters, the trade-off between the remaining pa-
rameters can be obtained. For example, by fixing τ̄ , and
gridding over h̄ and α, a trade-off between the decay-
rate and the maximum allowable sampling interval can
be obtained. In a similar manner, fixing h̄ will give the
trade-off between α and τ̄ , and so on.

6.1 Nonlinear System Example

We consider the following example [14, 21, 23],

ẋ(t) = dx(t)2 − x(t)3 + u(t), (37)

with a bounded time-varying parameter ∣d(t)∣ ≤ 1, and
a stabilizing control u(t) = κ(x(t)) = −2x(t) subjected
to both sampling and delay. Since the function f(x) =
x2 − x3 is locally Lipschitz, our results will only hold
locally on any compact set containing the origin.

6.1.1 Large-delay Case

Using the definition in (17), we reformulate the system
model in the form Σ −∆, where Σ is given by

ẋ(t) = dx2(t) − x3(t)
y(t) = −2(dx2(t) − x3(t))}∀t ∈ [0, a0),

ẋ(t) = dx2(t) − x3(t) − 2x(t) +w(t)
y(t) = −2(dx2(t) − x3(t) − 2x(t) +w(t))}∀t ≥ a0.

(38)
We use a storage function of the form V (x) = ax2+bx4 as
given in [23]. Using (19), we obtain the supply function
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h̄
0 0.2 0.4 0.6 0.8

τ̄

0

0.1

0.2

0.3

0.4

0.5

Fig. 1. Feasible values of h̄ and τ̄ for the nonlinear system
(37) with α = 0.1, in the large-delay case (in red), and in the
small-delay case (in blue).

α
0 0.5 1 1.5 2 2.5 3 3.5 4

h̄
+
τ̄

0

0.1

0.2

0.3

0.4

0.5

Fig. 2. Trade-off between desired decay-rate α and h̄ + τ̄ for
the nonlinear system (37), in the large-delay case.

S(θ, y,w) = eα(θ−a0) [Rw2(θ) − γ2Ry2(θ)], with γ2 =
(h̄+τ̄)2eα(h̄+τ̄). For this case, from condition (13), we can
infer that the values of (h̄ + τ̄) satisfying the inequality

(2ax + 4bx3)(dx2 − x3 − 2x +w) + α(ax2 + bx4) −Rw2

+4(h̄ + τ̄)2eα(h̄+τ̄)R(dx2 − x3 − 2x +w)2 ≤ 0,

(39)
will guarantee exponential stability. If (39) can be ex-
pressed as a Sum of Squares (SOS) for all the values of
(d, d2) ∈ {(1,0), (1,1), (−1,0), (−1,1)}, then it will be
SOS for any time-varying ∣d(t)∣ ≤ 1. Using SOSTOOLS
[24], Figure 1 provides the feasible values of h̄ and τ̄ (in
red) for α = 0.1, and all values of (d, d2). It can be seen
from Figure 1 that, for α = 0.1, h̄ and τ̄ satisfy a maxi-
mum bound h̄+ τ̄ ≤ 0.45, with a = 0.7079, b = 0.1890 and
R = 0.4268. The parameters a, b and R are optimized us-
ing SOSTOOLS. Additionally, the trade-off between the
desired decay-rate α/2 and h̄ + τ̄ is shown in Figure 2.

6.1.2 Small-delay Case

Now, we shall provide bounds on h̄ and τ̄ in the small-
delay case, i.e., τk < hk. In this case, the system model
is reformulated in the form Σ, given by

ẋ(t) = dx2(t) − x3(t)

y(t) = [y1(t) y2(t)]
T

⎫⎪⎪⎬⎪⎪⎭
∀t ∈ [0, a0), (40)

with y1(t) = y2(t) = −2(dx2(t) − x3(t)) and

ẋ(t) = dx2(t) − x3(t) − 2x(t) +ws(t) +wd(t),

y(t) = [y1(t) y2(t)]
T
,∀t ≥ a0,

(41)

where y1(t) = y2(t) = −2(dx2(t)−x3(t)−2x(t)+ws(t)+
wd(t)). Using (32) and (34), we get the supply function

S(θ, y,w) = Ss(θ, y1,ws) + Sd(θ, y2,wd),
= eα(θ−a0) [−γ2

sRsy
2
1(θ) − γdRdy2

2(θ)
+γ2

sαRsy1(θ)ws(θ) + (1 − γ2
s
α2

4
)Rsw2

s

+Rdw2
d] ,

(42)

where γs = 2h̄
π

and γd = h̄τ̄ eβ(h̄+τ̄). Therefore, by using
the supply function (42) in condition (13), we must de-
duce the values of h̄ and τ̄ satisfying the inequality

(2ax + 4bx3)(dx2 − x3 − 2x +ws +wd) + α(ax2 + bx4)
+4(γ2

sRs + γdRd)(dx2 − x3 − 2x +ws +wd)2

+2γ2
sαRs(dx2 − x3 − 2x +ws +wd)ws

−(1 − γ2
s
α2

4
)Rsw2

s −Rdw2
d ≤ 0,

(43)
in order to guarantee exponential stability of the system
(37), with α > 0, τk < hk. For the sake of comparison
with the feasibility region obtained in the large-delay
case, we choose α = 0.1. In a similar manner as shown in
the large-delay case, we use SOSTOOLS to obtain the
feasible values of h̄ and τ̄ satisfying inequality (43), for
all values of (d, d2), while optimizing the values of a, b,
Rs and Rd. The feasibility plot in the small-delay case
is given in Figure 1 (in blue). In Figure 1, it can be seen
that the red feasibility plot (indicating feasibility for the
large-delay case) and the blue feasibility plot (indicating
the small-delay case) overlap. This overlapping region
represents the feasible values of h̄ and τ̄ obtained when
the criterion (39) provided for the large-delay case, is
applied to the small-delay case. In such scenarios, Theo-
rem 11 and Theorem 12 always provide better results in
comparison to the results given by Theorem 5 and The-
orem 6, respectively. In Figure 1, when τ̄ → 0, we can
see that bounds on h̄ upto 0.72 are feasible while using
the tools presented in the small-delay analysis. The tool
presented in the large-delay case, on the other hand, ac-
commodates h̄ upto 0.45, thereby implying an improve-
ment of about 60% while using the result provided in the
small-delay case. Additionally, when h̄ = 0.27, the fea-
sible values of τ̄ in the large and small-delay cases, are
approximately upto 0.17 and 0.27, respectively, showing
an improvement of about 59%. Using these numerical
arguments, it can be concluded that for the small-delay
case, capturing the effects of sampling and delay using
two separate errors gives less conservative results. How-
ever, the amount of improvement in the small-delay case
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over the large-delay case depends on the parameter α.
We illustrate this in the following section for a linear sys-
tem example.
Remark: The less-conservative nature of the results pro-
posed in the small-delay case can also be justified from
a theoretical perspective. In the large-delay case, the
supply function was formulated using Jensen’s inequal-
ity, which introduces conservativeness [3]. On the other
hand, in the small-delay case, Wirtinger’s inequality has
been used. For this case, the improvement over Jensen’s
inequality is well known in the literature [29].
For the same example in the absence of delay, in [22] and
[14], upper-bounds of 0.368 and 0.143, respectively, were
obtained for the sampling intervals without any perfor-
mance guarantee. This is comparable to the small-delay
case we have considered, with τ̄ = 0. Additionally, in [23],
an upper-bound of 0.72 was proposed for the system (37)
without delay, with α = 0.1. From the results proposed
for the small-delay case, by setting τ̄ = 0, indicating sam-
pling without any delay, we can see in Figure 1 that we
obtain the same upper-bound of 0.72 on the sampling
intervals, as proposed in [23], with a = 2.9153 × 10−6,
b = 7.29 × 10−7, Rs = 1.6964 × 10−6 and Rd = 1.2465.
However, our results have an added advantage that we
provide tractable stability conditions for the nonlinear
sampled-data system in the presence of time-varying de-
lay.

6.2 Linear System Example

Consider the system (20) characterized by the parame-
ters [36]

A =
⎡⎢⎢⎢⎢⎣

1 3

2 1

⎤⎥⎥⎥⎥⎦
,B =

⎡⎢⎢⎢⎢⎣

1

0.6

⎤⎥⎥⎥⎥⎦
,K = −[1 6] . (44)

By virtue of Theorem 6, we can compute the maximum
allowable values of h̄+ τ̄ with respect to α from the LMI
(22). The LMI (22) is solved using YALMIP, by optimiz-
ing parameters P and R, for different values of α and
h̄+ τ̄ . The feasibility region thus obtained will aid in de-
ciding the trade-off between a desired decay rate while
taking into account the maximum bounds on sampling
interval and delay. Considering α ∈ {0.01,1,2}, we ob-
tain the bounds on h̄ and τ̄ as shown in Figure 3 (in red
solid, dashed and dotted lines). For the LTI system (44),
if α = 0 and h̄ = 0, we recover the bound on τ̄ as given
in [13]. For the chosen values of α ∈ {0.01,1,2}, we also
compute the bounds on h̄ and τ̄ in the small-delay case
(as shown in Figure 3 in blue solid, dashed and dotted
lines). Following a similar explanation as given in Sec-
tion 6.1.2, we can conclude that for the small-delay case,
differentiating the effects of sampling and delay using
two separate errors, the LMI in (35) introduced in The-
orem 12 provides less conservative results in comparison
to the criterion provided in (22) (applied to the small-
delay case). Figure 3 also gives the dependence of the

h̄

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

τ̄

0

0.05

0.1

0.15

0.2
α = 0.01, large-delay case

α = 0.01, small-delay case

α = 1, large-delay case

α = 1, small-delay case

α = 2, large-delay case

α = 2, small-delay case
Analytical bounds for

constant hk and τk

Fig. 3. Bounds on h̄ and τ̄ for the LTI system (44) in the
large-delay case (in red), and in the small-delay case (in
blue), for α = 0.01 (solid line), α = 1 (dashed line) and α = 2
(dotted line). The analytical stability bounds on constant hk

and τk are given by the green line [35].

amount of improvement in the small-delay case over the
large-delay case, on the parameter α. If α = 0 and τ̄ = 0,
we recover the bound on h̄ as proposed in [20]. There-
fore, we can conclude that by applying our generic non-
linear tools to the linear case, we provide bounds on h̄
and τ̄ that are not more conservative in comparison to
the bounds provided in [13, 20]. Also, it has to be noted
that despite the fact that the condition in (22) is more
conservative when applied to the small-delay case, the
result is still important since it is applicable to the more
generic large-delay case.

7 Conclusion

In this paper, novel approaches for stability analysis
of aperiodically sampled nonlinear systems with time-
varying delay are provided. The framework introduced in
this paper holds for a general class of nonlinear systems
and provides tools that help in deciding required trade-
offs between the system decay-rate and the bounds on
sampling interval and delay. As a preliminary result, an
approach inspired from the notion of exponential dissi-
pativity is used to provide stability conditions for a class
of feedback interconnected systems, while guaranteeing
a desired decay-rate. The nonlinear sampled-data sys-
tem is remodelled as a feedback interconnection of the
nominal closed-loop system and an operator that cap-
tures the effects of sampling and delay, thereby lead-
ing to constructive stability conditions. The proposed
approach leads to conditions on dissipativity properties
of the system, for which many results exist in litera-
ture. When applying the results to LTI case, we see that
they generalize existing frequency domain and LMI con-
ditions in the robust stability framework. For the case
when delay is less than sampling interval, a less conser-
vative stability criterion is obtained by considering two
separate operators to capture the effects of sampling and
delay. The effectiveness of the proposed theoretical re-
sults have been corroborated via simulation results for
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an exemplary nonlinear system. We foresee numerous
extensions. For example, a more realistic scenario would
involve multiple sensors and actuators, each with unique
bounds on sampling interval and delay [30, 7].
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A Proof of Theorem 1

Let us first upper-bound the response x(t) for all t ≥ a0.
Consider the function

W (t) = eα(t−a0)V (x(t))−∫
t

a0
S(θ, y(θ), ω(θ))dθ,∀t ≥ a0,

(A.1)

From condition (13), we have Ẇ (t) ≤ 0, for all t ≥ a0

and therefore W (t) ≤ W (a0), for all t ≥ a0, which can

be stated as eα(t−a0)V (x(t)) − ∫
t
a0
S(θ, y(θ), ω(θ))dθ ≤

V (x(a0)). Therefore, for all t ≥ a0, we obtain

V (x(t)) ≤ e−α(t−a0) [− ∫
a0

0 S(θ, y(θ), ω(θ))dθ
+∫

t
0 S(θ, y(θ), ω(θ))dθ + V (x(a0))] ,

(A.2)
and by using (9), for all θ ≥ 0, we have

V (x(t)) ≤ e−α(t−a0) [− ∫
a0

0 S(θ, y(θ), ω(θ))dθ
+V (x(a0))] .

(A.3)

By integrating condition (12) for all t ∈ [0, a0), we have

V (x(a0)) ≥ eλ(a0−t)V (x(t)),∀t ∈ [0, a0). (A.4)

Then, by integrating condition (11) and using (A.4)
for all t ∈ [0, a0), we have −∫

a0
0 S (θ, y(θ), ω(θ))dθ ≤

ρ ∫
a0

0 V (x(θ))dθ ≤ ρ ∫
a0

0 eλ(θ−a0)V (x(a0))dθ =

ηV (x(a0)), where η ∶=
⎧⎪⎪⎨⎪⎪⎩

ρe−λa0

λ
(eλa0 − 1), if λ ≠ 0,

ρa0, if λ = 0.

Consequently, from (A.3),

V (x(t)) ≤ e−α(t−a0)(1 + η)V (x(a0)),
= e−α(t−a0)CV (x(a0)),∀t ≥ a0

(A.5)

with C ∶= η + 1 > 1. Then, from (10), we obtain for

all t ≥ a0, c1∥x(t)∥q ≤ V (x(t)) ≤ e−α(t−a0)CV (x(a0)) ≤
e−α(t−a0)Cc2∥x(a0)∥q, and thus

∥x(t)∥ ≤
q

√
C c2
c1
e
−α
q (t−a0)∥x(a0)∥,∀t ≥ a0. (A.6)

Now, let us analyse the response in the interval t ∈
[0, a0). Using the definition of system Σ in (7) for all
t ∈ [0, a0), we have ẋ(t) = f̄0(x(t)), where f̄0 is globally
Lipschitz continuous with some constant k0 and f̄0(0) =
0. Hence, we have that x(t) − x(0) = ∫

t
0 f̄0(x(s))ds, im-

plying, using the Triangular Inequality, that

∥x(t)∥ ≤ ∥x(0)∥ + ∫
t

0
∥f̄0(x(s))∥ds. (A.7)

Since f̄0 is Lipschitz continuous and f̄0(0) = 0, we
have ∥f̄0(x(s))∥ = ∥f̄0(x(s)) − f̄0(0)∥ ≤ k0∥x(s) − 0∥ =
k0∥x(s)∥. Consequently, (A.7) leads to ∥x(t)∥ ≤
∥x(0)∥+k0 ∫

t
0 ∥x(s)∥ds. By virtue of Gronwall’s inequal-

ity, we obtain

∥x(t)∥ ≤ ∥x(0)∥ek0t,∀t ∈ [0, a0), (A.8)
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implying ∥x(a0)∥ ≤ ek0a0∥x(0)∥. From (A.6), we obtain

∥x(t)∥ ≤
q

√
C c2
c1
e
−α
q (t−a0)ek0a0∥x(0)∥,∀t ≥ a0. (A.9)

Additionally, for all t ∈ [0, a0), we can upper-bound
inequality (A.8) by ∥x(t)∥ ≤ ek0t∥x(0)∥ ≤ ek0a0∥x(0)∥ ≤
q√C c2

c1
e
−α
q (t−a0)ek0a0∥x(0)∥,∀t ∈ [0, a0), since C > 1

(see (A.5)), c2 ≥ c1 (see (10)), and −α
q
(t − a0) ≥

0. Consequently, using (A.9), we obtain ∥x(t)∥ ≤
q√C c2

c1
e
−α
q (t−a0)ek0a0∥x(0)∥ = δe−αtq ∥x(0)∥, for all t ≥ 0,

with δ ∶= e(k0+
α
q )a0

q√C c2
c1

, thereby implying that the

system Σ − ∆ is exponentially stable with a decay-rate
of at least α/q.

B Proof of Lemma 2

(1) For all t ∈ [0, a0): As per the definition of e(t) in (14)

and ∆ in (15), we have e(t) = 0 = (∆u̇c)(t),∀t ∈ [0, a0).
(2) For all t ∈ [ak, ak+1), k ∈ N: We have e(t) = κ(xp(sk))−
κ(xp(t)), which can be reformulated as e(t) =
−∫

t
sk

d
ds
κ(xp(s))ds = −∫

t
sk
u̇c(s)ds. Therefore, using the

definition of ∆ in (15), it can be concluded that indeed
e(t) = (∆u̇c)(t).

C Proof of Lemma 3

Consider the system P in (1), (2), (4)-(6). Moreover,
consider the following notational relations:

y(t) = u̇c(t), (C.1)

with u̇c(t) given by (16), and ω(t) = e(t), with e(t)
defined by (14). By virtue of Lemma 2, we have, ω(t) =
e(t) = (∆u̇c)(t) = (∆y)(t),∀t ≥ 0.
(1) For all t ∈ [0, a0): As per the definition of system P,

we have
ẋp(t) = f(xp(t)), (C.2)

and using (16),

y(t) = u̇c(t) = d
dt
κ(xp(t)) = ∂κ(xp(t))

∂xp
f(xp(t)). (C.3)

Using (17), (C.2) and (C.3) this is equivalent to
ẋp(t) = f̄0(xp(t)), y(t) = h̄0(xp(t)). This expresses the
dynamics of system Σ for t ∈ [0, a0), given by (7), with
f̄0 and h̄0 as defined in (17), i.e, for all t ∈ [0, a0),
x(t) = xp(t). Additionally, using f̄0(x) = f(x), it can be
concluded from the definition of system P that the func-
tion f̄0 is globally Lipschitz continuous with f̄0(0) = 0.
(2) For all t ∈ [ak, ak+1), k ∈ N: The dynamics of sys-

tem P is given by ẋp(t) = f(xp(t)) + g(xp(t))u(t) =
f(xp(t)) + g(xp(t))κ(xp(sk)) = f(xp(t)) +

g(xp(t))κ(xp(t))+g(xp(t)) [κ(xp(sk)) − κ(xp(t))]. Us-
ing (17), and recalling the definition of e(t) in (14), we
obtain ẋp(t) = f̄(xp(t)) + ḡ(xp(t))e(t). This is equiva-
lent to the dynamics of system Σ for t ≥ a0, given by
(7), with ω(t) = e(t) and the functions f̄ and ḡ defined
by (17), i.e., for all t ≥ a0, we have x = xp.
Additionally, from (C.1) and (16) we have, y(t) =
d
dt
κ(xp(t)) = ∂κ(xp(t))

∂xp
(f̄(xp(t)) + ḡ(xp(t))e(t)). Once

again, using notation (17) and e(t) = ω(t), we have,
y(t) = h̄(xp(t)) + l̄(xp(t))ω(t), which is the same as y
defined in (7), for t ≥ a0, since we have already shown
x = xp. Therefore, it can be seen that system P can be
expressed as the feedback interconnection Σ − ∆, with
the functions f̄0, h̄0, f̄ , ḡ, h̄, and l̄ defined by (17).

D Proof of Lemma 4

(1) For t ∈ [0, a0): Using the definition of ∆ in (15),

we have (∆z)(θ) = 0, for all θ ∈ [0, t) and clearly
(18) holds in this case since S(θ, z(θ), (∆z)(θ)) =
−γ2zT (θ)Rz(θ) ≤ 0.
(2) For t ≥ a0: Let w(t) denote

w(t) = (∆z)(t) = −∫
t

sk
z(ζ)dζ,∀t ∈ [ak, ak+1), k ∈ N.

(D.1)
Using Jensen’s inequality, we obtain wT (t)Rw(t) ≤ (t −
sk) ∫

t
sk
zT (ζ)Rz(ζ)dζ ≤ (h̄+ τ̄) ∫

t
sk
zT (ζ)Rz(ζ)dζ. Using

the change of variable s = ζ − t, we obtain wT (t)Rw(t) ≤
(h̄+ τ̄) ∫

0
sk−t

zT (t+ s)Rz(t+ s)ds ≤ (h̄+ τ̄) ∫
0
−(h̄+τ̄) z

T (t+
s)Rz(t + s)ds. Therefore, ∫

t
a0
eα(θ−a0)wT (θ)Rw(θ)dθ ≤

(h̄ + τ̄) ∫
t
a0
eα(θ−a0) (∫

0
−(h̄+τ̄) z

T (θ + s)Rz(θ + s)ds)dθ.
Substituting u = θ + s, we have that

∫
t
a0
eα(θ−a0)wT (θ)Rw(θ)dθ

≤ (h̄ + τ̄) ∫
0
−(h̄+τ̄) (∫

t+s
a0+s

eα(u−s−a0)zT (u)Rz(u)du)ds.
(D.2)

Since the inner integral in the right-hand side of the
inequality in (D.2) is always positive, we can up-
per bound the left-hand side in (D.2) using the lim-

its of s and obtain ∫
t
a0
eα(θ−a0)wT (θ)Rw(θ)dθ ≤ (h̄ +

τ̄) ∫
0
−(h̄+τ̄) (∫

t+0
a0−(h̄+τ̄)

eα(u+(h̄+τ̄)−a0)zT (u)Rz(u)du)ds ≤
(h̄ + τ̄)eα(h̄+τ̄) ∫

0
−(h̄+τ̄) (∫

t
0 e

α(u−a0)zT (u)Rz(u)du)ds =
(h̄ + τ̄)2eα(h̄+τ̄) ∫

t
0 e

α(u−a0)zT (u)Rz(u)du. As per
definition (15), we have w(t) = 0 for all 0 ≤ t <
a0 and, consequently, ∫

t
0 e

α(θ−a0)wT (θ)Rw(θ)dθ =
∫
t
a0
eα(θ−a0)wT (θ)Rw(θ)dθ ≤ (h̄ + τ̄)2eα(h̄+τ̄) ∫

t
0 e

α(u−a0)

zT (u)Rz(u)du. Hence, using the definition of w(t) in

(D.1), we have that ∫
t

0 e
α(θ−a0)((∆z)T (θ)R(∆z)(θ) −

(h̄ + τ̄)2eα(h̄+τ̄)zT (θ)Rz(θ))dθ ≤ 0, which proves the
integral inequality (18), thereby concluding the proof.
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E Proof of Theorem 6

Comparing the sampled-data systems PL and P, we
have, f(x(t)) ∶= Ax(t), g(x(t)) ∶= B, κ(x(sk)) ∶=
Kx(sk). Hence, the sampling and delay induced error is

given by e(t) = {0,∀t ∈ [0, a0),
Kx(sk) −Kx(t),∀t ∈ [ak, ak+1), k ∈ N,

thereby implying that using the operator ∆ defined in
(15), we can state e = ∆(Kẋ). Using the inequality in
(22), we proceed to prove that the assumptions intro-
duced in Theorem 1 will hold for V (x) = xTPx and
S (t, y(t),w(t)) defined by (19). For the LTI system
PL, the functions given in (17) are given by f̄0(x(t)) ∶=
Ax(t), h̄0(x(t)) ∶= KAx(t), f̄(x(t)) ∶= Āx(t), ḡ(x(t)) ∶=
B, h̄(x(t)) ∶= KĀx(t), and l̄(x(t)) ∶= KB, where
Ā = (A +BK).
(1) Satisfying Assumption 1, i.e., (9): By virtue of

Lemma 4, we can see that the supply function
S (t, y(t),w(t)) defined by (19) satisfies assumption (9)

in Theorem 1, i.e., ∫
t

0 S(θ, y(θ), (∆y)(θ))dθ ≤ 0,∀t ≥ 0.
(2) Satisfying Assumption 2, i.e., (10): With V (x) =
xTPx, P = PT > 0 and x ∈ Rn, we have that
δmin(P )∥x∥2 ≤ xTPx ≤ δmax(P )∥x∥2, implying As-
sumption 2 is satisfied with q = 2, c1 = δmin(P ) and
c2 = δmax(P ).
(3) Satisfying Assumption 3, inequality (11): Consider

the function S (t, y(t),w(t)) defined by (19). For all
t ∈ [0, a0), since y(t) = h̄0(x(t)) =KAx(t) and ω(t) = 0,
we have that for all t ∈ [0, a0), −S(t, y(t), ω(t)) =
−S(t, h̄0(x(t)),0) = eα(t−a0)γ2xT (t)(KA)TR(KA)x(t)
≤ max

θ∈[0,a0]
{δmax [eα(θ−a0)γ2(KA)TR(KA)] }∥x(t)∥2

≤ ρV (x(t)), with ρ = δmax(γ
2
(KA)

TR(KA))

δmin(P )
.

(4) Satisfying Assumption 3, inequality (12): We have

V (x(t)) = x(t)TPx(t) for all t ≥ 0. For all t ∈ [0, a0),
ẋ(t) = f̄0(x(t)) = Ax(t), V̇ (x(t)) = x(t)T [ATP + PA]
x(t) ≥ δmin(A

TP+PA)

δmax(P )
V (x(t)). Therefore, inequality

(12) is satisfied for any λ ≤ δmin(A
TP+PA)

δmax(P )
.

(5) Satisfying Assumption 3, inequality (13): Consider

the function W (t) = V̇ (x(t)) + αV (x(t)) − e−α(t−a0)
S(t, y(t), e(t)), defined for all t ≥ a0 with V (x) = xTPx,

and the function S(t, y(t), e(t)) defined by (19).
Clearly, inequality (13) in Assumption 3 holds if
W (t) ≤ 0, for all t ≥ a0. We have, S (t, y(t), e(t)) =

eα(t−a0)
⎡⎢⎢⎢⎢⎣

y(t)
e(t)

⎤⎥⎥⎥⎥⎦

T ⎡⎢⎢⎢⎢⎣

−γ2R 0

0 R

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣

y(t)
e(t)

⎤⎥⎥⎥⎥⎦
= eα(t−a0)

⎡⎢⎢⎢⎢⎣

x(t)
e(t)

⎤⎥⎥⎥⎥⎦

T

N

⎡⎢⎢⎢⎢⎣

x(t)
e(t)

⎤⎥⎥⎥⎥⎦
, whereN =

⎡⎢⎢⎢⎢⎣

KĀ KB

0 I

⎤⎥⎥⎥⎥⎦

T ⎡⎢⎢⎢⎢⎣

−γ2R 0

0 R

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣

KĀ KB

0 I

⎤⎥⎥⎥⎥⎦
.

Therefore, we have that for all t ≥ a0,
W (t) = V̇ (x(t)) + αV (x(t)) − e−α(t−a0)S(t, y(t), e(t)) =

⎡⎢⎢⎢⎢⎣

x(t)
e(t)

⎤⎥⎥⎥⎥⎦

T

{
⎡⎢⎢⎢⎢⎣

ĀTP + PĀ PB

BTP 0

⎤⎥⎥⎥⎥⎦
+ α

⎡⎢⎢⎢⎢⎣

P 0

0 0

⎤⎥⎥⎥⎥⎦
− N}

⎡⎢⎢⎢⎢⎣

x(t)
e(t)

⎤⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎣

x(t)
e(t)

⎤⎥⎥⎥⎥⎦

T

Γ

⎡⎢⎢⎢⎢⎣

x(t)
e(t)

⎤⎥⎥⎥⎥⎦
, with Γ ∶=

⎡⎢⎢⎢⎢⎣

ĀTP + PĀ + αP PB

BTP 0

⎤⎥⎥⎥⎥⎦
−N .

Substituting N in the expression for Γ gives Γ =
⎡⎢⎢⎢⎢⎣

ĀTP + PĀ + αP PB

BTP 0

⎤⎥⎥⎥⎥⎦
−N =

⎡⎢⎢⎢⎢⎣

ĀTP + PĀ + αP PB

BTP 0

⎤⎥⎥⎥⎥⎦
+

⎡⎢⎢⎢⎢⎣

KĀ KB

0 I

⎤⎥⎥⎥⎥⎦

T ⎡⎢⎢⎢⎢⎣

γ2R 0

0 −R

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣

KĀ KB

0 I

⎤⎥⎥⎥⎥⎦
. A sufficient condi-

tion for W (t) ≤ 0 for all t ≥ a0 will therefore be given
by Γ ≤ 0, which is guaranteed by (22). Consequently,
we have proved that inequality (13) in Assumption 3 is
satisfied for the chosen storage and supply functions.
We have shown that all the assumptions of Theorem 1
hold for V (x) = xTPx and S (t, y(t), e(t)) defined by
(19) and, therefore, the exponential stability of system
P is guaranteed with a decay rate greater than or equal
to α/2.

F Proof of Lemma 7

(1) Expressing es using ∆s: Recalling the definition

of es(t) in (24), and by using the operator definition
for ∆s in (27), we can state using (16) that for all
t ∈ [0, s0), es(t) = 0 = (∆su̇c)(t). Similarly, for all
t ∈ [sk, sk+1), k ∈ N, es(t) = κ(xp(sk)) − κ(xp(t)) =
−∫

t
sk

d
ds
κ(xp(s))ds = −∫

t
sk
u̇c(s)ds = (∆su̇c)(t). Hence,

we have es(t) = (∆su̇c)(t),∀t ≥ 0.
(2) Expressing ed using ∆d: In a similar manner, using

the definition of ed(t) in (25) and the operator defini-
tion for ∆d defined in (28), we have, for all t ∈ [0, a0) ∪
[ak−1, sk)k∈N⋆ , ed(t) = 0 = (∆du̇c)(t). Similarly, for all
t ∈ [sk, ak), k ∈ N⋆, ed(t) = κ(xp(sk−1)) − κ(xp(sk)) =
−∫

sk
sk−1

d
ds
κ(xp(s))ds = −∫

sk
sk−1

u̇c(s)ds = (∆du̇c)(t).
Hence, we obtain ed(t) = (∆du̇c)(t),∀t ≥ 0.

G Proof of Lemma 8

Consider systemP, the notations y(t) = [y1(t) y2(t)]
T
=

[u̇c(t) u̇c(t)]
T

, with u̇c defined by (16), and ω(t) =

[es(t) ed(t)]
T

, with es(t) and ed(t) given by (24) and

(25), respectively. By virtue of Lemma 7, we have

ω(t) =
⎡⎢⎢⎢⎢⎣

es(t)
ed(t)

⎤⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣

(∆su̇c)(t)
(∆du̇c)(t)

⎤⎥⎥⎥⎥⎦
= (∆y)(t),∀t ≥ 0, (G.1)

with ∆s and ∆d given in (27) and (28), respectively.
In order to establish the equivalence between system P
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and the feedback interconnection Σ−∆, we begin by re-
formulating the dynamics of system P for all t ∈ [0, a0),
t ∈ [ak, sk+1)k∈N, and t ∈ [sk+1, ak+1)k∈N, i.e., for all t ≥ 0.
(1) For all t ∈ [0, a0): Consider the system P. We have

that ẋp(t) = f(xp(t)), and using (16), y1(t) = y2(t) =
u̇c(t) = d

dt
κ(xp(t)) = ∂κ(xp(t))

∂xp
ẋp(t) = ∂κ(xp(t))

∂xp
f(xp(t)).

Therefore, using the notation in (30), we obtain

ẋp(t) = f̄0(xp(t)), y(t) = [y1(t) y2(t)]
T

= h̄0(xp(t)).
Note that this is the dynamics of system Σ for t ∈ [0, a0),
given by (7), with the functions f̄0 and h̄0 as defined in
(30), i.e., for all t ∈ [0, a0), x(t) = xp(t). Additionally, as
per the notation in (17), since f̄0(x) = f(x), it can be
concluded from the definition of system P that the func-
tion f̄0 is globally Lipschitz continuous with f̄0(0) = 0.
(2) For all t ∈ [ak, sk+1), k ∈ N: The dynamics of sys-

tem P is given by ẋp(t) = f(xp(t)) + g(xp(t))u(t) =
f(xp(t)) + g(xp(t))κ(xp(sk)) = f(xp(t)) + g(xp(t))
κ(xp(t)) + g(xp(t)) [κ(xp(sk)) − κ(xp(t))]. Using
the definitions of sampling and delay induced er-
rors in (24) and (25), respectively, we have es(t) =
κ(xp(sk))−κ(xp(t)),∀t ∈ [ak, sk+1), and ed(t) = 0 for all
t ∈ [ak, sk+1). Therefore, we can reformulate the dynam-
ics of system P for all t ∈ [ak, sk+1) as ẋp(t) = f(xp(t))+
g(xp(t))κ(xp(t)) + g(xp(t))es(t) + g(xp(t))ed(t) =
f(xp(t)) + g(xp(t))κ(xp(t)) + [g(xp(t)) g(xp(t))]

[es(t) ed(t)]
T

. Using the notation in (30), this can be

written as ẋp(t) = f̄(xp(t)) + ḡ(xp(t))ω(t), with ω(t)
as in (G.1). This is the same as dynamics of system Σ
for t ∈ [ak, sk+1), k ∈ N, given by (7), with ω defined in
(G.1), and the functions f̄ and ḡ defined by (30), i.e.,
for all t ∈ [ak, sk+1), with x = xp. Additionally, we have

u̇c(t) = d
dt
κ(xp(t)) and hence,

y1(t) = y2(t) = ∂κ(xp(t))

∂xp
(f̄(xp(t)) + ḡ(xp(t))ω(t)) .

(G.2)
Therefore, using the notation in (30) once again, we

obtain y(t) = [y1(t) y2(t)]
T
= h̄(xp(t)) + l̄(xp(t))ω(t),

which is the same as y defined in (7), for t ∈ [ak, sk+1),
with x = xp.
(3) For all t ∈ [sk+1, ak+1), k ∈ N: Once again, we pro-

ceed to reformulate the dynamics of system P given
by ẋp(t) = f(xp(t)) + g(xp(t))u(t) = f(xp(t)) +
g(xp(t))κ(xp(sk)) = f(xp(t)) + g(xp(t))κ(xp(sk)) +
g(xp(t))κ(xp(t)) − g(xp(t))κ(xp(t)) + g(xp(t))
κ(xp(sk+1)) − g(xp(t))κ(xp(sk+1)) = (f(xp(t)) +
g(xp(t))κ(xp(t)))+g(xp(t)) [κ(xp(sk+1)) − κ(xp(t))]+
g(xp(t)) [κ(xp(sk)) − κ(xp(sk+1))]. Using the defini-
tions in (24) and (25) and considering Hypothesis
2, we have that es(t) = κ(xp(sk+1)) − κ(xp(t)),∀t ∈
[sk+1, sk+2) ⊃ [sk+1, ak+1), and ed(t) = κ(xp(sk)) −
κ(xp(sk+1)),∀t ∈ [sk+1, ak+1). Therefore, using the no-
tation in (30), we can reformulate the dynamics of
system P for all t ∈ [sk+1, ak+1) as ẋp(t) = f̄(xp(t)) +

g(xp(t))es(t)+g(xp(t))ed(t) = f̄(xp(t))+ ḡ(xp(t))ω(t).
This is the same as dynamics of system Σ in (7) for all
t ∈ [sk+1, ak+1], k ∈ N, with ω(t) given by (G.1), and the
functions f̄ and ḡ defined by (30), with x(t) = xp(t).
Additionally, using the notation y1(t) = y2(t) = u̇c(t),
and following the reasoning given in (G.2), we get,y(t) =
[y1(t) y2(t)]

T
= h̄(xp(t)) + l̄(xp(t))ω(t), which is the

same as y defined in (7), for t ∈ [sk+1, ak+1), k ∈ N, with
x = xp.
Therefore, system P can be expressed in the form of the
interconnection Σ − ∆, with the functions f̄0, h̄0, f̄ , ḡ,
h̄, and l̄ defined by (30).

H Proof of Lemma 9

(1) For t ∈ [0, s0): As per the definition of ∆s in (27),

we have that (∆sv)(t) = 0,∀t ∈ [0, s0). Therefore,
for all θ ∈ [0, s0), we have Ss (θ, v(θ), (∆sv) (θ)) =
−γ2

sv
T (θ)Rsv(θ), implying that indeed

∫
t

0 Ss (θ, v(θ), (∆sv)(θ))dθ ≤ 0.
(2) For t ∈ [sk, sk+1), k ∈ N: We have that

∫
t
sk
eβ(θ−a0)(∆sv)T (θ)Rs(∆sv)(θ)dθ =

∫
t
sk

√
eβ(θ−a0)(∆sv)T (θ)Rs

√
eβ(θ−a0)(∆sv)(θ)dθ. Since

(∆sv)(sk) = 0, by applying Wirtinger’s inequality [17],
we obtain

∫
t
sk
eβ(θ−a0) (∆sv)T (θ)Rs(∆sv)(θ)dθ

≤ 4(t−sk)
2

π2 ∫
t
sk

d
dθ

(
√
eβ(θ−a0)(∆sv)(θ))

T

Rs
d
dθ

(
√
eβ(θ−a0)(∆sv)(θ))dθ,

(H.1)

with d
dθ

(
√
eβ(θ−a0)(∆sv)(θ)) =

√
eβ(θ−a0) d

dθ
(∆sv)(θ)

+ (∆sv)(θ)β2
√
eβ(θ−a0). As per the definition of ∆s

in (27), we have that (∆sv)(θ) = −∫
θ
sk
v(ψ)dψ,∀θ ∈

[sk, sk+1), k ∈ N, implying that d
dθ

(∆sv)(θ) = −v(θ).
Therefore, d

dθ
(
√
eβ(θ−a0)(∆sv)(θ)) =

√
eβ(θ−a0)(−v(θ) +

β
2
(∆sv)(θ)), implying that

d
dθ

(
√
eβ(θ−a0)(∆sv)T (θ))

T
Rs

d
dθ

(
√
eβ(θ−a0)(∆sv)(θ)) =

eβ(θ−a0) (−v(θ) + β
2
(∆sv)(θ))

T
Rs (−v(θ) + β

2
(∆sv)(θ))

= eβ(θ−a0)(vT (θ)Rsv(θ) − β
2
vT (θ)Rs(∆sv)(θ) −

β
2
(∆sv)T (θ)Rsv(θ)+β

2

4
(∆sv)T (θ)Rs(∆sv)(θ)). Hence,

d
dθ

(
√
eβ(θ−a0)(∆sv)T (θ))

T
Rs

d
dθ

(
√
eβ(θ−a0)(∆sv)(θ))

= eβ(θ−a0)ξ (v(θ), (∆sv)(θ)) ,
(H.2)
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where

ξ (v(θ), (∆sv)(θ)) ∶= (vT (θ)Rsv(θ)
−β

2
vT (θ)Rs(∆sv)(θ) − β

2
(∆sv)T (θ)Rsv(θ)

+β
2

4
(∆sv)T (θ)Rs(∆sv)(θ)) .

(H.3)

Substituting (H.2) into inequality (H.1), we have for all

t ∈ [sk, sk+1), k ∈ N, ∫
t
sk
eβ(θ−a0)(∆sv)T (θ)Rs(∆sv)(θ)dθ

≤ 4h̄2

π2 ∫
t
sk
eβ(θ−a0)ξ (v(θ), (∆sv)(θ))dθ, where we have

used that (t − sk) ≤ h̄ for all t ∈ [sk, sk+1). Now, for
any t ∈ [sk, sk+1), since (∆sv)(t) = 0,∀t < s0 (see (27)),

we can state that ∫
t

0 e
β(θ−a0)(∆sv)T (θ)Rs(∆sv)(θ)dθ =

∫
t
s0
eβ(θ−a0)(∆sv)T (θ)Rs(∆sv)(θ)dθ

= (∑k−1
i=0 ∫

si+1
si

eβ(θ−a0)(∆sv)T (θ)Rs(∆sv)(θ)dθ) +
∫
t
sk
eβ(θ−a0)(∆sv)T (θ)Rs(∆sv)(θ)dθ

≤ 4h̄2

π2 [(∑k−1
i=0 ∫

si+1
si

eβ(θ−a0)ξ (v(θ), (∆sv)(θ))dθ)
+ ∫

t
sk
eβ(θ−a0)ξ (v(θ), (∆sv)(θ))dθ]. Therefore,

∫
t

0 eβ(θ−a0)(∆sv)T (θ)Rs(∆sv)(θ)dθ
≤ 4h̄2

π2 [∫
t
s0
eβ(θ−a0)ξ (v(θ), (∆sv)(θ))dθ] .

(H.4)

Since (∆sv)(t) = 0 for all t < s0, and v(t) ∈ Wmp , using
the definition of ξ (v(θ), (∆sv)(θ)) in (H.3), ∀t ∈ [0, s0),

4h̄2

π2 ∫
s0

0 eβ(θ−a0)ξ (v(θ), (∆sv)(θ))dθ
= 4h̄2

π2 ∫
s0

0 eβ(θ−a0)vT (θ)Rsv(θ)dθ ≥ 0.

(H.5)
Therefore, by adding (H.5) and (H.4), we obtain

∫
t

0 eβ(θ−a0)(∆sv)T (θ)Rs(∆sv)(θ)dθ
≤ γ2

s ∫
t

0 e
β(θ−a0)ξ (v(θ), (∆sv)(θ))dθ,∀t ≥ 0,

(H.6)

with γs = 2h̄
π

. Substituting ξ (v(θ), (∆sv)(θ)) from (H.3)

in (H.6), we arrive at ∫
t

0 Ss (θ, v(θ), (∆sv)(θ))dθ ≤ 0,
where Ss is given by (32).

I Proof of Lemma 10

From the definition of ∆d in (28), we have that

(∆dw)(t) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

0,∀t ∈ [0, a0),
0,∀t ∈ [ak, sk+1), k ∈ N
−∫

sk
sk−1

w(θ)dθ,∀t ∈ [sk, ak), k ∈ N⋆.

(I.1)
(1) For all t ∈ [0, s1): We have (∆dw)(θ) = 0 for all

θ ∈ [0, s1), thereby giving Sd (θ,w(θ), (∆dw)(θ)) =
−eβ(θ−a0)wT (θ)Rdw(θ)dθ ≤ 0,∀θ ∈ [0, s1), which im-

plies ∫
t

0 Sd (θ,w(θ), (∆dw)(θ))dθ ≤ 0,∀t ∈ [0, s1).

(2) For all t ≥ s1: If t ∈ [sk, ak)k∈N⋆ , by virtue of Jensen’s
inequality, and using (I.1), we have that

eβ(t−a0)(∆dw)T (t)Rd (∆dw)(t)
≤ h̄eβ(t−a0) ∫

sk
sk−1

wT (θ)Rdw(θ)dθ,
(I.2)

as here we used that sk − sk+1 ≤ h̄,∀k ∈ N⋆. Let t ∈
[sN , sN+1)N∈N⋆ , which implies that

∫
t
s1
eβ(θ−a0)(∆dw)T (θ)Rd(∆dw)(θ)dθ

= ∑N−1
k=1 (∫

ak
sk

eβ(θ−a0)(∆dw)T (θ)Rd(∆dw)(θ)dθ
+∫

sk+1
ak

eβ(θ−a0)(∆dw)T (θ)Rd(∆dw)(θ)dθ)

+

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

∫
t
sN
eβ(θ−a0)(∆dw)T (θ)Rd(∆dw)(θ)dθ, t ∈ [sN , aN)

∫
aN
sN

eβ(θ−a0)(∆dw)T (θ)Rd(∆dw)(θ)dθ
+∫

t
aN
eβ(θ−a0)(∆dw)T (θ)Rd(∆dw)(θ)dθ,

t ∈ [aN , sN+1).
(I.3)

We know that for t ∈ [ak, sk+1)k∈N, (∆dz)(t) = 0. Addi-
tionally, using the upper bound in (I.2), we have that

∫
t
s1
eβ(θ−a0)(∆dw)T (θ)Rd(∆dw)(θ)dθ

≤ ∑N−1
k=1 (h̄ ∫

ak
sk

eβ(θ−a0) (∫
sk
sk−1

wT (η)Rdw(η)dη)dθ)

+

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

h̄ ∫
t
sN
eβ(θ−a0) (∫

sN
sN−1

wT (η)
Rdw(η)dη)dθ, t ∈ [sN , aN)

h̄ ∫
aN
sN

eβ(θ−a0) (∫
sN
sN−1

wT (η)
Rdw(η)dη)dθ, t ∈ [aN , sN+1).

(I.4)
Next, we simplify each of the integrals present in
the right side of the inequality above. First, consider
the term h̄ ∫

ak
sk

eβ(θ−a0) (∫
sk
sk−1

wT (η)Rdw(η)dη)dθ =
h̄e−βa0 ∫

ak
sk

eβθ (∫
sk
sk−1

wT (η)Rdw(η)dη)dθ. Let θ = sk + s
⇒ dθ = ds. This leads to

h̄ ∫
ak
sk

eβ(θ−a0) (∫
sk
sk−1

wT (η)Rdw(η)dη)dθ
≤ h̄e−βa0 ∫

τ̄
0 eβ(sk+s) (∫

sk
sk−1

wT (η)Rdw(η)dη)ds.
(I.5)

Since s ∈ [0, τ̄] in (I.5), it can be stated that eβ(sk+s) ≤
eβ(sk+τ̄). Hence,
h̄e−βa0 ∫

τ̄
0 eβ(sk+s)(∫

sk
sk−1

wT (η)Rdw(η)dη)ds
≤ h̄eβ(−a0+τ̄) ∫

τ̄
0 eβsk(∫

sk
sk−1

wT (η)Rdw(η)dη)ds
≤ h̄eβ(−a0+τ̄) ∫

τ̄
0 (∫

sk
sk−1

eβskwT (η)Rdw(η)dη)ds. Here,

η ∈ [sk−1, sk], which allows us to make the upper bound-

ing eβsk ≤ eβ(η+h̄), thereby resulting in

h̄ eβ(−a0+τ̄) ∫
τ̄

0 (∫
sk
sk−1

eβskwT (η)Rdw(η)dη)ds
≤ h̄eβ(τ̄+h̄) ∫

τ̄
0 (∫

sk
sk−1

eβ(η−a0)wT (η)Rdw(η)dη)ds
≤ h̄τ̄ eβ(τ̄+h̄) ∫

sk
sk−1

eβ(η−a0)wT (η)Rdw(η)dη.
(I.6)
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Thus, by combining (I.5)-(I.6), we have that

h̄ ∫
ak
sk

eβ(θ−a0) (∫
sk
sk−1

wT (η)Rdw(η)dη)dθ
≤ h̄τ̄ eβ(τ̄+h̄) ∫

sk
sk−1

eβ(η−a0)wT (η)Rdw(η)dη. Substituting

this in (I.4) gives ∫
t
s1
eβ(θ−a0)(∆dw)T (θ)Rd(∆dw)(θ)dθ

≤ ∑N−1
k=1 (h̄τ̄ eβ(τ̄+h̄) ∫

sk
sk−1

eβ(η−a0)wT (η)Rdw(η)dη) +
h̄τ̄ eβ(τ̄+h̄) ∫

sN
sN−1

eβ(η−a0)wT (η)Rdw(η)dη
≤ h̄τ̄ eβ(τ̄+h̄) ∫

sN
s0

eβ(η−a0)wT (η)Rdw(η)dη. Therefore,

∫
t
s1
eβ(θ−a0)(∆dw)T (θ)Rd(∆dw)(θ)dθ
≤ h̄τ̄ eβ(τ̄+h̄) ∫

sN
s0

eβ(η−a0)wT (η)Rdw(η)dη.
(I.7)

Since (∆dw)(t) = 0 for t < s1 (see (28)), we have that

∫
t
s1
eβ(θ−a0)(∆dw)T (θ)Rd(∆dw)(θ)dθ

= ∫
t

0 e
β(θ−a0)(∆dw)T (θ)Rd(∆dw)(θ)dθ. Additionally,

since w ∈ Wmp , we can state eβ(η−a0)wT (η)Rdw(η) ≥
0,∀η ≥ 0, thereby implying that

h̄τ̄ eβ(τ̄+h̄) ∫
sN
s0

eβ(η−a0)wT (η)Rdw(η)dη
≤ h̄τ̄ eβ(τ̄+h̄) ∫

t
0 e

β(η−a0)wT (η)Rdw(η)dη. Consequently,
we can rewrite (I.7) as

∫
t

0 e
β(θ−a0)(∆dw)T (θ)Rd(∆dw)(θ)dθ

≤ h̄τ̄ eβ(τ̄+h̄) ∫
t

0 e
β(η−a0)wT (η)Rdw(η)dη. By rearrang-

ing the terms, we have ∫
t

0 Sd (θ,w(θ), (∆dw)(θ))dθ ≤
0, ∀t ≥ 0, where Sd (θ,w(θ), (∆dw)(θ)) is given by
(34).

J Proof of Theorem 12

Let us recall the linear sampled-data system PL de-
scribed in Section 4.3 by (20). The sampling-induced er-
ror is given by

es(t) = {0,∀t ∈ [0, s0),
Kx(sk) −Kx(t),∀t ∈ [sk, sk+1), k ∈ N,

= (∆s(Kẋ)) (t), where ∆s is given by (27). Similarly,
the delay-induced error is given by

ed(t) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

0,∀t ∈ [0, a0),
0,∀t ∈ [ak−1, sk), k ∈ N⋆,

Kx(sk−1) −Kx(sk),∀t ∈ [sk, ak), k ∈ N⋆,

= (∆d(Kẋ)) (t), where ∆d is given by (28). Addition-
ally, the functions defined in (30) are given by

f̄0(x(t)) = Ax(t), h̄0(x(t)) =
⎡⎢⎢⎢⎢⎣

KAx(t)
KAx(t)

⎤⎥⎥⎥⎥⎦
,

f̄(x(t)) = Āx(t), ḡ(x(t)) = [B B] ,

h̄(x(t)) =
⎡⎢⎢⎢⎢⎣

KĀx(t)
KĀx(t)

⎤⎥⎥⎥⎥⎦
, l̄(x(t)) =

⎡⎢⎢⎢⎢⎣

KB

KB

⎤⎥⎥⎥⎥⎦
.

(J.1)

Let us consider that condition (35) holds. Then, we pro-
ceed to prove that the assumptions introduced in The-
orem 1 will hold for the storage function V (x) = xTPx

and the supply function S ∶ R+×R2n×R2n → R given by

S (t, y(t), ω(t)) = Ss (t, [I 0] y(t), [I 0]ω(t))
+Sd (t, [0 I] y(t), [0 I]ω(t))

= Ss (t, y1(t), es(t)) + Sd (t, y2(t), ed(t))
(J.2)

where Ss and Sd are defined by (32) and (34), respec-
tively, with β = α. Additionally, based on the functions
given in (J.1), we have y1(t) = y2(t) =Kẋ(t). Let us now
show that the assumptions in Theorem 1 are validated.
(1) Satisfying Assumption 1, i.e., (9): By virtue of Lem-

mas 9 and 10, we have that

∫
t

0 Ss (θ, y1(θ), (∆sy1)(θ))dθ ≤ 0, ∀t ≥ 0, and

∫
t

0 Sd (θ, y2(θ), (∆dy2)(θ))dθ ≤ 0, ∀t ≥ 0. Conse-
quently, as per the definition of the supply function in

(J.2), we obtain ∫
t

0 S (θ, y(θ), ω(θ))dθ ≤ 0,∀t ≥ 0.
(2) Satisfying Assumption 2, i.e., (10): With V (x) =
xTPx, P = PT > 0 and x ∈ Rn, we have δmin(P )∥x∥2 ≤
xTPx ≤ δmax(P )∥x∥2, implying Assumption 2 is satis-
fied with q = 2, c1 = δmin(P ) and c2 = δmax(P ).
(3) Satisfying Assumption 3, inequality (11): Consider

the function S (t, y(t), ω(t)) given in (J.2). Then, we
need to prove that −S (t, y(t), ω(t)) ≤ ρV (x(t)) ,∀t ∈
[0, a0). We proceed to prove this inequality by consid-
ering the time intervals [0, s0) and [s0, a0) separately.
For all t ∈ [0, s0): Using the definition of system Σ
in (7), (30), and the operator ∆ defined in (8), (28)

we have that y(t) = h̄0(x(t)) =
⎡⎢⎢⎢⎢⎣

KAx(t)
KAx(t)

⎤⎥⎥⎥⎥⎦
, and

ω(t) =
⎡⎢⎢⎢⎢⎣

es(t)
ed(t)

⎤⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎣

0

0

⎤⎥⎥⎥⎥⎦
,∀t ∈ [0, s0). Hence, for all

t ∈ [0, s0), −S (t, y(t), ω(t)) = −S (t, h̄0(x(t)),0) =
−(Ss (t,KAx(t),0) + Sd (t,KAx(t),0))
= eα(t−a0) (xT (t)(KA)T [γ2

sRs + γdRd] (KA)x(t)).
Therefore,

−S (t, y(t), ω(t)) ≤ ρ1V (x(t)), (J.3)

with

ρ1 =
e−ατ0δmax [(KA)T [γ2

sRs + γdRd] (KA)]
δmin(P ) , (J.4)

where γs = 2h̄
π

and γd = h̄τ̄ eα(h̄+τ̄).

For all t ∈ [s0, a0): From (J.1), we have y(t) =
⎡⎢⎢⎢⎢⎣

y1(t)
y2(t)

⎤⎥⎥⎥⎥⎦
with

y1(t) = y2(t) =KAx(t), (J.5)

and ω(t) =
⎡⎢⎢⎢⎢⎣

es(t)
ed(t)

⎤⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎣

Kx(s0) −Kx(t)
0

⎤⎥⎥⎥⎥⎦
. Since the

system is in open loop for all t ∈ [s0, a0), x(s0) =
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eA(s0−t)x(t). Therefore, we have that

⎡⎢⎢⎢⎢⎣

es(t)
ed(t)

⎤⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣

K [eA(s0−t) − I]x(t)
0

⎤⎥⎥⎥⎥⎦
,∀t ∈ [s0, a0). (J.6)

Now, consider the function Ss defined in (32). Since we
have already shown in Lemma 7 that (∆sy1)(t) = es(t),
we have that

Ss (t, y1(t), (∆sy1)(t)) = Ss (t, y1(t), es(t))

= eα(t−a0)
⎡⎢⎢⎢⎢⎣

y1(t)
es(t)

⎤⎥⎥⎥⎥⎦

T ⎡⎢⎢⎢⎢⎣

−γ2
sRs γ2

s
α
2
Rs

γ2
s
α
2
Rs (1 − γ2

s
α2

4
)Rs

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣

y1(t)
es(t)

⎤⎥⎥⎥⎥⎦
,

(J.7)
and thus, from (J.5) and (J.6), we getSs (t, y1(t), es(t)) =
Ss(t,KAx(t),K [eA(s0−t) − I]x(t)) = xT (t)M(t)x(t),

∀t ∈ [s0, a0), where M(t) = eα(t−a0)
⎡⎢⎢⎢⎢⎣

KA

K [eA(s0−t) − I]

⎤⎥⎥⎥⎥⎦

T

⎡⎢⎢⎢⎢⎣

−γ2
sRs γ2

s
α
2
Rs

γ2
s
α
2
Rs (1 − γ2

s
α2

4
)Rs

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣

KA

K [eA(s0−t) − I]

⎤⎥⎥⎥⎥⎦
. Similarly,

considering the function Sd defined by (34), we have that

Sd (t, y2(t), (∆dy2)(t)) = Sd (t, y2(t), ed(t))

= eα(t−a0)
⎡⎢⎢⎢⎢⎣

y2(t)
ed(t)

⎤⎥⎥⎥⎥⎦

T ⎡⎢⎢⎢⎢⎣

−γdRd 0

0 Rd

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣

y2(t)
ed(t)

⎤⎥⎥⎥⎥⎦
,

(J.8)
and thus, from (J.5) and (J.6), Sd (t, y2(t), ed(t)) =
Sd (t,KAx(t),0) = xT (t)N(t)x(t),∀t ∈ [s0, a0), with

N(t) = −γdeα(t−a0)(KA)TRd(KA). Therefore, we have
the total supply function S satisfying −S (t, y(t), ω(t)) =
−Ss (t, y1(t), es(t))−Sd (t, y2(t), ed(t)) = xT (t)M(t)x(t),
where M(t) = −M(t) − N(t). Hence, for all t ∈ [s0, a0),
we can state that

−S (t, y(t), ω(t)) ≤ ρ2V (x(t)), (J.9)

where

ρ2 =
max

θ∈[s0,a0]
{δmax [M(θ)]}

δmin(P ) . (J.10)

Then, from (J.3) and (J.9), we have −S (t, y(t), ω(t)) ≤
ρV (x(t)),∀t ∈ [0, a0), where ρ = max{ρ1, ρ2} with ρ1

and ρ2 given by (J.4) and (J.10), respectively.
(4) Satisfying Assumption 3, inequality (12): We have

V (x(t)) = x(t)TPx(t) for all t ≥ 0. For all t ∈ [0, a0),
since ẋ(t) = f̄0(x(t)) = Ax(t), it holds that V̇ (x(t)) =
x(t)T [ATP + PA]x(t) ≥ δmin(A

TP+PA)

δmax(P )
V (x(t)).

Therefore, it is clear that inequality (12) is satisfied for

any λ ≤ δmin(A
TP+PA)

δmax(P )
.

(5) Satisfying Assumption 3, inequality (13):

Consider the function W (t) = V̇ (x(t)) + αV (x(t)) −
e−α(t−a0)S(t, y(t), e(t)), defined for all t ≥ a0 with

V (x) = xTPx, and the function S defined by (J.2).
Clearly, the inequality in (13) holds if W (t) ≤ 0, for all
t ≥ a0. Using the definitions of Ss (t, y1(t), es(t)) and
Sd (t, y2(t), ed(t)) in (J.7) and (J.8), respectively, and
from (J.1), since y1(t) = y2(t) = Kẋ(t), for all t ≥ 0, we
have that

S (t, y(t), ω(t)) = eα(t−a0)
⎡⎢⎢⎢⎢⎢⎢⎢⎣

Kẋ(t)
es(t)
ed(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎦

T

Ψ

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Kẋ(t)
es(t)
ed(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎦

, (J.11)

with, Ψ =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

−γ2
sRs − γdRd γ2

s
α
2
Rs 0

γ2
s
α
2
Rs (1 − γ2

s
α2

4
)Rs 0

0 0 Rd

⎤⎥⎥⎥⎥⎥⎥⎥⎦

. From the sys-

tem dynamics defined by (7) and (J.1), we have that
⎡⎢⎢⎢⎢⎢⎢⎢⎣

Kẋ(t)
es(t)
ed(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

KĀ KB KB

0 I 0

0 0 I

⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎣

x(t)
es(t)
ed(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎦

=
⎡⎢⎢⎢⎢⎣

KĀ KB̄

0 I

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎣

x(t)
es(t)
ed(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎦

, with

Ā = A+BK and B̄ = [B B]. Therefore, from (J.11), we

have that S (t, y(t), ω(t)) = eα(t−a0)

⎡⎢⎢⎢⎢⎢⎢⎢⎣

x(t)
es(t)
ed(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎦

T

N

⎡⎢⎢⎢⎢⎢⎢⎢⎣

x(t)
es(t)
ed(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎦

,

where N =
⎡⎢⎢⎢⎢⎣

KĀ KB̄

0 I

⎤⎥⎥⎥⎥⎦

T

Ψ

⎡⎢⎢⎢⎢⎣

KĀ KB̄

0 I

⎤⎥⎥⎥⎥⎦
. Therefore, ∀t ≥

a0, we have that W (t) = V̇ (x(t)) + αV (x(t)) −

e−α(t−a0)S(t, y(t), e(t)) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣

x(t)
es(t)
ed(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎦

T ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎣

ĀTP + PĀ PB PB

BTP 0 0

BTP 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦

+

α

⎡⎢⎢⎢⎢⎢⎢⎢⎣

P 0 0

0 0 0

0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦

−N

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭

⎡⎢⎢⎢⎢⎢⎢⎢⎣

x(t)
es(t)
ed(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

x(t)
es(t)
ed(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎦

T

Γ

⎡⎢⎢⎢⎢⎢⎢⎢⎣

x(t)
es(t)
ed(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎦

,

with Γ =
⎡⎢⎢⎢⎢⎣

ĀTP + PĀ + αP PB̄

B̄TP 0

⎤⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎣

KĀ KB̄

0 I

⎤⎥⎥⎥⎥⎦

T

Φ

⎡⎢⎢⎢⎢⎣

KĀ KB̄

0 I

⎤⎥⎥⎥⎥⎦
,

with Ā = A + BK, B̄ = [B B], and Φ = −Ψ described

in (36). A sufficient condition for W (t) ≤ 0,∀t ≥ a0 is
Γ ≤ 0, and guaranteed by (35). Consequently, we have
proved that the inequality (13) is satisfied.
We have shown that all the assumptions of Theorem 1
hold for V (x) = xTPx and S(t, y(t), ω(t)) defined by
(J.2) and hence, using Theorem 1, system P is expo-
nentially stable with a decay rate greater than or equal
to α/2.
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