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Abstract. We present a parallel unstructured mesh adaptation algorithm based on iterative remeshing

and mesh repartitioning. The algorithm rests on a two-level parallelization scheme allowing to tweak the

mesh group size for remeshing, and on a mesh repartitioning scheme based on interface displacement by

front advancement. The numerical procedure is implemented in the open source ParMmg software pack-

age. It enables the reuse of existing sequential remeshing libraries, a non-intrusive linkage with third-

party solvers, and a tunable exploitation of distributed parallel environments. We show the efficiency of

the approach by comparing interface displacement repartitioning with graph-based repartitioning, and by

showing isotropic weak-scaling tests and preliminary anisotropic tests.

1 INTRODUCTION

Modern computational mechanics solvers nowadays routinely exploit parallel, distributed memory com-

puter architectures. Even if a parallel solver could in principle use a sequential remesher by gathering

the distributed mesh on a single process, due to memory limitations it is not always possible to guarantee

that a large distributed mesh can be gathered on a single computing node. Beside this primary feasibility

consideration, sequential remeshing in a parallel simulation also represents a significant performance

bottleneck [1]. Parallel remeshing is thus becoming increasingly demanded.

Among the many previous works on parallel remeshing (for example [2] [3] [4] [5] [6] [7] [8] [9]), a

broad classification can be made into methods that aim at parallelizing the remeshing kernel itself, and

methods that aim at employing a sequential remeshing kernel in a parallel framework by leveraging a

parallel repartitioning phase. We have opted for a modular approach by adopting an iterative remeshing-

repartitioning scheme that does not modify the adaptation kernel [9], allowing the reuse of an existing

sequential remeshing kernel. Our method is implemented into the parallel ParMmg application and li-

brary [10], built on top of the sequential Mmg3d remesher [11] for tetrahedral mesh adaptation. Both

software are free and open source.

The rest of this paper is organized as follows. Section 2 briefly recalls the parallelization algorithm, which

is detailed in [12]. Section 3 discusses the parallel performances at the current level of implementation,

while section 4 sums up our observations and future research lines.
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2 METHOD

As described in depth in [12], at each iteration of the parallel algorithm the sequential remeshing kernel

is applied on the interior partition on each process, while maintaining fixed (non-adapted) parallel inter-

faces. Then the adapted mesh is repartitioned in order to move the non-adapted frontiers to the interior

of the partitions at the next iteration, thus eliminating the presence of non-adapted zones as the iterations

progress. Although the repartitioning step can be accomplished through standard mesh partitioning li-

braries, differently from [9] we have explored the usage of a direct parallel interface displacement method

(or diffusion algorithm) to explicitly prioritize interface displacement over load balancing.

3 PARALLEL PERFORMANCE ASSESSMENT

We show the performances of the parallel algorithm on two academic edge sizemaps, by means of a weak

scaling and a strong scaling test. Both the weak and strong scaling tests have been performed with the

release v1.3.0 of ParMmg[10].

3.1 Weak scaling

A weak scaling test is shown in table 1. A sphere of radius 10 is uniformly refined while keeping the

workload of each process as constant as possible as the number of processes is increased. The test is

performed on the bora nodes of the PlaFRIM cluster1. The weak scaling performances are shown in

figure 1a. The slow increase in the time spent in the repartitioning and redistribution phase still leaves

space for some implementation optimization. Anyway, a major improvement is visible with respect to

the preliminary results shown in [12], where a significant performance degradation was present on more

than 64 cores. This improvement is due to an algorithmic optimization concerning the pre-computation

of the pair of processes interacting in the communication phase, which replaces a direct probing on the

presence of data to exchange whose cost grew quadratically.

3.2 Strong scaling

A strong scaling test is performed with an isotropic sizemap h describing a double Archimedean spiral

h(x,y) = min(1.6+ |ρ−aθ1|+0.005,1.6+ |ρ+aθ2|+0.0125) (1)

with
θ1 = φ+π

(

1+floor
( ρ

2πa

))

θ2 = φ−π
(

1+floor
( ρ

2πa

)) (2)

and φ = atan2(y,x), ρ = s
√

x2 + y2, a = 0.6, s = 0.5, into a sphere of radius 10 with uniform unit edge

length. The surfacic adaptation and a volumic cut of the adapted meshes on 1 and 1024 processes

are shown in figure 2. The resulting edge length statistics are shown in table 2. The strong scaling

performances are shown in logarithmic scale in figure 1b, where the speedup Sp over p processes is

1Supported by Inria, CNRS (LABRI and IMB), Université de Bordeaux, Bordeaux INP and Conseil Régional d’Aquitaine

(see https://www.plafrim.fr/)
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p nin
v /p nout

v /p nout
v /nin

v nout
v nin

e /p nout
e /p nout

e /nin
e nout

e

2 3625 1293637 356.81 2587274 18876 7780974 412.21 15561948

4 3467 1341637 386.88 5366549 18798 8072081 429.39 32288325

8 3346 1380055 412.38 11040444 18666 8306084 444.98 66448675

16 3264 1412516 432.66 22600269 18599 8503695 457.2 136059129

32 3190 1437267 450.46 45992552 18557 8654569 466.36 276946210

64 3214 1431186 445.2 91595935 18625 8619098 462.75 551622317

128 3215 1444674 449.31 184918370 18878 8701524 460.91 1113795077

256 3345 1468905 439.01 376039759 19705 8848464 449.03 2265206835

512 3375 1446532 428.52 740624790 19998 8714450 435.74 4461798709

1024 3335 1449215 434.54 1483996788 19821 8731162 440.49 8940710661

Table 1: Mesh statistics for the ParMmg weak scaling test. Number of vertices nv and tetrahedra ne in

input and output using p processors.

p N(0,0.3] N(0.3,0.6] N(0.6,0.7] N(0.71,0.9] N(0.9,1.3] N(1.3,1.41] N(1.41,2] N(2,5] N>5

1 1.34 % 35.34 % 16.89 % 25.49 % 20.15 % 0.63 % 0.16 % 0 0

2 1.14 % 34.87 % 16.97 % 25.79 % 20.45 % 0.63 % 0.15 % 0 0

4 1.04 % 34.20 % 17.03 % 26.08 % 20.85 % 0.64 % 0.16 % 0 0

8 0.98 % 33.66 % 17.06 % 26.30 % 21.18 % 0.66 % 0.16 % 0 0

16 1.07 % 32.41 % 17.06 % 26.78 % 21.84 % 0.68 % 0.16 % 0 0

32 0.91 % 30.78 % 17.29 % 27.59 % 22.57 % 0.70 % 0.16 % 0 0

64 0.93 % 30.22 % 17.20 % 27.76 % 23.01 % 0.72 % 0.17 % 0 0

128 0.88 % 29.48 % 17.20 % 28.06 % 23.48 % 0.73 % 0.17 % < 0.01 % 0

256 0.70 % 27.63 % 17.20 % 28.84 % 24.67 % 0.77 % 0.18 % < 0.01 % < 0.01 %

512 0.66 % 27.19 % 17.14 % 28.96 % 25.04 % 0.80 % 0.20 % < 0.01 % < 0.01 %

1024 0.69 % 26.14 % 16.91 % 29.03 % 25.99 % 0.92 % 0.30 % 0.02 % < 0.01 %

Table 2: Mesh statistics for the ParMmg strong scaling test. Percentage of edges N(a,b] whose length in

the assigned metrics falls in the interval lM ∈ (a,b], for each simulation on p processors.

defined as the ratio between the wall time on 1 process and the wall time on p processes

Sp =
T1

Tp

(3)

except for the speedup of the redistribution part of the program, which is defined with respect to the

redistribution time on 2 processes instead of 1 (as there is no redistribution on 1 process). As the number

of interfaces increases with the number of processes, it can be noticed both in table 2 and in figure 1b that

there is still a trend for a more pronounced propagation of large edge sizes from the fixed interfaces as

the number of processes increases, as well as a performance reduction in the redistribution phase. These

issues are the subject of current improvement efforts.
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(a) Weak scaling performances for the uniform refinement of a sphere.
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(b) Strong scaling performances for the double Archimedean spiral in a sphere.

Figure 1: Weak and strong scaling performances of ParMmg for two different tests.
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(a) Surface adaptation on 1 process. (b) Surface adaptation on 1024 processes.

(c) Volume adaptation on 1 process. (d) Volume adaptation on 1024 processes

Figure 2: Examples of adaptation to the double Archimedean spiral on 1 and 1024 processes.
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3.3 Extension to anisotropic metrics

As already shown in [12], the application to anisotropic metrics can suffer from a more serious size

diffusion effect than the one shown in the previous section, if specific precautions are not taken when

dealing with the metric specification on parallel interfaces. This is the subject of current studies.

4 CONCLUSIONS

We have shown a performance assessment of a parallel remeshing algorithm for unstructured meshes

based on iterative remeshing-repartitioning first described in [12]. Parallel iterations are performed by

alternating remeshing on interior process partitions, with fixed parallel interfaces, to mesh repartition-

ing aiming at moving previous interfaces on the interior of the next partitions to be remeshed. A key

point for the choice of this specific parallelization strategy rests in software modularity, since building a

parallelization framework on top of an existing sequential remeshing kernel allows the parallel software

application to benefit from the continuous development of its sequential kernel. Modularity also applies

to the choice of the mesh repartitioning strategy, since it is independent from the internal mechanics of

the remeshing kernel. While weak scaling results show that meshes of billions of tetrahedra are easily

achievable through the current framework, they also show that care needs to be taken in the design of

the parallel redistribution phase, as more data and more processes are involved in the communication

phase. Strong scaling results show that the parallel application exhibits an overhead with respect to its

sequential counterpart, due to the fact that several remeshing iterations are performed. Although this

overhead is quickly catched up as the number of processes increases, it has to be kept in mind when the

coupling with an external solver is envisaged, as its relative weight on overall performances can depend

on the performances of the external solver itself, on the target mesh size, and on the parallel communi-

cator size. Future research lines involve further improvement of the scalability of the mesh redistribution

phase, which could be achieved by further optimizing the software implementation of the parallel com-

munication, as well as the reduction of the parallel overhead, which could be achieved by optimizing

the number of iterations or the interface displacement phase. Future developments also concern the full

support of non-smooth boundary surfaces and anisotropic metrics.
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