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Figure 1: Our method computes an incompressible force �eld to guide a smoke simulation, such that densities match a user-de�ned keyframe
(pre-de�ned hand shape). The proposed reduced representation of the force �eld optimization uses vector potentials and progressive spectral
�ltering masks, enabling smooth transitions between the underlying physical phenomena and close matching with the target.

Abstract
Fluid control often uses optimization of control forces that are added to a simulation at each time step, such that the �nal
animation matches a single or multiple target density keyframes provided by an artist. The optimization problem is strongly
under-constrained with a high-dimensional parameter space, and �nding optimal solutions is challenging, especially for higher
resolution simulations. In this paper, we propose two novel ideas that jointly tackle the lack of constraints and high dimen-
sionality of the parameter space. We �rst consider the fact that optimized forces are allowed to have divergent modes during
the optimization process. These divergent modes are not entirely projected out by the pressure solver step, manifesting as un-
physical smoke sources that are explored by the optimizer to match a desired target. Thus, we reduce the space of the possible
forces to the family of strictly divergence-free velocity �elds, by optimizing directly for a vector potential. We synergistically
combine this with a smoothness regularization based on a spectral decomposition of control force �elds. Our method enforces
lower frequencies of the force �elds to be optimized �rst by �ltering force frequencies in the Fourier domain. The mask-growing
strategy is inspired by Kolmogorov's theory about scales of turbulence. We demonstrate improved results for 2D and 3D �uid
control especially in higher-resolution settings, while eliminating the need for manual parameter tuning. We showcase various
applications of our method, where the user effectively creates or edits smoke simulations.

CCS Concepts
• Computing methodologies! Physical simulation;

1. Introduction

Fluid phenomena are ubiquitous, and their depiction in virtual en-
vironments is generally performed by evaluating the classical �uid
equations of motion. As such, controlling automatically animated

�ow structures becomes an important tool in effects production:
�ow features have to be precisely modi�ed to convey a dramatic
effect or to aesthetically compose a shot. In production settings, the
majority of �uid control tools and techniques are based on manual
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and time-intensive adjustment of parameters and initial conditions.
This tends to be non-optimal as it includes multiple trial-and-error
iterations to �nd a good set of techniques and parameters that do
not compromise the natural motion.

Thus, several methods aim to control �uid simulations by adding
a set of forces at each time step, in an attempt to guide the �uid to-
wards a speci�ed objective. Differentiable �ow solvers [TMPS03]
and its popular adjoint method [MTPS04] extension, guide �uids
by computing derivatives of the objective in terms of target den-
sity keyframes with respect to control parameters. These works in-
spired many modern �uid control optimization approaches. Varia-
tional dual grid approaches [NCZ� 09], improving liquids optimiza-
tions [RTWT12], and the reformulation of the problem as a con-
strained optimization [IEGT17, PM17b] are different incarnations
of the adjoint method in a differentiable setup.

However, actually implementing optimization-based control
comes with challenges. Under-constrained objectives create tran-
sitions that are often unpleasant to the eye: as the animation pro-
gresses, structures may disappear or suddenly merge into the de-
signed objective. Additionally, the dimension of the space of input
controls coupled with expensive non-linear Navier-Stokes solvers
still render the computational time of these methods impractically
slow. Given that the gold standard for �uid control is to seam-
lessly bridge the gap between simulated �uid phenomena and ar-
tistically modi�ed keyframes with affordable performance costs,
current methods can still be improved.

Our work revisits this long-standing problem of �uid control
when employing adjoint-based methods, in an attempt to overcome
inherent limitations of previous work in terms of required param-
eter tuning, transition artifacts, and optimization performance. The
core idea - simple, yet powerful - is to reduce the space of forces,
and hence can be seen as a model reduction technique on control
parameters. While it seems paradoxical that reducing the number of
control variables enhances the quality and the visual aspect of ob-
tained results, we empirically show that this is actually the case for
�uid control. Our �rst insight relies on the fact that standard con-
trol methods allow the optimized forces to have divergent modes
during the optimization process. These divergent modes are not en-
tirely removed by the pressure solver step, manifesting as unphys-
ical smoke sinks that can be explored by the optimizer to match a
desired target. Thus, we reduce the space of the possible forces to
the family of strictly divergence-free velocity �elds by optimizing
directly for a vector potential, which is discretely incompressible.

Our second insight is that at the beginning of the optimization,
the optimizer struggles with the high frequency bands of the control
force �eld. We hypothesize that due to the non-linear nature of the
underlying equations, forces optimized locally will cascade down
to turbulent structures as the simulation advances, especially in
higher resolution scenarios. Hence, the optimization wastes compu-
tational cycles trying to revert back small structures by adding even
�ner structures, until it gets stuck on local minima. These high-
frequency force �elds produce structural deterioration that mani-
fests into uncanny turbulent motion that does not resemble the natu-
ral phenomena. To tackle this issue, we propose a policy of �rst pri-
oritizing the convergence of lower frequencies (bigger structures)
of the force �eld. While this effectively reduces the search space in

the beginning of the optimization, it can progressively converge to
more intricate high-frequency patterns by adding more force �eld
frequencies as the optimization progresses. Our policy could be em-
bodied in many ways - our implementation speci�cally realizes this
as relocating forces from the spatial to the Fourier domain, this way
enabling the selection of speci�c bands in a way that mimics the
natural Kolmogorov scale.

We synergistically combine these two space reduction tech-
niques to obtain a novel and ef�cient method for �uid control,
which substantially improves the quality of keyframe matching
compared to previous approaches. We evaluate our method using
various 2D and 3D examples and demonstrate the distinct advan-
tage of our approach particularly for higher-resolution simulations.

2. Related Work

Unconstrained Optimizationmethods ef�ciently optimize general
differentiable functions of the form

min
x å wi fi(x); (1)

where x are the input variables, arefi objective functions with
wi correspondent weights. Unconstrained optimization is applied
to a plethora of modern graphics applications ranging from mesh
deformation [SCOL� 04, SA07] and editing [BDS� 12] to physics
solvers [MTGG11, BML� 14] and rendering [LADL18]. Gradient
descent methods [Nes83, KB14] ef�ciently solve convex uncon-
strained optimized problems by computing the change of input
parameters, which will locally minimize the target function the
most. These methods are also widely used to train deep convolu-
tional neural networks [KSH17], while working surprisingly well
for non-convex functions. However, gradient-descent optimization
might be inef�cient, or even impracticable, when the Hessian is ill-
conditioned. Thus, Quasi-Newton methods [FP63] approximate the
Hessian matrix to compute accurate update directions. Among Hes-
sian approximation approaches, the L-BFGS [ZBLN97] is a pop-
ular algorithm and it is widely used in several graphics applica-
tions [MTPS04,LBK17].

Constrained Optimizationmethods optimize objective functions
of the form

min
x å wi fi(x); s.t.Ax = b; (2)

in which we only consider linear constraints, since convex non-
linear constraints can be incorporated by the use of indica-
tor functions [FZB19]. Common methods to solve Equation (2)
are the Alternating Direction Method of Multipliers (ADMM)
[Boy10, ZPOD19], Douglas-Rachford Splitting [HH16, FZB19],
Lagrange Multipliers [NCZ� 09, TNGF15] and the Augmented
Lagrangian Method [NSO12, ZZ18]. In graphics, ADMM has
been employed to varies problems including geometry process-
ing [BTP13, NVT� 14], physics simulation [OBLN17] and con-
trol [GITH14,PM17b].

2.1. Controlling Fluid Simulations

Unconstrained Optimization for Fluids.Gradient descent algo-
rithms require that the physics solver and all the components in-
volved on the target optimized function to be at least �rst-order
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differentiable. Computing derivatives with respect to model equa-
tions would produce a mismatch between the optimization and the
advancement of the simulation states [PSE� 00]; thus Treuille et
al. [TMPS03] computed analytic derivatives relative to a �uid simu-
lator. Their approach was the �rst to employ a non-linear optimiza-
tion scheme to enable matching of target density keyframes by the
use of control forces. Additionally, the authors coupled a L-BFGS
algorithm with adaptive blurring kernels to improve convergence
and reduce �at areas of the objective function. However, since the
derivatives are computed in aforward-pass, each derivative com-
putation of input forces requires a full solver evaluation, restricting
the approach to very few control parameters.

Macnamara et al. [MTPS04] noticed that forward-pass deriva-
tives could be computed in a dual-way (backward-pass) by the
adjoint method, requiring only one solver evaluation for comput-
ing all necessary derivatives. The adjoint method was also em-
ployed to control liquids from sketches [PHT� 13], where a non-
linear Least Squares Levenberg-Marquardt solver is used employ-
ing a reduced set of control forces de�ned similarly as in Treuille et
al. [TMPS03]. However, the adjoint method explicitly stores inter-
mediate differentiable operations states, which might induce pro-
hibitively expensive memory requirements for high-resolution sim-
ulations. Unconstrained optimization was also employed for an-
imating pre-computed liquid sequences [RWTT14], interpolation
between velocity �elds from distinct simulations [SDN18], and op-
timizing graph-cuts for �uid carving [FEHM19].

Constrained Optimization for Fluids.Modern �uid control em-
ploys constrained optimizations by formulating the pressure pro-
jection step as a linear constraint to enforce incompressibility.
Nielsen et al. [NCZ� 09] was the �rst to explore this to guide
high-resolution �ows to match simulations from coarser resolu-
tions. The proposed variational guiding does not require a non-
linear optimization solve, since the control is embedded directly on
the pressure projection step. This approach was further extended
for better performance and memory consumption [NC10], sup-
porting liquids guide-shapes and meshes [NB11, RTWT12], and
manipulation of Lagrangian Coherent Structures [YCZ11]. Con-
strained control was also employed to recover �uid velocity and
density �elds from images [GITH14,EHT18], improving optimiza-
tion ef�ciency [IEGT17, PM17b], interpolating liquids and smoke
by space-time deformations [Thu16], improving boundary condi-
tions handling [IEGT17], and video-guided parameter transfer for
viscous �uids [TL19].

Feature-based Control.Beyond standard �uid control, some
approaches rely on controlling �uids through feature manipula-
tion. Ren et al. [RLL� 13] modulate spectral information of �ow
�elds by employing a Hilberg-Huang transform. Their approach
allows incorporation of different smoke styles by suppressing or
enhancing �uid frequencies. A library of 2-D liquid sketches
was matched with artist inputs to artistically manipulate breaking
waves [MMS04], while �uid sculpting of pre-computed simula-
tions was computed interactively by matching space-time features
[MVW � 16]. Approaches based on vorticity formulations were em-
ployed to allow controlling features such as vortex �laments and
rings [ANSN06, WP10]. Sato et al. [SDKN18] enhanced low res-
olution simulations with turbulence features extracted from high-

resolution ones, while a transport-based neural style transfer ex-
tended this method for arbitrary image-based artistic manipula-
tion [KAGS19].

Optimization-free Control.Alternative to full optimization, sim-
pler approaches approximate forcing functions by evaluating guid-
ing equations that are computed explicitly at each time-step, requir-
ing little or no internal iterations. While these algorithms are pop-
ular due to their ef�ciency when compared with full optimization
schemes, they do not guarantee that target shapes will be matched,
hence the optimality of the solution is neglected. Fattal and Lichin-
ski [FL04] derive forcing functions that are computed with closed
form solutions to match user speci�ed keyframes. Similar ap-
proaches were used to guide smoke by signed distance functions
[SY05a, SDE05, YLYJ13], geometric potentials [HK04] and ra-
dial basis functions [PCS04], controlling liquids [REN� 04,SY05b,
TKPR09], matching high resolution simulations to lower resolu-
tion ones [HMK11], path [KMT06] and particle-based smoke con-
trol [MM13], and deforming simulations by warped grids [PM17a].

Differentiable Physics with Deep Learning.Differentiable
physics solvers have recently been integrated into deep learning
pipelines to make use of the automatic differentiation. Schenk
and Fox [SF18] implemented a differentiable version of position-
based �uids to enable robots to interact with liquids, and differ-
entiable PDE solvers were used in conjunction with a hierarchi-
cal predictor-corrector scheme for 2D grid-based �uid problems
[HTK20]. Differentiable solvers were also applied to rigid body
mechanics [dABPSA� 18, DHDw19], cloth [LLK19] and multiple
materials [HAL� 20].

3. Force-based �uid control

Fluid control in computer graphics aims to output a physically plau-
sible �uid simulation given a set of user-friendly target parameters,
matching as closely as possible a desired artistic intent. Our method
restricts its discussion to simulations of incompressible smoke. We
notice, however, that the analysis presented here is also viable for
a broader set of �uid setups, including viscous and liquid sim-
ulations. We follow previous work [TMPS03, MTPS04] and use
a sparse set of density keyframes as the primary control tool for
artists. More speci�cally, we aim at �nding a set of forcesf, which
control the Navier-Stokes equations

¶u
¶t

+ ( u � r ) u = �
1
r

r p+ f; (3)

r � u = 0; (4)

whereu and p are the �uid velocity and pressure �elds. We omit
viscosity terms due to the inherent dissipation of velocity-pressure
fractional stepping methods [ETK� 07, MCP� 09]. At the end of a
time-step, smoke densitiesr are passively advected by �uid veloc-
ities by ¶r

¶t = � u � r r .

We de�ne the set of discrete forces over the interval[i; j ] as
f j
i =

�
f i ; f i+ 1; : : : ; f j � 1; f j

	
. Allowing the force �elds to vary while

all other simulation variables are evaluated solely by Equation (3),
the density at timet can be written as ar t = f (ft0). Hence, the
unconstrained optimization problem for matching a set of user-
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speci�ed keyframesr �
k is formulated as

f� = argmin
f

å
k2 K

kg(f (fk0)) � g(r �
k )k2

2; (5)

where K is the set of keyframe numbers, andg is an objective pro-
cessing function that can aid convergence in �at regions of the en-
ergy landscape (i.e., blurring) and/or select certain regions of the
objective to be matched (i.e., masking). Although the objective of
Equation (5) is apparently quadratic, forces vary non-linearly due
to the velocity transport term of Equation (3). The solution of this
full optimization can be separated by decoupling the force �elds
over time. Pan et al. [PM17b] subdivided this problem into two
constrained but independent optimizations. The authors can then
explore the quadratic nature of the density matching objective, us-
ing a �xed-point iteration for higher ef�ciency.

The objective of Equation (5) is only sparsely de�ned in terms
of input keyframes. Thus, the optimization problem becomes
strongly under-constrained. This negatively in�uences generated
in-between density �elds, since they can arbitrarily vary and po-
tentially produce non-physical results. The Tikhonov regularization
term [GITH14] favors minimally energetic �ows, while a total vari-
ation (TV) regularizer enforces continuity inside the �uid domain.
These two regularization terms are commonly added by previous
methods to the density matching objective, yielding

f� = argmin
f

å
k2 K

kg(f (fk0)) � g(r �
k )k2

2 + a
1
2

(fk0)T fk0 + bjjr fk0jj 2
2:

(6)

128�6,�Ú= 0

128�6,�Ú= 10

256�6,�Ú= 10

Keyframe 31 Frame 43 Keyframe 51 ForceTarget 51

Figure 2: Benchmark test using the baseline adjoint method
[MTPS04] applied to auniform forceexample for different resolu-
tions (rows) using 3 keyframes as targets. The resulting force �eld
is shown on the right.

These regularization terms were successfully employed by sev-
eral works [GITH14, EHT18]. However, one often overlooked as-
pect of Equation (6) is that �nding proper weights (a andb) heavily
biases the �nal solution, potentially inducing the convergence of the
solution to a local minimum. To benchmark this full optimization
problem, we devise a simple testing case with a directional (left

to right) force that is constant in time applied to the velocity �eld.
Hence, we �x the optimization variable to be a single force �eld
fT0 = f fgtg that does not vary in time, but can freely vary in space
and is integrated to a 2D rising plume simulation. A gradient-based
L-BFGS algorithm is employed to optimize forces with the same
spatial dimensionality as the velocity �eld. This approach corre-
sponds to the adjoint method implemented in [MTPS04].

Figure 2 shows the results of optimizing Equation (6) for three
target keyframes with varying resolutions and smoothness weights.
Our analysis excluded the Tikinov regularization (a = 0), since it
has a smaller effect than the TV regularization. The �rst row shows
the converged result of the unweighted optimization (b = 0). Notice
that while the objective was roughly matched at frames 31 and 51,
the computed in-between (frame 43) suffers from unnatural motion.
We empirically found that settingb = 10 effectively improves the
quality of the results (second row). However, using this same reg-
ularization weight for a higher resolution simulation (2562, third
row) proved itself ineffective.

Relative Objective Value

Runtime (min)

1.0

0.8

0.6

0.4

0.2

0.0
0 200 400 600

By analyzing the convergence of the
objective function (inset plot), we con-
clude that the regularization weight op-
tion for the 2562 resolution converged
to a local minimum. This happens since
the gradient-based optimization gets
stuck in a solution visually far away
from the target density objective, and is
unable to further substantially decrease
the objective function due to �at re-
gions on the energy landscape. Another factor that plays a role
to the convergence is the processing functiong. Varying degrees
of Gaussian blur [TMPS03,MTPS04, IEGT17] and Gaussian pyra-
mids [PM17b] have been used to aid the convergence. However,
the selection of parameters used for blurring in these methods is
still performed experimentally by the end user. The optimization
of these parameters renders the optimization ineffective, since op-
timizing forces in this simple setup in 2D may take several hours.

4. Reduced-space forces for �uid control

As discussed in the previous section, �uid control methods suffer
from the curse of dimensionality: the under-constrained nature of
keyframe matching objective functions combined with the high-
dimensionality of the force �eld pose challenges for �nding optimal
solutions. To remedy that, previous approaches conveniently wrote
force �elds in reduced parameter spaces, using a mapping function
f = f (p), wherep is a set of reduced parameters, to calculate forces
on the spatial domain. For example, Treuille et al. [TMPS03] used
Gaussian kernels to de�ne a sparse set of wind and vortex forces
that have smooth representation on the spatial domain. While these
methods make the optimization more ef�cient, they trade-off accu-
racy for speed, since the optimality of the solution might be com-
promised by reducing the space of control forces indiscriminately.
Additionally, adopting Gaussian kernels will involve the careful
tuning of another set of parameters, which will further hinder the
controllability of the method.

We propose two novel ideas that jointly tackle the lack of con-
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straints and the high-dimensionality of force �elds. Firstly, we no-
ticed that divergent modes on force �elds are (mostly) projected out
by the incompressibility step. However, the optimization process is
still able to create divergent forces that pass through the discrete
pressure projection, manifesting as spurious sinks for intermediate
density �elds. This is a valid strategy found by the optimizer to
match exactly the target keyframe, but it may lead to sub-optimal
convergency. Thus, we propose to reduce the space of forces to the
ones that are strictly divergence-free (up to discretization accuracy)
by computing a mapping function asf = r � y , wherey is a vec-
tor potential function. This minimizes sinks on density in-betweens
and leads to a physically plausible motion (Section 4.1).

Secondly, ensuring smooth solutions is paramount for generating
pleasant and natural transitions between the underlying physical
phenomena and the target keyframes. Thus, we propose a smooth-
ness regularizer, in which lower frequencies of the force �eld are
optimized �rst. We take inspiration from successful optimization
of highly non-convex functions in Convolutional Neural Networks
(CNNs), where �rst the lower frequencies of the error are approxi-
mated. Our optimizer is tailored to automatically detect when con-
vergency becomes stale for a certain frequency band, increasing
the number of included bands on the optimization to further reduce
the approximation error. We will detail our spectrally-aware force
�eld decomposition in Section 4.2. These two space reduction tech-
niques combine synergistically to create density animations with
higher quality than previous methods (Section 5).

4.1. Strictly Incompressible Force Fields

It is straightforward to replace the optimization variablesf of Equa-
tion (6) by the vector potentialy , which will generate strictly in-
compressible divergence-free force �eldsf = r � y . We highlight
that contrary to our strict divergence-free forces, divergent modes
on force �elds can still be explored by the optimizer. This happens
since the pressure projection is discrete and has a limited accuracy,
and increasing the residual accuracy of a conjugate gradient solver
would induce additional overhead on the already expensive opti-
mization pipeline. Thus, high divergence modes on optimized force
�elds can still pass through the projection step and create sinks, as
shown for the 3D example in Figure 14.

While the curl operator is known to have a null-space in
3D which can be removed with a Couloumb gauge [ATW15] or
a tree-cotree [AR90] regularization, we did not notice problems re-
lated to reduced convergence. We observed that these null-spaces
are ignored by gradient-based optimizers: changes in the null-space
direction yield the same underlying vector potential, which does not
change the objective function. We notice that a tree-cotree regular-
ization could potentially make the convergence of our vector po-
tentials a bit faster, since the regularization removes about a third
of the total optimized variables.

We show in Figure 3 how regularization affects results when op-
timizing Equation (6) with strictly incompressible 2D force �eld
results. A higher smoothness weight is needed for the incompress-
ible force �eld when compared to the baseline adjoint method (Fig-
ure 2). This happens because stream functions in 2D are inher-
ently smoother than their velocity �eld counterparts. In Figure 15

we compare the strictly incompressible approach with the baseline
adjoint method. The unconstrained force �eld creates sinks for in-
between densities, which facilitates the convergence to the desired
keyframe, at the cost of producing unnatural smoke transitions.
These sinks are minimized for strictly incompressible forces.

4.2. Spectral Regularization of Force Fields

Finding a good balance between the target objective function and
the smoothness regularization has proven to be a dif�cult task.
Large weights tend to not converge to the desired target, while
small ones might get stuck in local minima. We observed that the
impact of the smoothness regularizer - and thus, the intricacy of
tuning its weight - increases with the resolution. This could be ex-
plained by Kolmogorov's cascade theory [Ric22], which states that
the �uids energy at low frequencies (big vortices) will cascade to
higher frequencies (smaller vortices). Thus, forces added at the be-
ginning of the simulation will evolve into smaller vortices as the
simulation progresses, which yields a chaotic objective landscape
that can be contaminated with high frequency information. This
cascading effect is more pronounced in higher resolution grids,
since they can model more frequency bands.

This observation motivates a spectral decomposition of force
�elds, where lower frequencies of the solution are optimized �rst
by �ltering forces in the Fourier domain. Once the low frequencies
converge under a certain threshold, the number of covered spectral
bands is increased by expanding a �lter maskM . It is not nec-
essary to compute a Fourier transform of the original force �eld,
since one can directly optimize for the Fourier coef�cients by sim-
ply applying inverse transformy = F � 1(Y ) and optimizing forY .
Combining the strictly divergence-free vector potentials with the
spectral force decomposition, our method proposes the following
optimization:

Y � = argmin
Y

å
k2 K

kg(f (r � (F � 1(Y � M )) � g(r �
k )k2

2: (7)

Notice that the above equation has no regularization terms,
avoiding the reliance on manually optimized weighting (a;b in
Equation (6)). The only parameter is the maskM , since it controls
which frequencies are optimized at a given optimization phase. We
propose to grow the mask when the optimization has reached a
given tolerance, i.e., , whenjL i+ 1(Y ) � L i(Y )j=L i(Y ) < t , where
L i is the objective function value at iterationi and t is a user-
de�ned threshold.

b = 0 b = 5 b = 1000 b = 100000 Target

Figure 3: Vector potential results illustrating how the weight of TV
regularization affects the optimization result.
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4.2.1. Kolmogorov-inspired Priors

There are several strategies to grow the maskM once it satis�es a
de�ned threshold. For example, its size could grow as a polynomial
or exponential function. We chose a physically-inspired exponen-
tial mask-growing strategy based on Kolmogorov theory [FK95].
The Kolmogorov theory describes how vortex energy cascades to
smaller scales, down to frequencies that are dominated by dissipa-
tion. For a given wavenumberk within the inertial subrange, the
energy spectrum of turbulenceE(k) gives the amount of turbulence
kinetic energy in an in�nitesimal neighborhood aroundk as

E(k) = Ce2=3k� 5=3; (8)

whereC is the Kolmogorov constant, ande is the dissipation rate.
Turbulence synthesis methods [SF93,KTJG08] commonly employ
Kolmogorov theory to control the energy spectrum of smoke simu-
lations. The total energy of the frequency bands above wavenumber
k is given by integrating Equation (9):

E(k > k0) =
Z 1

k0

Ce2=3k� 5=3 dk =
2
3

Ce2=3k� 2=3
0 : (9)

Let us assume now that the inertial subrange starts at a wavenum-
berk0, and we want to split the frequency domain in two parts, each
of these having the same total energy. Then, the splitting wavenum-
berk1 veri�es thatE(k > k0) = 2E(k > k1), and from Equation (9)
we obtaink1 = 23=2k0. This splitting is applied recursively to obtain
a series of frequencies that can ideally �lter forces as:

kn = 23n=2k0: (10)

Our �lters are designed to be ideal low-pass �lters in the Fourier
frequency domain, which enables �ne-grained control on the fre-
quency cutoff. In this way, the maskM suppresses all forces in
the frequency domainY whoseL1 norm is above the cutoff wave-
numberkn

M =

(
1; if kYk1 � kn;

0; otherwise:
(11)

which generates the rectangular mask shape shown in Figure 4.k0 =
1 is chosen for our experiments. We notice that ideal band-pass �l-
ters might induce ringing artifacts. However, this seemed to not be
an issue for the several examples in which we tested our approach
(Section 5).

�‘ 
Ù

�‘ 
Ú

�‘ 
Û

�‘ 
Ü

�‘ 
Ý

Figure 4: Schematic mask growing strategy

5. Results

We designed several experiments to compare our results with pre-
vious work and explore several smoke editing applications. Our
method can handle multiple keyframes as input, and the presented

results use between 1 and 6 keyframes For many of the pre-
sented results, we de�ne theBaselineto be the adjoint method
[MTPS04] (Equation (5)), andBaseline w/TV the adjoint method
with smoothness regularization (Equation (6)) andours as the
Kolmogorov-inspired mask growing method with strictly diver-
gence free force �elds (Equation (7)). The work of [PM17b] pro-
vides a method that is complementary to ours, since it splits the
solution into two objectives that are not equivalent to directly op-
timizing for Equation (5). Thus, we only provide a single compar-
ison between results taken from their paper and our approach in
Figure 5. Our accompanying video shows animated sequences for
the results presented in this section.

5.1. Implementation

Our �uid simulation solver and the optimization algorithm are im-
plemented on Python with PyTorch [PGM� 19], since this frame-
work offers an embedded automatic differentiation tool as well
as easy GPU deployment. We run all our 2D experiments on an
NVIDIA GeForce RTX 2080Ti GPU with 11 GB of dedicated
memory, and our 3D experiments on NVIDIA Tesla V100-SXM2
GPU with 32 GB dedicated memory.

Simulation.Density, pressure, velocity and vector potential �elds
are discretized on an orthogonal and equidistant staggered MAC
grid [HW65]. Speci�cally, density and pressure values are located
at cell centers, while velocities are stored on the faces of cells,
and vector potential values are stored on the edges. The Semi-
Lagrangian method is employed to solve the advection step with
an 3rd order Runge-Kutta integrator, except for examples in Fig-
ure 14 (left), Figure 15 (left) and Figure 13, where a 1st order Eu-
ler integrator is used. To enforce the incompressibility of the �uid,
we implement pressure projection through a Preconditioned Con-
jugate Gradient (PCG) solver, with Incomplete Poisson Precondi-
tioner [SKF11], which can be easily parallelized. The tolerance of
the PCG solver is set to be 0.001.

Optimization.Equation (7) is solved as an unconstrained opti-
mization problem with a Quasi-Newton (L-BFGS) optimizer. We
choose a history size of 10 to approximate the Hessian, and the
Weak Wolfe criteria is used for the line search algorithm, which is
limited to 25 steps. For all tests the same hyper-parameters are used
for the L-BFGS algorithm. All keyframes are optimized together at
once in all experiments except the one shown in Figure 13. The
per-frequency tolerance for the optimization is optionally set by
the user, and we choose the tolerance as eithert = 5� 10� 5 for 2-D
examples ort = 1� 10� 5 for 3-D examples. Since, the L-BFGS op-
timizer is based on gradient descent, the gradient of the objective
function is computed at each optimization step. We employ a fully
automatized adjoint method [MTPS04] as the �uid solver (Equa-
tion (3)) is implemented with automatic differentiation embed-
ded in PyTorch. This makes the implementation of the optimiza-
tion method fairly straightforward, with an exception of the pres-
sure projection. A naive implementation of any iterative method
(e.g., conjugate gradient) to solve this step using automatic differ-
entiation would require the backpropagation to go through all the it-
erations, resulting in an signi�cant memory bottleneck. We shortcut
the automatic differentiation by directly computing the adjoint of
the pressure projection, following [MTPS04]. Another advantage
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Ours [PM17b]

Figure 5: Our method (left) is compared against the method of [PM17b] (right) on FLUID example at resolution1282. From the top row to
the bottom row, we show the results at frames 0, 20, 30, 35, 40 respectively.

of implementing the �uid solver with an automatic-differentiation
pipeline is that it allows us to easily plug and modify various com-
ponents in the optimization process. In particular, there is no need
to analytically compute the gradients of the inverse Fourier trans-
form.

5.2. 2-D Test cases

We �rst show simple test cases to better illustrate differences of our
method when compared to a standard adjoint approach. In this sec-
tion, all 2-D target simulations are assumed to have a single force
�eld. A sparse set of keyframes from these simulations are selected
as target densities for the optimization in order to evaluate the abil-
ity of various different approaches to reach these keyframes. Exten-
sive comparisons for additional 2-D cases examples are provided in
the supplementary material.

Impact of Resolution.Our �rst experiment shows the impact of
the simulation resolution, and thus of the parameter space, on the
convergence of the optimization. For that, we use the same bench-
mark test case in Section 3, where a uniform force �eld pushes
a buoyant smoke plume towards the right. As shown in Figure 6,
the optimization converges well for a low resolution (642) for both
Baseline and Baseline w/ TV methods. But the quality of the two
methods degrades when the resolution increases (1282, then 2562),
while our results at the keyframe remain indistinguishable from the
target, regardless of the resolution.

Baseline Baseline w/TV Ours Target

Figure 6: Uniform force example for different simulation resolu-
tions (rows) and optimization strategies (columns). 3 keyframes are
used as target while only the last one is shown.

5.2.1. Multi-scale vortices example

In this example, a set of Gaussians scalar �elds with varying am-
plitude and variance are used as stream functions to generate a
complex force pro�le (Figure 7, bottom right). Figure 7 also shows
density and force �elds obtained when stopping the algorithm af-
ter the convergence of speci�c wavenumberskc = 1;3;64. While
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kc = 1 kc = 3 kc = 64 Target

Figure 7: Multi-scale vortices example at resolution1282. Den-
sity results (top row) and corresponding line integral convolution
of force �elds (bottom row), obtained by our method when �ltering
up to a selected wavenumber kc.

Figure 8: Convergence plot onMulti-scale vortex forceexam-
ple at resolution2562. The plot on the left shows different mask
growing strategies by varying the constant a in kn = 2ank0. Our
method with Kolmogorov-inspired mask growing strategy (green)
converges much faster and to a better minimum than other strate-
gies. The plot on the right compares our methods (green) with other
optimization strategies: Progressive Upsampling (red), Ours w/o
Y (purple) and Baseline w/TV (blue).

higher wavenumbers are necessary for the simulation to fully reach
the target, lower ones enforce smoother, less turbulent transitions.
Lastly, to demonstrate that our Kolmogorov-inspired weights are
better than arbitrary exponential weights, we show a convergence
plot (Figure 8, left) for varying exponential values constants (p).
Our approach (green) shows a better convergence pro�le.

Additionally, we implemented a progressive upsampling of vec-
tor potentials in the spatial domain as an alternative reduced domain
strategy that does not rely on Fourier decomposition, but follows
the same policy of converging lower frequencies �rst (Figure 9).
Progressive upsampling is implemented as follows:U is the oper-
ator which trilinearly interpolates a volume of sizen3 to a volume
of size(2(n� 1) + 1)3, where the values are stored at the center of
a cell. We de�ne a sequence of progressively growingf y igi2 [1;N],

wherey i is of size 2i + 1, andy N covers the whole simulation vol-
ume. Starting from an initial guessy 1 = 0, we iteratively solve

argmin
y i

å
k2 K

kg(f (r � (UN� i(y i)))) � g(r �
k )k2

2

Progressive
Upsampling

Ours w/oY Ours Target

Figure 9: Multi-scale vortex force example for different simula-
tion resolutions (rows) and optimization strategies (columns). 6
keyframes are used in this example while only the last frame is
shown here.

and update the next initial guess byy i+ 1 = U(y i). The
Kolmogorov-inspired mask growing in frequency domain achieves
better results in terms of �nal objective value and visual effect than
progressive upsampling, and converges much faster as shown in
Figure 8. Both reduced domain strategies show better convergence
and visual results than the method of Baseline and Baseline w/ TV.
Moreover, we found that progressive upsampling tends to get into a
bad local minima more easily than the Kolmogorov approach (Fig-
ure 9, �rst column). We also evaluated the impact of removing the
strict divergence free constraint on forces (Figure 9, second col-
umn), while keeping our lower frequencies �rst policy. It is clear
that using strictly incompressible forces converge to a better result
(Figure 8, right).

5.3. Applications

We evaluate the usability of our method by applying it to several
3D examples of �uid control that mimic typical use cases of dig-
ital artists. The performance of all our examples is shown in Ta-
ble (1), where we compare the time needed to reach convergence
between Baseline w/ TV and our method. It can be seen that our
approach outperforms the baselines in all our examples, and de-
pending on the example, we reach a speed-up factor of up to 9� . It
is notable that our band-growing approach offers the advantage that
previews can be provided already after low bands have converged.
This property is especially useful for prototyping, and further dis-
cussed below in the paragraphLow Frequency Preview. The max-
imal resolution that we used in our tests is 2562 in 2D and 1283

in 3D, which has matching resolutions with state-of-the-art control
methods [PM17b].

Deforming Existing Simulations.One way of controlling a �uid
is to start from an existing simulation, and then use standard mod-
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eling tools to deform it. The user needs to deform only a few
keyframes and to provide these as a target to our method. In Fig-
ure 10, the user twisted a vertical smoke plume in different direc-
tions at two keyframes. The baseline managed to closely reach the
keyframe, but at the cost of a very turbulent simulation and spurious
density sources and sinks. The smoothness regularization added to
the baseline is very ef�cient at smoothing out the turbulence, but
fails to reach the keyframes. On the contrary, our method smoothly
reaches the target without the need of parameter tuning.

Keyframe 11 Keyframe 21 Frame 24 Keyframe 31

Figure 10: 3D twist example at resolution100� 200� 100.
The method of Baseline (top row) does not precisely match tar-
get keyframes (bottom row). Our method (middle row) generates
smooth transitions and matches target keyframe well.

Matching Prede�ned Shapes.In Figure 11, we initialize the �rst
density with a dragon-shaped volume, and we specify as a target
keyframe the letters of EG2021, scaled so that the total volume of
both shapes is identical. Comparisons are again shown for all op-
timization variants, highlighting the effectiveness of our approach
to optimally matching the target and reducing spurious artifacts in
in-betweens. In a different setting, we use the simpli�ed differen-
tiable renderer proposed by [KAT� 19] to control a simulation with
2D strokes. We designed an initial simulation (Figure 12, top row),
visualize it with the simpli�ed renderer (inset image at top row),
allowing the user to paint on the resulting rendering. The user can
paint strokes to add and remove densities, and use image warping
tools to deform the densities locally (inset image at bottom row).
We use this renderer as the transformation functiong in our objec-
tive function (Equation (7)), replacingg(r � ) by the edited image.
The differentiability of the simpli�ed renderer allows us to compute
the gradient of the objective function w.r.t tog, making it compati-
ble with our gradient-based optimization method.

Solid Obstacles.Our method is easily extended to include solid
obstacles, because boundary conditions do not affect the gradients
with respect to the force �eld. The force values lying inside the
solid obstacles also do not affect the simulation, because the pres-
sure project step can handle the velocity �eld penetrating into solid
obstacles. We show the result in Figure 13, where target keyframes
are de�ned in a scene with a solid sphere. The keyframe is de�ned
every 30 frames. Due to memory limitations, we optimize for each
keyframe separately, by using the density and velocity �elds at the
�nal time step of the last optimization as initial density and veloc-
ity �eld. Our approach successfully matches the target keyframes
without apparent discontinuities in-between keyframes.

Density Sinks.The 3D uniform forcescene computed at reso-
lution 1283 shown in Figure 14 illustrates the problem of density
sinks of Baseline when using 1st order Euler integrator for ad-
vection. High divergence modes of the optimized force �eld can
pass through the projection step and create sinks for the in-between
densities that allow the method to converge to the keyframes. Dis-
sipation of smoke is prevented in our approach due to the strictly
incompressible force �eld, and better transitions are obtained. It can
be seen that Baseline produces unwanted sinks and sources, lead-
ing to deviations from the ground truth density. ARubber toymesh
is used as the target keyframe in Figure 15. The top row shows
again noticeable smoke sinks when using Baseline, which are cre-
ated in an attempt to match the target keyframe. The method of
Baseline w/ TV shown in the middle row prevents density sinks,
but fails to match the target keyframe. Our method in the third row
can match the keyframe well with less density dissipation in in-
between frames.

Low Frequency Preview.Force �elds including only lower fre-
quency bands require less computational time, and can serve as a
preview of the �nal result, which is especially useful for author-
ing simulations. This advantageous property is illustrated in Fig-
ure 16. Once higher frequency bands are added, results display
localized details while also preserving the main trajectory of the
smoke. From the top row to the bottom row of Figure 16, corre-
sponding cutoff wavenumberk's are 1, 8, 64. The runtime for each
result is 166, 500 and 824 minutes respectively.

6. Discussion and Conclusion

We have presented a simple, yet powerful technique to address the
lack of constraints and high-dimensionality of the parameter space.
Our method advances previous work on �uid control by providing
better error convergence and density preservation, smoother transi-
tions between simulations and keyframes, while also removing the
need of hyper-parameter tuning of regularization weights. Another
key property is that our method reliably converges also for high-
resolution simulations, where previous optimization variants failed
or produced artifacts in form of spurious density variations.

One of our main contributions is the policy of converging low
frequencies �rst. The Kolmogorov-inspired masking strategy used
on the frequency domain are a way to embody this idea into a
concrete implementation and our method removes the need of tra-
ditional smoothness regularization such as TV. Additionally, the
spectral regularization of force �elds could be implemented in sev-
eral ways, using for example wavelets, discrete cosine transforms,
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Frame 0 Frame 15 Frame 20 Frame 25 Keyframe 30

Figure 11: 3D dragon example at resolution200� 170� 60. The density is �rst initialized with a dragon-shaped volume, and the letters of
EG2021 are speci�ed as target. The method of Baseline (top row) fails to match the letters while our method (bottom row) matches target
better.

Frame 0 Frame 15 Frame 25 Frame 28 Keyframe 30

Figure 12: 3D ghost example at resolution128� 128� 128. We couple our method with a simpli�ed differentiable renderer to control a
simulation with 2D strokes. Row 1: original simulation, Row 2: ours. The user edits the simpli�ed rendered image (Row 1, inset) to create a
target image (Row 2, inset)

multi-level schemes, or varying smoothness weights as optimiza-
tion advances. We choose using masking forces on the Fourier do-
main because they allow us a �ne-grained control over the opti-
mized frequencies, enabling the Kolmogorov-based mask growing
approach. We chose to use thePytorchframework for our imple-
mentation, which lacks support for sparse Fourier transforms. Us-
ing such a sparse representation might greatly improve the memory
consumption of our method. Additionally, it might be possible to
work on a coarser level and upsample it to a �ne resolution. This
would require its analytic derivatives and that frequencies are un-
changed by cubic interpolation.

The problem of vanishing simulation densities in �uid control
was never accounted for before. We believe that it is a novel �nding
that it is important to have divergence-free force �elds, since this

prevents density �elds from vanishing during the simulation. Using
the curl of the vector potential ensures force �elds that are strictly
divergence-free up to second-order accuracy of the employed op-
erator discretization. Employing a pressure solver that is very pre-
cise to counteract divergent modes might reduce the problem but
make �uid control methods inef�cient. In our experiments, reduc-
ing the residual of the pressure solver for computing optimiza-
tion forces easily takes our run time from 3-4 hours (10� 3 toler-
ance) to 24 hours (10� 6 tolerance). Therefore, we follow previous
work [IEGT17] and use pressure solvers with higher residual toler-
ance. Increasing the tolerance leads to less accurate velocities and
corresponding gradients, which could potentially affect the conver-
gence of the optimization and result in sub-optimal solutions. In our
experiments we found, however, that a high tolerance (10� 3) con-
verges to similar results as a lower one (10� 6), both in quality and
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Frame 20 Keyframe 30 Frame 45 Keyframe 60 Frame 72 Keyframe 90

Figure 13: 3D example with a solid obstacle at resolution1283. Keyframes are de�ned every 30 frames. Due to memory constraints, we use
a �rst order Euler integrator for this example, and the optimization is conducted separately for each keyframe. Our method (top row) can
match the targets (bottom row) well without obvious discontinuities.

Table 1: Performance comparison between methods of Baseline w/TV and Ours for the various example scenes. The number of minutes
show the total amount of time needed by the optimizer before converging to a minimum.

Scene Resolution # Frames # Keyframes Baseline w/ TV [min] Ours [min]
2D uniform force (Fig. 6) 64� 64 51 3 88 36
2D uniform force (Fig. 6) 128� 128 51 3 406 67
2D uniform force (Fig. 6) 256� 256 51 3 1387 211
2D multi-scale vortex (Fig. 7) 64� 64 61 6 187 146
2D multi-scale vortex (Fig. 7) 128� 128 61 6 329 176
2D multi-scale vortex (Fig. 7) 256� 256 61 6 754 86
3D uniform force (Fig. 14) 128� 128� 128 31 1 1009 551
3D toy (Fig. 15) 128� 128� 128 30 1 970 677
3D twist (Fig. 10) 100� 200� 100 31 3 957 483
3D dragon (Fig. 11) 200� 170� 60 30 1 1440 793
3D ghost (Fig. 12) 128� 128� 128 30 1 1440 348
3D obstacle (Fig. 13) 128� 128� 128 90 3 N/A 583
3D soft punch (Fig. 16) 200� 100� 100 30 1 1440 824

number of iterations. Lastly, the choice of the position integrator of
the advection step can also drastically in�uence density dissipation,
as shown in Figure 15, in which our strictly divergence-free force
�elds also help.
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generates smooth transitions and matches the keyframe target well under both integrator schemes.
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and target frame. Our optimization results at different frequency bands are shown. From the top to the bottom, the cutoff wavenumber kc is
1, 8, 64 respectively.
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WITKIN A.: Interactive manipulation of rigid body simulations. In
Proceedings of the 27th annual conference on Computer graphics and
interactive techniques - SIGGRAPH '00(2000), pp. 209–217. 3

[REN� 04] RASMUSSEN N., ENRIGHT D., NGUYEN D., MARINO
S., SUMNER N., GEIGER W., HOON S., FEDKIW R.: Directable
photorealistic liquids. InProceedings of the 2004 ACM SIG-
GRAPH/Eurographics symposium on Computer animation - SCA
'04 (New York, New York, USA, 2004), ACM Press, p. 193. URL:
http://portal.acm.org/citation.cfm?doid=1028523.
1028549 , doi:10.1145/1028523.1028549 . 3

[Ric22] RICHARDSON L. F.: Weather prediction by numerical process.
Cambridge university press, 1922. 5

[RLL � 13] REN B., LI C.-F., LIN M. C., KIM T., HU S.-
M.: Flow Field Modulation. IEEE Transactions on Vi-
sualization and Computer Graphics 19, 10 (oct 2013), 1708–
1719. URL: http://ieeexplore.ieee.org/document/
6502161/ , doi:10.1109/TVCG.2013.73 . 3

[RTWT12] RAVEENDRAN K., THUEREY N., WOJTAN C., TURK
G.: Controlling Liquids Using Meshes. InProceedings of the
ACM SIGGRAPH/Eurographics Symposium on Computer Animation
(Goslar Germany, Germany, 2012), SCA '12, Eurographics Association,
pp. 255–264. URL:http://dl.acm.org/citation.cfm?id=
2422356.2422393 . 2, 3

[RWTT14] RAVEENDRAN K., WOJTAN C., THUEREY N., TURK G.:
Blending liquids.ACM Transactions on Graphics 33, 4 (jul 2014), 1–10.
URL: http://dl.acm.org/citation.cfm?doid=2601097.
2601126 , doi:10.1145/2601097.2601126 . 3

[SA07] SORKINE O., ALEXA M.: As-rigid-as-possible Surface Mod-
eling. In Proceedings of the Fifth Eurographics Symposium on Ge-
ometry Processing(Aire-la-Ville, Switzerland, Switzerland, 2007), SGP
'07, Eurographics Association, pp. 109–116. URL:http://dl.acm.
org/citation.cfm?id=1281991.1282006 . 2

[SCOL� 04] SORKINE O., COHEN-OR D., LIPMAN Y., ALEXA
M., RÖSSL C., SEIDEL H.-P.: Laplacian surface editing. In
Proceedings of the 2004 Eurographics/ACM SIGGRAPH sympo-
sium on Geometry processing - SGP '04(New York, New York,
USA, 2004), ACM Press, p. 175. URL:http://portal.
acm.org/citation.cfm?doid=1057432.1057456 ,
doi:10.1145/1057432.1057456 . 2

[SDE05] SCHPOK J., DWYER W., EBERT D. S.: Modeling and Animat-
ing Gases with Simulation Features. InProceedings of the 2005 ACM
SIGGRAPH/Eurographics Symposium on Computer Animation(New
York, NY, USA, 2005), SCA '05, Association for Computing Machin-
ery, pp. 97–105. URL:https://doi.org/10.1145/1073368.
1073381 , doi:10.1145/1073368.1073381 . 3

[SDKN18] SATO S., DOBASHI Y., K IM T., NISHITA T.: Example-based
turbulence style transfer.ACM Transactions on Graphics (TOG) 37, 4
(2018), 84. 3

[SDN18] SATO S., DOBASHI Y., NISHITA T.: Editing Fluid Anima-
tion Using Flow Interpolation.ACM Transactions on Graphics 37, 5
(sep 2018), 1–12. URL:http://dl.acm.org/citation.cfm?
doid=3278329.3213771 , doi:10.1145/3213771 . 3

[SF93] STAM J., FIUME E.: Turbulent wind �elds for gaseous
phenomena. InProceedings of the 20th Annual Conference on
Computer Graphics and Interactive Techniques(New York, NY,
USA, 1993), SIGGRAPH '93, Association for Computing Machin-
ery, p. 369–376. URL:https://doi.org/10.1145/166117.
166163 , doi:10.1145/166117.166163 . 6

[SF18] SCHENCK C., FOX D.: Spnets: Differentiable �uid dynamics for
deep neural networks. In2nd Annual Conference on Robot Learning,
CoRL 2018(2018), vol. 87 ofProceedings of Machine Learning Re-
search, PMLR. 3

[SKF11] SIDERIS C., KAPADIA M., FALOUTSOS P.: Parallelized in-
complete poisson preconditioner in cloth simulation. InInternational
Conference on Motion in Games(2011), Springer, pp. 389–399. 6

[SY05a] SHI L., YU Y.: Controllable smoke animation with guid-
ing objects. ACM Transactions on Graphics 24, 1 (jan 2005), 140–
164. URL:http://portal.acm.org/citation.cfm?doid=
1037957.1037965 , doi:10.1145/1037957.1037965 . 3

[SY05b] SHI L., YU Y.: Taming liquids for rapidly changing targets.
In Proceedings of the 2005 ACM SIGGRAPH/Eurographics symposium
on Computer animation - SCA '05(2005), ACM Press, p. 229. URL:
http://portal.acm.org/citation.cfm?doid=1073368.
1073401 , doi:10.1145/1073368.1073401 . 3

[Thu16] THUEREY N.: Interpolations of smoke and liquid simulations.
ACM Transactions on Graphics (TOG) 36, 1 (2016), 1–16. 3

[TKPR09] THÜREY N., KEISER R., PAULY M., RÜDE U.:
Detail-preserving �uid control. Graphical Models 71, 6
(nov 2009), 221–228. URL: https://linkinghub.
elsevier.com/retrieve/pii/S1524070309000022 ,
doi:10.1016/j.gmod.2008.12.007 . 3

[TL19] TAKAHASHI T., LIN M. C.: Video-guided real-to-
virtual parameter transfer for viscous �uids. ACM Transac-
tions on Graphics 38, 6 (nov 2019), 1–12. URL:http:
//dl.acm.org/citation.cfm?doid=3355089.3356551 ,
doi:10.1145/3355089.3356551 . 3

[TMPS03] TREUILLE A., MCNAMARA A., POPOVIĆ Z., STAM J.:
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