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integrals for linear diffusive particles
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Abstract

We propose a new solvable class of multidimensional quantum harmonic oscillators
for a linear diffusive particle and a quadratic energy absorbing well associated with a
semi-definite positive matrix force. Under natural and easily checked controllability
conditions, the ground state and the zero-point energy are explicitly computed in terms
of a positive fixed point of a continuous time algebraic Riccati matrix equation. We also
present an explicit solution of normalized and time dependent Feynman-Kac measures
in terms of a time varying linear dynamical system coupled with a differential Riccati
matrix equation.

A refined non asymptotic analysis of the stability of these models is developed based
on a recently developed Floquet-type representation of time varying exponential semi-
groups of Riccati matrices. We provide explicit and non asymptotic estimates of the
exponential decays to equilibrium of Feynman-Kac semigroups in terms of Wasserstein
distances or Boltzmann-relative entropy.

For reversible models we develop a series of functional inequalities including de Bruijn
identity, Fisher’s information decays, log-Sobolev inequalities, and entropy contraction
estimates. In this context, we also provide a complete and explicit description of all the
spectrum and the excited states of the Hamiltonian, yielding what seems to be the first
result of this type for this class of models.

We illustrate these formulae with the traditional harmonic oscillator associated with
real time Brownian particles and Mehler’s formula. The analysis developed in this arti-
cle can also be extended to solve time dependent Schrodinger equations equipped with
time varying linear diffusions and quadratic potential functions.

Keywords : Feynman-Kac path integrals, Hamiltonian, particle absorption models,
ground state and excited states, Mehler’s formula, Boltzmann-Kullback Leibler relative
entropy, log-Sobolev inequality, Wasserstein metric, de Bruijn’s identity, Poincaré in-
equality, h-processes, Riccati matrix differential equation, continuous time algebraic Ric-
cati equation.
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1 Introduction

1.1 Description of the models

Given r ě 1 and some square pr ˆ rq-matrices A,R, S with real entries, let H be the
Hamiltonian differential operator given by the formula

H “ ´L` V with the potential energy V pxq :“
1

2

ÿ

1ďk,lďr

xk Sk,l xl (1)

In the above display, L stands for the second order differential kinetic energy operator

L :“
ÿ

1ďk,lďr

Ak,l xl Bxk `
1

2

ÿ

1ďk,lďr

Rk,l Bxk,xl (2)

In the present article we shall assume that R and S are positive semi-definite matrices and
the pairs of matrices pA,R1{2q and pA1, S1{2q are both controllable, in the sense that the
pr ˆ r2q-matrices

”

R1{2, AR1{2 . . . , Ar´1R1{2
ı

and
”

S1{2, A1S1{2 . . . , pA1qr´1S1{2
ı

have rank r. (3)

In the above display, A1 stands for the transposition of the matrix A. Note that the above
condition holds trivially when R and S are positive matrices.

The time dependent Schrödinger equation and the imaginary time version associated
with the hamiltonian H are given respectively by the equations

i BtΨtpxq “ HpΨtqpxq and ´ Btψtpxq “ Hpψtq (4)

with prescribed initial conditions. In the above display, i P C stands for the complex number
such that i2 “ ´1. The right hand side equation is obtained by a formal change of time by
setting ψtpxq “ Ψ´itpxq. The corresponding evolution equation takes the following form

Btψtpxq “ Lpψtqpxq ´ V pxqψtpxq (5)

The first term L represents the generator of a free linear diffusion process Xt with drift
matrix and diffusion matrix R. The stochastic differential equation associated with this free
evolution process is described in more details in (35). We emphasize that A is not required
to be a stable Hurwitz matrix so that Xt can be a transient diffusion process that evolves
exponentially fast to 8. As we shall see in the further development of the article, the
controllability condition (3) ensures that the trapping force of the potential energy always
compensates the delocalization kinetic energy of the diffusion.

For a twice differentiable function ψ0, the solution of (5) is given by the Feynman-Kac
path integral formula

ψtpxq “ Ktpψ0qpxq :“

ż

Ktpx, dyq ψ0pyq (6)

“ E
ˆ

ψ0pXtq exp

ˆ

´

ż t

0
V pXuq ds

˙

| X0 “ x

˙

.
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The integral operator Kt is sometimes called the Feynman-Kac propagator. Besides its
mathematical elegance, the conditional expectations in (6) can rarely be solved analytically.
Moreover, numerical solutions for general diffusions Xt and/or potential functions V that
are not necessarily quadratic require extensive calculations, see for instance [23, 24, 36, 38]
and the references therein.

There exists a rich literature on the micro-local analysis [54, 61, 86] and the semi-classical
analysis [46, 70, 94] of self-adjoint Hamiltonian operators for general smooth potentials and
Brownian particle free motions. These powerful mathematical tools provide a precise spec-
tral asymptotic analysis by connecting the Schrödinger equation with the classical mechanics
of point particles (a.k.a. Bohr correspondence principle) when the diffusion Planck constant
tends to 0.

Non-asymptotic estimates for general models are rarely studied in the literature and
they often rely on proving the existence of limiting unknown mathematical objects such as
quasi-invariant measures, the zero-point energy and the corresponding ground state, see for
instance [36, 39, 41, 42] and the more recent articles of Champagnat and Villemonais [25,
26, 27, 28, 41].

By an elementary second order Taylor expansion, any smooth potential V can be ap-
proximated by a harmonic quadratic potential of the form (1) at the vicinity of a stable
equilibrium point. The quantum harmonic oscillator corresponding to the case A “ 0 and
diagonal matrices pR,Sq is one of the most important quantum-mechanical Hamiltonian
systems for which an exact analytical solution is known. To the best of our knowledge, the
case A ­“ 0 and non diagonal matrices pR,Sq has not been considered in the literature on
this subject. This article provides an analytical solution and a complete theoretical analysis
the multivariate quantum harmonic oscillator and related particle absorption processes for
general hamiltonian operators given by (1).

A brief description of the main objectives and the main results of this article is provided
below:

• One of the main objective of this article is to construct an explicit closed form solution
of the time dependent Schrödinger equation (4) for abstract and general Hamiltonian
operators of the form (1) in the reversible situation, that is when R ą 0 and AR “ RA1

(see Theorem 3.7). In this context we provide a complete description of the entire
spectrum of the Hamiltonian operator, including all the excited states in terms of the
matrices pA,R, Sq. In the non-reversible case, we also provide an explicit description of
the zero-point energy and the ground state of the Hamiltonian in terms of the positive
fixed point of a continuous algebraic Riccati matrix equation (a.k.a. CARE, see for
instance (8) and Theorem 3.1).

• When the process is not necessarily reversible, our second main objective is to explicitly
compute the time varying distribution flow of survival probabilities (23) including the
distributions of a non-absorbed particle (13); see for instance the Gaussian preserving
property (22) and the coupled equations (21). The distribution of a non-absorbed
diffusion and a particle evolving in the ground state (a.k.a. h-process) are connected
to each other by a Boltzmann-Gibbs transformation (a.k.a. Bayes’ rule or Doob’s h-
transform, see for instance (18) and (19), as well as Theorem 7.1 in the context of path
space models). For any initial Gaussian state we show that a non-absorbed particle
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remains distributed according to a Gaussian probability with a mean vector satisfying
a coupled time-varying linear system depending of the solution of a time dependent
Riccati differential equation (21).

• An important part of the article is concerned with the long time behavior of h-processes
(16) and normalised Feynman-Kac measures (cf. section 6.2 and section 6.3), including
the convergence of the conditional distribution of a non absorbed particle (13) towards
the unique fixed point (a.k.a. quasi-invariant distribution) of a nonlinear semigroup
in distribution space (20). In the reversible case, the density of these limiting distri-
butions with respect to the reversible measure of the free particle coincides with the
ground state of the Hamiltonian (24).

Our main contributions to the stability analysis of h-processes and normalised Feynman-
Kac semigroups are twofold:

– Firstly, we provide explicit and non-asymptotic estimates of the exponential de-
cays to equilibrium in terms of Wasserstein distances or Boltzmann-relative en-
tropy. These results are summarised in Theorems 3.3 and 3.4. We emphasise
that these theorems are valid for non-necessarily reversible models, even when
the drift matrix A is unstable, yielding what seems to be the first result of this
type for this class of Feynman-Kac particle absorption models.

– In the reversible case, we analyze the stability properties of the h-process with a
series of functional inequalities including de Bruijn identity (45), Fisher’s infor-
mation decays, log-Sobolev inequalities, and entropy contraction estimates (cf.
Theorem 2.2). We also deduce Poincaré inequality and variance-type exponential
decays directly from the spectral theorem 3.5 (see also Corollary 3.6).

• Last but not least, section 8 discusses several classes of McKean-Vlasov interpretations
of the distribution of a non-absorbed particle. These probabilistic models and their
mean field simulation are defined in terms of a nonlinear Markov process that depends
on the distribution of the random states so that the flow of distributions of all random
states coincides with the conditional distribution of a non-absorbed particle. For a
more thorough discussion on these nonlinear sampling methodologies we refer to the
books [36, 38, 39, 40] and the references therein.

Section 8.1 is dedicated to interacting jump interpretations. Their mean field inter-
pretations coincides with conventional Quantum Monte Carlo methods currently used
in numerical physics. Their path space version can be interpreted as the genealogical
tree associated with the killing and the birth/duplication/selection of walkers. An
alternative way of sampling the trajectories of a non absorbed particle backward is
provided in section 7.2 (see for instance Theorem 7.2).

In section 8.2 we present a new class of mean field samplers based on Ensemble Kalman
filters and the novel feedback particle filter methodology introduced by Mehta and
Meyn and their co-authors in a series of seminal articles [87, 88, 89, 90, 91]. To the
best of our knowledge, this class of advanced Monte Carlo methods have not been
used to solved ground state energies nor to sample non-absorbed particle processes.

A more formal discussion on the probabilistic models and the main results presented in
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this article is provided in section 1.2 and section 1.3. The detailed statements of the main
theorems are presented in section 3.

To facilitate the interpretation of the theoretical and numerical physics in the measure
theoretical framework used in this article, we end this introduction with some comments on
the probabilistic setting. In theoretical and mathematical physics, the Feynman-Kac prop-
agator defined by the integral operator (6) is sometimes written in terms of the exponential
of the Hamiltonian operator with the exponential-type symbol

Kt :“ e´tH or in the bra-kets formalism Ktpψ0q “ |e
´tH|ψ0y.

The exponential notation is compatible with finite space models and the matrix notation of
the continuous one-parameter semigroup for time homogenous models. The bra-ket notation
(a.k.a. Dirac notation) is also used to represents linear projection forms acting on Hilbert
spaces associated with some reversible or some stationary measure, such as the Lebesque
measure for the harmonic oscillator.

The present article deals with different types of non necessarily stationary stochastic
processes, including the free evolution process Xt discussed in (6), h-processes and McKean-
Vlasov jump or diffusion-type processes. Apart in the reversible situation in which spectral
theorems are stated on the Hilbert space associated with a reversible measure, the use of
the exponential symbol or the use of the bra-kets formalism is clearly not adapted to repre-
sent different expectations with respect to different types of stochastic and non-necessarily
reversible processes.

To analyze these general stochastic models, we have chosen to only use elementary and
standard measure theory notation such as (6). The integral actions of a given integral
operator Ktpx, dyq on the right on functions fpyq (such as (6)) and on the left on measures
µpdxq (such as (20)) are clearly compatible with finite space models and matrix notation.
The left action µ ÞÑ µKt maps measures into measures, while the right action f ÞÑ Ktpfq
maps functions into functions

pµKtqpdyq :“

ż

µpdxq Ktpx, dyq and Ktpfqpxq :“

ż

Ktpx, dyq fpyq.

For finite or countable state space models the integrals are clearly replaced by finite or
countable sums, the integral operator Ktpx, dyq is replaced by a square matrix, the function
fpyq by a column vector, and by duality, the measure µpdxq is represented by a row vector.
These are the only notation from measure theory used in the present article.

For any s, t ě 0 the integral operators Kt introduced in (6) satisfy the semigroup property

Ks`tpx, dzq “ pKsKtqpx, dyq :“

ż

Kspx, dzq Ktpz, dyq ùñ ψs`t “ Kspψtq.

In terms of left action bra-kets, defining µϕpdxq :“ ϕpxqdx, Fubini’s theorem yields

xϕ|e´sH|ψty “

ż

dx ϕpxq Kspx, dyq ψtpdyq “ pµϕKsqpψtq

“ µϕppKsKtqpψ0qq “ µϕKs`tpψ0q “ xϕ|e
´ps`tqH|ψ0y.
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1.2 Harmonic oscillator for linear diffusions

One of the main questions of quantum mechanics is to find the quantum numbers n, the
eigenstates hn and the energy levels λn of the Hamiltonian operator introduced in (1);
that is, to find a sequence of functions hnpxq in some Hilbert space and some energy levels
λn P R` :“ r0,8r satisfying for any quantum numbers n the time independent Schrödinger
equation

Hphnqpxq “ λn hnpxq ðñ Ktphnqpxq “ exp p´λntq hnpxq. (7)

The complete answer to this question is rather well known for the conventional isotropic
harmonic oscillator associated with a null matrix A “ 0 and diagonal matrices pR,Sq.
The one dimensional case with A “ 0 corresponds to the well know harmonic oscillator
treated in any textbook in quantum mechanics, see for instance [34, 52, 65, 85, 92]. In
the multidimensional case, the Hamiltonian resumes to the sum of independent operators
in each dimension. The resulting energy levels coincide with the tensor product of energy
levels in each dimension. The isotropic harmonic oscillator corresponds to the case where
S “ ρI, for some constant ρ ą 0. The case A “ 0 and non diagonal matrices S arise in the
analysis of coupled harmonic oscillators, see for instance [29, 33, 69, 71, 73] and references
therein. Coupled harmonic oscillators arise in a variety of applications including quantum
and nonlinear physics [48, 74], quantum cryptography and communication [47, 8], quantum
teleportation [84], as well as in biophysics [79, 82] and in molecular chemistry [60, 45].

To the best of our knowledge the case A ­“ 0 has not been considered in quantum
mechanics literature, the hypothesis of universal Brownian particle velocities in real time
is always in force in all the studies published in this field. The main objective of this
article is to extend conventional quantum harmonic oscillators to linear drift-type particle
diffusions and general potential functions associated with some quadratic form. This class
of models differs from the damped quantum harmonic oscillators with Ornstein-Uhlenbeck
stable diffusions in imaginary time discussed in the series or articles [3, 7, 19, 31, 32, 35, 64].

For matrices pA,R, Sq satisfying the controllability condition (3), we provide an explicit
description of the zero-point energy λ0 and the ground state h0 of the Hamiltonian (see
Theorem 3.1) in terms of the positive fixed point of a continuous time algebraic Riccati
matrix equation. More precisely, we have

Q8 ą 0 and A1Q8 `Q8A´Q8RQ8 ` S “ 0

ùñ λ0 “
1

2
Tr pRQ8q and h0pxq “ exp

ˆ

´
1

2
x1Q8 x

˙

.
(8)

Here, and in the rest of the article, Trp.q stands for the trace operator. As a rule in the
present article, the state vectors x P Rd are column vectors and x1 stands for the transposed
row vector.

Riccati equations such as the one discussed above play a central role in signal process
and optimal control theory, starting with the pioneering work of Kalman in the beginning
of the 1960s, see for instance [1, 2, 18, 66, 78], and the more recent articles [15, 17] in the
context of filtering theory. To the best of our knowledge, their application in the context of
quantum harmonic oscillators seems to be new.

For large scale problems, the numerical solving of the algebraic Riccati matrix equa-
tion (8) using exact or inexact Kleinman-Newton type methods is generally impractical [50,
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66, 63]. Several improvements have been suggested to avoid the degeneracy of the residu-
als arising in the Lyapunov recursions associated with these sequential gradient type esti-
mates [12, 13, 55, 62]. An alternative approach is to use Diffusion Monte Carlo methods
and extended versions of Ensemble Kalman type methodologies used in signal processing
and information theory.

In the reversible situation, that is when AR “ RA1, we solve the Schrödinger eigenvalue
problem with the imaginary time technique. In this context the entire spectrum of H can
be computed explicitly in terms of the matrices pA,R, Sq. For instance, the ground state
can be computed with the formula

Q8 “ R´1A`R´1pA2 `RSq1{2. (9)

In the above display pA2 `RSq1{2 stands for the square root that has positive eigenvalues.
A proof of the above assertion is provided in section 9.1.

In section 3.2 we shall see that the energy levels λn are indexed by multiple index
quantum numbers n “ pn1, . . . , nrq P Nr and given by the formulae

λn “
1

2
Tr pAq `

ÿ

1ďiďr

ˆ

ni `
1

2

˙

a

|λipA2 `RSq|, (10)

where λipA
2 ` RSq stands for the non-negative eigenvalues of pA2 ` RSq. The excited

eigenstates hn with the energy level λn are defined on the Hilbert space L2pµq associated
with a locally finite Gibbs-type measure µ that only depends on the matrices (A,R) (see
Theorem 3.7). We already mention that µ is Gaussian if and only if the drift matrix A is
Hurwitz.

After decomposing the initial state ψ0 “ Ψ0 into the hn-basis discussed above, we apply
the time evolution at each energy level λn. Reassembling all eigenstates we obtain the
solution of both the time dependent Schrödinger equation and the imaginary time version
discussed in (4); that is, we have that

Ψtpxq “
ÿ

nPNr

e´iλnt hnpxq

ż

Ψ0pyq hnpyq µpdyq and ψtpxq “ Ψ´itpxq. (11)

The null quantum number p0, . . . , 0q P Nr will correspond to the bottom of the spectrum of
the Hamiltonian H and to simplify notation we shall write λ0 and h0 instead of λp0,...,0q and
hp0,...,0q. A detailed description of the measure µ, the energy levels and the corresponding
eigenstates discussed in (7) and (11) is provided in the end of section 2.5.

We illustrate these spectral decompositions in section 4. One dimensional models are
discussed in section 4.1. In this situation, it is clear from (10) that the the trapping force of
the potential energy always compensates the delocalisation kinetic energy of the diffusion
even when A ą 0 is very large.

In section 4.2 we show how to recover directly Mehler’s formula from our spectral de-
compositions. The multidimensional quantum harmonic oscillator discussed in section 4.3
corresponds to the null drift A “ 0 and diagonal matrices pR,Sq.

1.3 Particle absorption processes

Consider a process Xc
t starting from Xc

0 “ X0, evolving as the diffusion Xt and killed with
rate V pXc

t q. We denote by τ c the random killing time of the process. In this interpretation,
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the Feynman-Kac propagator discussed in (6) takes the following form

ψtpxq “ Ktpψ0qpxq “ Epψ0pX
c
t q 1τcět | X

c
0 “ xq. (12)

An important question arising in applied probability and rare event analysis is to study
the long time behavior of the conditional probability of the process Xc

t with respect to the
non-absorption event and starting from a random variable Xc

0 “ X0 with distribution η0.
In a more synthetic form this distribution is given by the formula

ηtpdxq :“ Pη0pX
c
t P dx | τ

c ą tq. (13)

Equivalently, for any bounded measurable function f on Rr we have the integral formula

ηtpfq :“

ż

fpxq ηtpdxq “ EpfpXc
t q | τ

c ą tq.

In section 6.3 we shall see that ηt satisfies a nonlinear integro-differential equation given in
weak form for any smooth functions by the formula

Btηtpfq “ ηtpLpfqq ´ ηtpfV q ` ηtpfqηtpV q. (14)

In contrast with conventional Markov processes, the flow of conditional probability mea-
sures ηt has a nonlinear evolution semigroup; that is, for any s ď t we have

ηt “ Φt´s pηsq , (15)

for some nonlinear mapping Φt from the set of probability measures on Rr into itself. For a
detailed description of these nonlinear transformations we refer to section 6.2 and section 6.3.

The stability analysis of the nonlinear evolution semigroups given by the composition of
mappings Φt`s “ Φt ˝ Φs is closely related to the long time behavior of a particle evolving
in the ground state h0, sometimes called the h-process, denoted pXh

t qtě0 and defined by the
stochastic differential equation

dXh
t “

´

AXh
t `R∇ log h0pX

h
t q

¯

dt`BdWt. (16)

The initial distribution of the random state Xh
0 is defined by a Boltzmann-Gibbs transfor-

mation of η0 with respect to the ground state h0; that is, we have that

ηh0 “ Bh0pη0q with Bh0pη0qpdxq :“
1

η0ph0q
h0pxq η0pdxq, (17)

whenever η0ph0q is a well-defined positive normalising constant. By (8), the generator Lh
of the diffusion process Xh

t is defined as L by replacing A by the matrix pA´RQ8q.
The distribution ηht of the random states Xh

t and the distribution ηt of a non-absorbed
particle are connected by the Boltzmann-Gibbs transformation; that is, for any time horizon
t ě 0 we have that

ηht “ Bh0pηtq and ηt “ Bh´1
0
pηht q with h´1

0 pxq :“ 1{h0pxq. (18)
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In the same vein, the Markov transitions of Xh
t defined by the transition probabilities

Kh
t px, dyq :“ PpXh

t P dy | X
h
0 “ xq

are connected to the Feynman-Kac propagator Kt discussed in (6) and (12) by the formula

exp pλ0tq Ktpx, dyq “ h0pxq Kh
t px, dyq h

´1
0 pyq. (19)

The Boltzmann-Gibbs formulae (18) and (19) remain valid for nonlinear diffusions Xt (see
for instance exercise 445 in [40]). Under our controllability conditions (3), we shall prove
that the flow of probability measures ηt and ηht converge exponentially fast as tÑ8 towards
a pair of unique limiting measures, η8 and ηh8. That is for any t ě 0 we have

η8 “ Φt pη8q and ηh8pdyq “ pη
h
8Kh

t qpdyq :“

ż

ηh8pdxqKh
t px, dyq. (20)

The uniqueness property of η8 is discussed at the end of section 3.1. The measure η8 satisfies
a nonlinear fixed point equation and it is sometimes called a quasi-invariant probability
measure. Another important problem is to describe these limiting measures in terms of the
parameters of the model and to quantify, with some precision, the convergence decays to
equilibrium.

To briefly outline our answers to these questions, we denote by N pm,P q an r-dimensional
Gaussian probability measure with mean m P Rr and covariance matrix P .

We also let p pXt, Ptq P pRr ˆ Rrˆrq be the solution of the coupled evolution equations
given by the system

$

&

%

Bt pXt “ pA´ PtSq pXt

BtPt “ RiccpPtq with RiccpP q :“ AP ` PA1 `R´ PSP

(21)

for some initial state pX0 P Rr and some given positive semi-definite matrix P0. Under the
our controllability conditions (3), we shall see that pXt converges exponentially fast to 0
as t Ñ 8, and the Riccati matrix Pt converges exponentially fast as t Ñ 8 to a single
positive fixed point matrix P8 satisfying the continuous time algebraic Riccati equation
RiccpP8q “ 0.

Our main reason for introducing the coupled process p pXt, Ptq comes from the following
pivotal Gaussian preserving property

η0 “ N p pX0, P0q ùñ @t ě 0 ηt “ N p pXt, Ptq ÝÑtÑ8 η8 :“ N p0, P8q (22)

In addition, the zero-point energy level λ0 of the Hamiltonian H is related to the survival
probability of an non absorbed particle by the following formulae

´
1

t
logPη0pτ

c ą tq “
1

2t

ż t

0

´

pX 1s S
pXs ` TrpSPsq

¯

ds.

ÝÑtÑ8 λ0
@są0
“ ´

1

s
logPη8pτ c ą sq “

1

2
TrpSP8q “ η8pV q :“

ż

η8pdxqV pxq.

(23)
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The Gaussian preserving property is discussed in Theorem 3.2. Formula (23) is a con-
sequence of the exponential formula (78) applied to the unit function. The trace formula
Tr pRQ8q “ TrpSP8q for non-necessarily reversible models is proved in (68). The conver-
gence of the mean and covariance matrices

p pXt, Ptq ÑtÑ8 p0, P8q

can be made precise using the Lipschitz exponential decays estimates presented in section 5.2
and section 5.3 (see for instance Theorems 5.3 and 5.5). The convergence of the distributions

ηht ÑtÑ8 ηh8 and ηt ÑtÑ8 η8

can also be quantified with some precision in terms of relative entropy (cf. section 6.4.1) or
in terms of Wasserstein distances (cf. section 6.4.2). See also the non-asymptotic estimates
stated in theorem 3.4.

Whenever the free particle Xt is reversible with respect to some measure υ the quasi-
invariant distribution η8 discussed above is related to the ground state h0 by the Boltzmann-
Gibbs formula

η8 “ Bh0pυq and ηh8 “ Bh0pη8q “ Bh2
0
pυq. (24)

The proof of the above assertion is provided in section 9.1. The left hand side assertion
in (24) indicates that the stationary density of a non absorbed particle with respect to υ
is proportional to the ground state, while the stationary distribution with respect to υ of
a particle evolving in the ground state is proportional to the square of the ground state.
These Boltzmann-Gibbs formulae yields the Hilbert space isometry

$

’

&

’

%

Υh : f P L2pη
h
8q ÞÑ Υhpfq :“

b

ηh8ph
´2
0 q f h0 P L2pυq

with the inverse Υ´1
h pfq “

a

υph2
0q f h

´1
0 .

(25)

This a direct consequence of the fact that (24) implies that

xf, gy2,υ :“ υpfgq “ υph2
0q xh

´1
0 f, h´1

0 gy2,ηh8 and ηh8ph
´2
0 q “ 1{υph2

0q.

The Feynman-Kac propagator is connected to the semigroup of the particle evolving in
the ground state h0 via the operator formulae

exp pλ0tq Kt “ Υh ˝Kh
t ˝Υ´1

h and ´ L` pV ´ λ0q “ Υh ˝ Lh ˝Υ´1
h .

The Boltzmann-Gibbs mappings discussed in (18), (19) and (24) and the Hilbert space
isometry (25) allow to transfer directly any known regularity property at the level of the
h-process pKh

t , η
h
t , η

h
8q to the Feynman-Kac model pKt, ηt, η8q, and vice versa.

2 Basic notation and preliminary results

2.1 Some norms and matrix spaces

We denote by Mr1,r2 the set of pr1 ˆ r2q-matrices with real entries and r1, r2 ě 1. When
r “ r1 “ r2 we write Mr instead of Mr,r the set of square pr ˆ rq-matrices.
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A square root of a square matrix A P Mr is a (non unique) matrix A1{2 such that
A1{2A1{2 “ A. When A has positive eigenvalues, we choose the square root A1{2 that has
positive eigenvalues. We let Sr Ă Mr denote the subset of symmetric matrices, S0

r Ă Sr
the subset of positive semi-definite matrices, and S`r Ă S0

r the subset of positive definite
matrices. We also let S´r the set of negative definite matrices.

Given B P S0
r ´ S`r we denote by B1{2 a (non-unique) but symmetric square root of

B (given by a Cholesky decomposition). When B P S`r we choose the principal (unique)
symmetric square root. We write A1 to denote the transposition of a matrix A, and Asym “
pA` A1q{2 to denote the symmetric part of A PMr. We denote by SpecpAq the spectrum
of A defined by

SpecpAq :“ tλ | λ eigenvalue of Au ,

where each eigenvalue is listed the number of times it occurs as a root of the characteristic
polynomial of A. We also denote by Glr ĂMr the general linear group of invertible matrices.
The set Mr is equipped with the spectral or the Frobenius norms (a.k.a. Hilbert-Schmidt
norm) defined by

}A} “
a

λmaxpAA1q ď }A}F :“
a

TrpAA1q ď
?
r }A},

where λmaxp¨q denotes the maximal eigenvalue. The minimal eigenvalue is denoted by
λminp¨q. Let TrpAq “

ř

1ďiďr Api, iq denote the trace operator. We also denote by µpAq “
λmaxpAsymq the logarithmic norm and by

ςpAq :“ max
λPSpecpAq

tRepλqu,

the spectral abscissa. We recall that

}A} ě µpAq “ λmaxpAsymq ě ςpAq :“ max tRepλq : λ P SpecpAqu.

A matrix A is said to be stable (a.k.a. Hurwitz) when ςpAq ă 0. We recall that

ςpAq ă 0 ùñ Dα, β ą 0 : @t ě 0 }etA} ď α e´βt. (26)

The parameters pα, βq can be made explicit in terms of the spectrum of the matrix A. For
instance, applying Coppel’s inequality (cf. Proposition 3 in [30]), for any t ě 0 and any for
any 0 ă γ ă 1 we can choose

α “ pa{γqr´1 and β “ p1´ γqςpAq with a :“ 2}A}{|ςpAq|.

In the case where β “ ´µpAq ą 0, we can choose α “ 1.

2.2 Relative entropy and metrics

The n-th Wasserstein distance between two probability measures ν1 and ν2 on Rr is defined
for any parameter n ě 1 by the formula

Wnpν1, ν2q “ inf
!

E p}Z1 ´ Z2}
nq

1
n

)

.

The infimum in the above display is taken over all pairs of random variables pZ1, Z2q such
that LawpZiq “ νi, for i “ 1, 2.

11



We denote by Ent pν1 | ν2q the Boltzmann-relative entropy, defined as

Ent pν1 | ν2q :“

ż

log

ˆ

dν1

dν2

˙

dν1,

whenever ν1 ! ν2, and `8 otherwise. Further, the Fisher information is defined by

J pν1 | ν2q :“

ż

}∇ log

ˆ

dν1

dν2

˙

}2 dν1,

if log dν1{dν2 P L2pν1q, and `8 otherwise. The total variation distance between the mea-
sures ν1 and ν2 is defined by

}ν1 ´ ν2}tv :“
1

2
sup t|ν1pfq ´ ν2pfq| : f s.t. }f}8 ď 1u,

with the uniform norm and Lebesgue integrals defined, respectively, by

}f}8 :“ sup
xPRr

|fpxq|, νipfq :“

ż

νipdxq fpxq.

Finally, given some locally finite measure ν on Rr, for any n ě 1 we denote by Lnpνq the
Banach space of measurable functions f on Rr equipped with the norm

}f}n,ν :“ ν p|f |nq1{n .

2.3 Evolution semigroups

The evolution semigroup p pXtpx, P q, φtpP qq of the equations (21) starting at px, P q satisfies
the coupled equations

$

&

%

Bt pXtpx, P q “ pA´ φtpP qSq pXtpx, P q with pX0px, P q “ x

BtφtpP q “ RiccpφtpP qq with φ0pP q “ P.

(27)

By the Gaussian preserving property of the measure-valued nonlinear semigroup Φt, defined
in (15), we have

Φt pN px, P qq “ N
´

pXtpx, P q, φtpP q
¯

and Φtpδxq “ N
´

pXtpx, 0q, φtp0q
¯

. (28)

We refer to Theorem 3.2, as well as section 5.2 and Proposition 6.5 for different ways of

writing the evolution semigroup
´

pXtpx, P q, φtpP q
¯

.

The controllability conditions (3) are well known in filtering theory, see for instance
[18, 66] and the more recent articles [14, 17], and references therein. They ensure the
existence of an unique pair pP´8 , P8q of negative and positive fixed point matrices of the
algebraic Riccati equation

RiccpP´8q “ 0 “ RiccpP8q (29)

In addition, the matrices
A´ P8S and A1 ` pP´8q

´1R (30)

12



are stable (a.k.a. Hurwitz).
For a more thorough discussion on the above assertions we refer to [18, Chapter 3], [66]

and the more recent articles [14, 17].
As already mentioned, the pair of matrices ppP´8q

´1, P´1
8 q satisfy the same fixed point

equation as tthat of pP´8 , P8q by replacing pA,R, Sq by p´A1, S,Rq. In addition, the matrices
pQ´8, Q8q defined by

Q´8 :“ ´P´1
8 ă 0 ă Q8 :“ ´pP´8q

´1 (31)

satisfy the same fixed point equation as ppP´8q
´1, P´1

8 q by replacing A by p´Aq. Thus, the
matrices pQ´8, Q8q satisfy the algebraic Riccati matrix equation (8).

Let Es,tpP q be the exponential semigroup associated with the matrix flow u ÞÑ pA ´
φupP qSq; that is the solution for any 0 ď s ď t of the matrix evolution equations

BtEs,tpP q “ pA´ φtpP qSq Es,tpP q and BsEs,tpP q “ ´Es,tpP q pA´ φspP qSq, (32)

with Es,spP q “ I and where we often write EtpP q for E0,tpP q. In this notation, the solution
of the right hand side equation in (21) takes the form

pXtpx, P q “ EtpP qx and Es,s`tpP8q “ EtpP8q “ exp ptpA´ P8Sqq. (33)

From a mathematical viewpoint, it is tempting to integrate sequentially the differential
equations (32), to obtain an explicit description of Es,tpP q in terms of the Peano-Baker
series [75, 5], see also [21, 51, 58]. Another natural strategy is to express the semigroup as
a true matrix exponential involving a Magnus series expansion of iterated integrals on the
Lie algebra generated by the matrices pA ´ φupP qSq, with s ď u ď t. For more details on
these exponential expansions we refer to [20, 72]. In practical terms, the use of Peano-Baker
and/or exponential Magnus series in the study of the stability properties of time-varying
linear dynamical systems is rather limited.

For any semi-definite positive initial matrix P P S0
r , we have the following results (see

e.g. [14, 22]),

@t ě δ ą 0, 0 ă Π´,δ ď φtpP q ď Π`,δ and @t ě 0, }EtpP8q} ď α e´βt, (34)

for some positive matrices Π´,δ,Π`,δ and some α, β ą 0, all of which depend on the model
parameters pA,R, Sq. The right hand side assertion comes from the fact that pA´ P8Sq is
a stable matrix. Here, } ¨ } stands for the spectral norm of matrices.

2.4 Linear diffusion processes

Consider an r-dimensional process given by the linear stochastic differential equation

dXt “ AXtdt`BdWt (35)

for some initial state X0 with distribution η0 on Rr. In the above display, Wt is an r1-
dimensional Brownian motion, for some r1 ě 1, which is independent of X0, and B is a
pr ˆ r1q-matrix such that BB1 “ R. The random state vectors Xt and the Brownian states
Wt are column vectors. The generator of the diffusion process Xt coincides with the second

13



order differential kinetic energy operator defined in (2). In the same vein, the h-process (16)
satisfies the stochastic differential equation

dXh
t “ pA´RQ8qX

h
t dt`BdWt. (36)

Due to (30), the matrix pA ´ RQ8q is Hurwitz so that Xh
t is a stable Ornstein-Uhlenbeck

process even when A is unstable. This property ensures the existence of some parameters
αh, βh ą 0 such that

}epA´RQ8qt} ď αh e
´βht and ιh :“

ż 8

0
}epA´RQ8qt}2 dt ď

α2
h

2βh
. (37)

For a more thorough discussion on the exponential decays of matrix exponential-type semi-
groups (a.k.a. fundamental matrices) we refer to section 2.1. Recall that

ηh0 “ N px, P q ùñ @t ě 0 ηht “ N p pXh
t pxq, φ

h
t pP qq,

with the mean vector
pXh
t pxq “ epA´RQ8qtx, (38)

and the covariance matrices

φht pP q :“ epA´RQ8qtPepA´RQ8q
1t `

ż t

0
epA´RQ8qsRepA´RQ8q

1s ds.

Notice that φht pP q is the evolution semigroup of associated with the matrix valued differential
equation

BtP
h
t “ pA´RQ8qP

h
t ` P

h
t pA´RQ8q

1 `R with P h0 “ P.

The stochastic flow Xh
t pxq of the h-process is defined as in (36) by choosing the initial

condition Xh
0 pxq “ x. The random function x ÞÑ Xh

t pxq can be seen as the Gaussian
random field

Xh
t pxq „ N p pXh

t pxq, φ
h
t p0qq.

Without additional conditions on the matrices pA,Rq the h-process defined in (36) may
not be reversible, see for instance Theorem 2.1. Nevertheless, for any x P Rd and P ě 0, we
have

N p pXh
t pxq, φ

h
t pP qq ÝÑtÑ8 ηh8 :“ N p0, P h8q, (39)

with the limiting covariance matrix

P h8 :“

ż 8

0
epA´RQ8qsRepA´RQ8q

1s ds “ pP´1
8 `Q8q

´1.

The right hand side assertion is a consequence of the Gramian formula (67) (see also The-
orem 3.2). Exponential decay estimates to equilibrium can be easily extracted from the
exponential inequalities (37).
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2.5 Reversible models

Without further mention, until the end of this section we shall assume that matrices pA,R, Sq
satisfying the rank condition (3). In addition, we have R ą 0 and AR “ RA1.

In this situation, the diffusion process Xt defined in (35) is reversible with respect to the
locally finite measure

υpdxq :“ exp pUpxqq dx with Upxq :“ x1R´1Ax. (40)

The stochastic differential equations (35) and (36) resume to the Langevin diffusions

dXt “
1

2
R∇UpXtqdt`BdWt and dXh

t “
1

2
R∇

`

U ` log h2
0

˘

pXh
t q dt`BdWt. (41)

All the limiting covariance matrices pP8, P
h
8, Q8q can be explicitly computed in terms of

the parameters pA,R, Sq. The matrix Q8 was already given in (9) and we have

1

2
pP h8q

´1 “ Q8 ´R
´1A and P´1

8 “ Q8 ´ 2R´1A.

For a more thorough discussion on these formulae we refer to section 9.1.
In the reversible case, it is convenient to rewrite the generator of the h-process given by

(41) in the divergence form

Lhpfq “ 1

2
eUh

ÿ

1ďiďr

Bxi

`

e´UhBxif
˘

with Uhpxq :“
1

2
x1pP h8q

´1x.

Theorem 2.1. For any t ě 0 we have the master equation

ηh8pdxq Kh
t px, dyq “ ηh8pdyq Kh

t py, dxq (42)

with the distribution ηh8 defined in (39). In addition, we have the density-transport formulae

ηh0 pdxq :“ f0pxq η
h
8pdxq ùñ ηht pdxq “ ftpxq η

h
8pdxq with ftpxq :“ Kh

t pf0qpxq. (43)

Proof. Using the divergence form of the generator we check that

ηh8

´

g LhpKh
t pf0qq

¯

“ ´
1

2

ż

ηh8pdxq
ÿ

1ďiďr

Bxipgqpxq BxiKh
t pf0qpxq (44)

for sufficiently smooth functions f and g for which we can perform integration by parts.
This yields for any f, g P L2pη

h
8q the formula

ηh8pf Kh
t pgqq “ ηh8pKh

t pfq gq,

which is equivalent to (42). The density-transport formulae (43) is a direct consequence of
the reversible property (42).

The convergence to equilibrium of Langevin-type h-processes can be studied in terms of
the Boltzmann-relative entropy using the rather well-known de Bruijn identity

BtEnt
´

ηht | η
h
8

¯

“ ´
1

2
J
´

ηht | η
h
8

¯

. (45)
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From this, one can obtain the exponential decays of the Fisher information

J
´

ηht | η
h
8

¯

ď }epA´RQ8qt}2 J
´

ηh0 | η
h
8

¯

, (46)

which also yields the log-Sobolev inequality

Ent
´

ηh0 | η
h
8

¯

ď
ιh
2

J
´

ηh0 | η
h
8

¯

, (47)

where the parameter ιh introduced in (37). Applying the log-Sobolev inequality to ηht , the
de Bruijn identity now yields the free energy exponential decays

BtEnt
´

ηht | η
h
8

¯

“ ´
1

2
J
´

ηht | η
h
8

¯

ď ´ι´1
h Ent

´

ηht | η
h
8

¯

. (48)

The proofs of the assertions (45)-(48) follow standard probabilistic manipulations and are
thus provided in the Appendix. We summarise the above discussion with the following
theorem.

Theorem 2.2. For any t ě 0 we have the relative entropy exponential decays

J
´

ηht | η
h
8

¯

ď α2
h e

´2βhtJ
´

ηh0 | η
h
8

¯

and Ent
´

ηht | η
h
8

¯

ď e´t{ιh Ent
´

ηh0 | η
h
8

¯

with the parameters pιh, αh, βhq introduced in (37).

From the practical point of view, the functional inequalities discussed above are rarely
useful when the matrix Q8 and thus the limiting measure ηh8 is not explicitly known.

3 Statement of some main results

3.1 Ground state energy

Our first main result provides an explicit description of the ground state energy of the
Hamiltonian operator for general matrices pA,R, Sq in terms of the negative and positive
fixed points of the algebraic Riccati equation (29).

Theorem 3.1. For any matrices pA,R, Sq satisfying the rank condition (3), the function
h0 in (8) is the ground state of the Hamiltonian H introduced in (1); that is, we have

Hph0q “ λ0 h0 with λ0 :“
1

2
Tr pSP8q “

1

2
Tr pRQ8q ą 0. (49)

In addition, we have the Feynman-Kac propagator formula stated in (19).

The proof of the right hand side trace formula in (49) is provided in section 5 dedicated
to Riccati algebraic equations (see Lemma 5.1). The first assertion and the Feynman-Kac
propagator formula stated in (19) is a direct consequence of (6) and Theorem 7.1.

Theorem 3.2. For any matrices pA,R, Sq, the law ηht of the random states Xh
t of the h-

process defined in (36) and the distribution of the non-absorbed particle defined in (13) are
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connected by the Boltzmann-Gibbs transformation (18). In addition, we have the Gaussian
preserving property

η0 “ N p pX0, P0q ùñ @t ě 0 ηht “ N p pXh
t , P

h
t q and ηt “ N p pXt, Ptq

with the parameters p pXt, Ptq defined in (21), the covariance matrix

P ht “ pP
´1
t `Q8q

´1 and the mean vector pXh
t “ P ht P

´1
t

pXt. (50)

The proof of Theorem 3.2 is provided in the end of section 7.1. The next theorem
provides a non asymptotic expansion of the Feynman-Kac propagator.

Theorem 3.3. For any time horizon t ě δ ą 0 and any f P L1pη8q we have

eλ0t Ktpfqpxq “
h0pxq

η8ph0q
pη8pfq ` εtpfqpxqq ktpxq

where
εtpfqpxq :“ Φtpδxqpfq ´ η8pfq

and kt is a function satisfying

exp
´

´cδ e
´2βt

¯

ď ktpxq ď exp
´

cδ p1` }x}
2q e´2βt

¯

. (51)

In the above display β stands for the parameter defined in (34), and cδ ă 8 is some finite
constant whose value only depends on δ.

The proof of the above theorem is provided in section 6.4.3.
The convergence of ηt to the limiting measure η8 discussed in (22) can be studied in

terms of both the stationary properties of the h-process and the stability properties of the
Riccati matrix flow Pt. Due to the exponential semigroup formula (33), the long time
behavior of the mean vector pXt is also directly related to Pt. Thus, in section 5 we provide a
brief discussion on Riccati matrix flows, including the Floquet-type theory developed in [17],
as well as several Lipschitz type inequalities and exponential type decays to equilibrium for
Riccati flows and their associated exponential semigroups. Applied to our context, these
quantitative estimates allow one to prove a variety of non asymptotic convergence theorems.

To give a flavour of these results, consider the initial distributions

η0 “ N px, P q and µ0 “ N py,Qq, (52)

for some x, y P Rr and some covariance matrices P,Q P S0
r . Our main results can be

summarised with the following theorem.

Theorem 3.4. There exists δ “ δpP,Qq ą 0, which depends on the distance P ´ Q, such
that for any t ě δ we have

W2 pΦtpη0q,Φtpµ0qq ď cδ e
´βt p}x´ y} ` p}x} _ 1q }P ´Q}q

and for sufficiently large time horizon we have

Ent pΦtpη0q | Φtpµ0qq ď cδ
`

}P ´Q} `
`

}x}2 }P ´Q}2 ` }x´ y}2
˘˘

e´2βt

for some finite constant cδ and the parameter β ą 0 introduced in (34).
In addition, when P “ Q for any n ě 1 we have

Wn pΦtpη0q,Φtpµ0qq ď cδ e
´βt }x´ y} and Ent pΦtpη0q | Φtpµ0qq ď cδ e

´2βt }x´ y}2.
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The case P “ Q is a direct consequence of the Gaussian preserving property (28) and
the Lipschitz estimates stated in Theorem 5.5. For the general case, we refer the reader
to Theorems 6.7 and 6.9, where a more precise description of the constant cδ and the time
horizon in the relative entropy estimates are provided.

Total variation estimates for initial Gaussian measures can be deduced directly from the
relative entropy estimates stated in theorem 3.4 using Pinsker’s inequality

}Φtpη0q ´ Φtpµ0q}tv ď

c

1

2
Ent pΦtpη0q | Φtpµ0qq

More generally (cf. Theorem 6.4), for any pair of probability measures η0 and µ0 on Rr and
any time horizon t ě δ ą 0 we have

}Φtpη0q ´ Φtpµ0q}tv ď cδpη0, µ0q e
´βtm

where the parameter β was introduced in (34), and cδpη0, µ0q is a finite constant that
depends on the parameters pδ, η0, µ0q. The above result implies the uniqueness of the fixed
point Gaussian distribution η8 introduced in (22). Choosing µ0 “ η8, it also shows that
for any initial distribution η0 the probability measure Φtpη0q converges exponentially fast
towards a Gaussian distribution as the time horizon tÑ8.

Theorem 3.4 also provides several ways of estimating the difference εtpfqpxq defined in
Theorem 3.3. For instance, for any Lipschitz function f with unit Lipschitz constant or for
any bounded functions g with unit uniform norm, we have the estimates

|εtpfqpxq| ďW1 pΦtpδxq, η8q and |εtpgqpxq| ď 2 }Φtpδxq ´ η8}tv.

3.2 Spectral theorems

Assume that matrices pA,R, Sq satisfy (3) and we have R ą 0 and AR “ RA1. Let Λh be
the matrix defined by

Λh :“ ´pP h8q
´1{2pA2 `RSq1{2pP h8q

1{2,

where the positive matrix P h8 ą 0 was introduced in (39). We denote by Z :“ pz1, . . . , zrq
the orthogonal matrix with columns given by the orthonormal eigenvector zi of the matrix
Λh associated with an eigenvalue λipΛ

hq :“ ´λhi ă 0, for i P t1, . . . , ru.
Under the reversibility condition, the matrix pA2`RSq may not be symmetric but it has

positive eigenvalues (see for instance (99) and (109)), so that the parameters λhi coincide
with the square roots of the eigenvalues of pA2`RSq. We shall assume that these eigenvalues
are ranked in increasing order

λh1 ď . . . ď λhr .

Let Hr
npxq be the collection of multivariate Chebychev-Hermite polynomials on Rr in-

dexed by the multiple indices n “ pn1, . . . , nrq P Nr. We use the multiple index notation
n! “ n1! ˆ . . . ˆ nr!. Denote by p0q the multiple index with null entries ni “ 0, and recall
that Hr

p0qpxq “ 1. Further, set λ0pΛ
hq “ ´λh0 :“ 0.

We are now in position to state the main result of this section.

Theorem 3.5. For any time horizon t ě 0, we have the L2pη
h
8q-spectral decomposition

Kh
t px, dyq “

ÿ

nPNr

e´λ
h
nt ϕhnpxqϕ

h
npyq η

h
8pdyq
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with the L2pη
h
8q orthonormal basis eigenfunctions ϕhn and corresponding eigenvalues λhn given

respectively by

ϕhnpxq :“
1
?
n!

Hr
n

´

Z 1pP h8q´1{2x
¯

, λhn :“
ÿ

1ďiďr

ni λ
h
i . (53)

The proof of the above theorem is provided in section 9.3.

Thus, for any n P Nr and any t ě 0 and x P Rr we have the formulae

Kh
t

´

ϕhn

¯

“ e´λ
h
nt ϕhn and Lh

´

ϕhn

¯

“ ´λhn ϕ
h
n. (54)

Exponential decays to equilibrium can be extracted directly from the spectral decomposition.
For instance we have the following estimates.

Corollary 3.6. For any time horizon t ě 0 we have the exponential decays to equilibrium

}Kh
t pfq ´ η

h
8pfq}2,ηh8 ď e´λ

h
1 t }f ´ ηh8pfq}2,ηh8 . (55)

Equivalently, we have the Poincaré inequality

λh1 }f ´ η
h
8pfq}

2
2,ηh8

ď Ehpf, fq :“ ´ηh8pf Lhpfqq. (56)

The proof of the above corollary is also provided in section 9.3.

The isometry (25) shows that the L2pυq orthonormal basis and those of L2pη
h
8q are linked

to each other by the formulae

ϕn “ Υh

´

ϕhn

¯

and ϕhn “ Υ´1
h pϕnq , n P Nr.

The master equation (42) is equivalent to the reversible property

υpdxq Ktpx, dyq “ υpdyq Ktpy, dxq (57)

Rewritten in terms of Feynman-Kac propagators Theorem 3.5 takes the following form.

Theorem 3.7. For any t ě 0 we have the L2pυq spectral decomposition

Ktpx, dyq “
ÿ

nPNr

e´λnt ϕnpxq ϕnpyq υpdyq, (58)

with the L2pυq orthonormal basis given for any n P Nr by the eigenstates

ϕnpxq “

ˆ

1

p2πqr
det

`

P´1
8 `Q8

˘

˙1{4

h0pxqϕ
h
npxq,

and corresponding eigenvalues λn :“ λ0 ` λ
h
n.
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Using the above spectral decomposition we check the formulae

Kt pϕnq “ e´λnt ϕn and L pϕnq ´ V ϕn “ ´λn ϕn

Choosing µpdxq “ υpdxq{υph2
0q and hnpxq “

a

υph2
0qϕnpxq we obtain the formulae (7) and

(11) stated in the introduction. The Feynman-Kac propagator version of Corollary 3.6 is
described below.

Corollary 3.8. For any time horizon t ě 0 and any f P L2pυq we have the estimates

›

›

›

›

eλ0tKtpfq ´
h0

η8ph0q
η8pfq

›

›

›

›

2,υ

ď e´λ
h
1 t

ˆ

υpf2q ´
υph0q

2

υph2
0q

η8pfq
2

˙1{2

. (59)

The proof of the above theorem and corollary are given in section 9.3. If, in addition
we have R ą 0 and the matrix A is Hurwitz, then we have υp1q ă 8. In this situation,
applying (59) to the unit function f “ 1 yields

›

›

›

›

eλ0tKtp1q ´
h0

η8ph0q

›

›

›

›

2,υ

ď e´λ
h
1 t

ˆ

υp1q ´
υph0q

2

υph2
0q

˙1{2

. (60)

The above results are clearly unsatisfactory when A is not Hurwitz. In this situation, it is
preferable to use the non-asymptotic expansions presented in Theorem 3.3.

4 Some illustrations

4.1 One dimensional models

When r “ 1 the reversible condition is trivially met and we have

P8 “
A`

?
A2 `RS

S
, Q8 “

A`
?
A2 `RS

R
and P h8 “

R

2

1
?
A2 `RS

.

In this situation, the ground state h0 discussed in (8) and (49) is given by

h0pxq :“ exp

˜

´
A`

?
A2 `RS

2R
x2

¸

and λ0 “
1

2

´

A`
a

A2 `RS
¯

.

In addition, the eigenfunctions defined in (53) are given, for any n ě 1, by

ϕhnpxq :“
1
?
n!

H1
n

¨

˝

d

2
?
A2 `RS

R
x

˛

‚ and λhn “ n
a

A2 `RS

For instance, we have

ϕh1pxq “

d

2
?
A2 `RS

R
x and ϕh2pxq :“

1
?

2

˜

2pA2 `RSq1{2

R
x2 ´ 1

¸

.

As expected the first excited state ϕ1 of the Hamiltonian is null at the origin, while

ϕ2pxq “ 0 ðñ x “ ˘

d

R

2
?
A2 `RS

.
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4.2 Mehler’s formula

We now assume that, r “ 1, A “ 0 and R “ S´1. In this situation, we have

Q8 “ S, 2P h8 “ P8 “ S´1 and Λh “ ´I.

Thus, we may choose Z “ I. In this context, we readily check that

υpdxq “ dx, λ “
r

2
and λVn “

ÿ

1ďiďr

ˆ

ni `
1

2

˙

“ |n| `
r

2
.

The eigenstates are defined by the formulae

ϕnpxq “

ˆ

1

πr
det pSq

˙1{4

h0pxqϕ
h
npxq

with the re-scaled Hermite polynomials

ϕhnpxq :“
1
?
n!

Hr
n

´?
2 S1{2x

¯

,

and the ground state

h0pxq “ exp

ˆ

´
1

2
x1Sx

˙

.

We also have that

pXh
t pxq “ e´t x and P ht “

1

2

`

1´ e´2t
˘

S´1 ùñ detpP ht q “

`

1´ e´2t
˘r

2r
1

detpSq
.

The spectral decomposition reduces to the formula

Kh
t px, dyq “

1

πr{2

a

detpSq

p1´ e´2tq
r{2

exp

ˆ

´
1

p1´ e´2tq

`

y ´ e´t x
˘1
S
`

y ´ e´t x
˘

˙

dy

“
ÿ

nPNr

e´|n|t ϕhnpxqϕ
h
npyq η

h
8pdyq

with the collection of functions

ϕhnpxq :“
1
?
n!

Hr
n

´?
2 S1{2x

¯

and ηh8 “ N p0, P h8q “ N
ˆ

0,
1

2
S´1

˙

.

Thus, we have

1

p1´ e´2tq
r{2

exp

ˆ

´
1

p1´ e´2tq

`

y ´ e´t x
˘1
S
`

y ´ e´t x
˘

˙

exp
`

y1Sy
˘

“
ÿ

nPNr

e´|n|t
1
?
n!

Hr
n

´?
2 S1{2x

¯ 1
?
n!

Hr
n

´?
2 S1{2y

¯

.
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Replacing pS1{2x, S1{2yq by px, yq and e´t by ρ, we recover Mehler’s formula

1

p1´ ρ2q
r{2

exp

ˆ

´
ρ2

1´ ρ2
p}x}2 ` }y}2q `

2ρ

1´ ρ2
x1y

˙

“
ÿ

nPNr

ρ|n|
1
?
n!

Hr
n

´?
2 x

¯ 1
?
n!

Hr
n

´?
2 y

¯

.

The Feynman-Kac propagator takes the form

Ktpx, dyq “ exp

ˆ

´
rt

2

˙

exp

ˆ

´
1

2
x1Sx

˙

Kh
t px, dyq exp

ˆ

1

2
y1Sy

˙

.

On the other hand, we have

´
1

2
x1Sx`

1

2
y1Sy ´

1

1´ e´2t

`

y ´ e´t x
˘1
S
`

y ´ e´t x
˘

“ ´y1Sy

ˆ

1

1´ e´2t
´

1

2

˙

´ x1Sx

ˆ

1

2
`

e´2t

1´ e´2t

˙

` 2x1Sy
e´t

1´ e´2t

“ ´
1

2

`

x1Sx` y1Sy
˘ 1` e´2t

1´ e´2t
` x1Sy

2e´t

1´ e´2t
.

Thus, we recover the Mehler’s formulation of the Feynman-Kac propagator

Ktpx, dyq “

a

detpSq

p2πqr{2

ˆ

1

sinhptq

˙r{2

exp

ˆ

´
coth ptq

2

`

x1Sx` y1Sy
˘

`
x1Sy

sinhptq

˙

dy.

4.3 Quantum harmonic oscillator

For diagonal matrices R and S we can choose Z “ Id. When A “ 0, the measure υ coincides
with the Lebesgue measure υpdxq “ dx. The r-dimensional quantum harmonic oscillator is
associated with diagonal matrices R and S with diagonal entries

Si,i “ κi “ mω2
i and Ri,i “

~2

m

ùñ
a

λipRSq “
b

pRSqi,i “ ~ωi and
`

pSR´1qi,i
˘1{2

“
mωi
~
,

for 1 ď i ď r, where m stands for the mass of a particle, ~ is Planck’s constant, and
ωi “

a

κi{m stands for the angular frequencies for some non-negative parameters κi. In
this situation, have

λVn “
ÿ

1ďiďr

λVni
and hnpxq “

ź

1ďiďr

hnipxiq

with the energy

λVni
:“

ˆ

ni `
1

2

˙

~ωi.
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In addition, the eigenfunctions are given by

ϕnipxiq :“
1
?
ni!

´mωi
π~

¯1{4
exp

ˆ

´
1

2

mωi
~

x2
i

˙

Hni

˜

c

2mωi
~

xi

¸

.

The isotropic harmonic oscillator corresponds to the case κi “ κ ùñ ωi “ ω. In this case,
the energy is given by

λVn :“
´

|n| `
r

2

¯

~ω.

4.4 Time varying models

Theorem 3.2 can be extended to time-varying models associated with time dependent ma-
trices pAt, Bt, Stq and Rt :“ BtB

1
t. In this situation, the Hamiltonian H in (4) is a time

varying operator

H “ ´Lt ` Vt with Vtpxq :“
1

2
x1Stx,

with the second order differential kinetic energy operator

Ltpfqpxq :“ pAtxq
1 ∇fpxq ` 1

2
Tr

`

Rt∇2fpxq
˘

. (61)

In the above display, ∇f stands for the gradient column vector with entries Bxif , and
∇2f stands for the Hessian matrix with entries Bxi,xjf . In the context of multidimensional
harmonic oscillators discussed in section 4.3 we can choose A “ 0 and diagonal matrices
pRt, Stq with diagonal entries

pStqi,i “ κi “ mptqωiptq
2 and pRtqi,i “

~2

mptq
,

with mass mptq and angular frequency ωiptq. Replacing h0 by the time varying function

htpxq “ exp

ˆ

´
1

2
x1Qt x

˙

with ´ BtQt :“ A1tQt `QtAt ´QtRtQt ` St,

it follows that
h´1
t pBt ` Ltq phtqpxq ´ Vtpxq “ ´λt :“ ´Tr pRtQtq .

Let Cpr0, ts,Rrq be the Banach space of all paths from r0, ts to Rr equipped with the uniform
norm. For any time horizon t ě 0, any measurable function Ft on Cpr0, ts,Rrq we find the
exponential change of probability formula

E
ˆ

F ppXsqsPr0,tsq exp

ˆ

´

ż t

0
VspXsq ds

˙˙

“ exp

ˆ

´

ż t

0
λsds

˙

η0ph0q E
´

F
´

pXh
s qsPr0,ts

¯

h´1
t pX

h
t q

¯

with the time varying h-process

dXh
t “ pAt ´RtQtqX

h
t dt`BtdWt. (62)
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In this context, the free evolution diffusion Xt, the h-process Xh
t as well as pXt and the

Riccati matrix flow Pt are defined as in (35) (36) and (21) by replacing the matrices Q8 by
Qt, and pA,Bq and pR,Sq by pAt, Btq and pRt, Stq, respectively. For a detailed discussion
on time inhomogeneous Riccati equations and related exponential semigroups we refer the
reader to [15] and references therein. We also mention that [15] discusses time-varying
controllability conditions that ensures that the stability of the time inhomogeneous version
of the evolution equations (21).

5 Riccati matrix differential equations

5.1 Gramians fixed point formulae

This section is mainly taken from [17]. The difference between the positive and negative
fixed points pP´8 , P8q of the Riccati equation (29) is given by the formula

P8 ´ P
´
8 “ ∆´1

8 (63)

with the Gramian matrices defined via

∆t :“

ż t

0
espA´P8Sq

1

S espA´P8Sq ds ÝÑtÑ8 ∆8 :“

ż 8

0
espA´P8Sq

1

S espA´P8Sq ds P S`r .

(64)
Consider now the linear matrix functional

Ft : P P S0
r ÞÑ FtpP q :“

“

p∆´1
t ´∆´1

8 q ` pP ´ P
´
8q

‰

∆t P Glr (65)

Rearranging and using (64) implies that

FtpP q “ I ` pP ´ P8q∆t and FtpP8q “ I. (66)

Recall that Q8 is defined as P8 by replacing pA,R, Sq by pA1, S,Rq. In the same vein, ∆h
t

is defined as ∆t by replacing pA,R, Sq and P8 by pA1, S,Rq and Q8. Thus, by symmetry
arguments and (31), we also have

p∆h
8q
´1 “ P´1

8 ´ pP´8q
´1 “ Q8 ´Q

´
8 and

´

φht p0q, P
h
8

¯

“

´

∆h
t ,∆

h
8

¯

, (67)

with the Gramian matrices

∆h
t :“

ż t

0
epA´RQ8qs R epA´RQ8q

1s ds ÝÑtÑ8 ∆h
8 :“

ż 8

0
epA´RQ8qs R epA´RQ8q

1s ds P S`r .

The following lemma proves the second equality on the right hand side of (49).

Lemma 5.1. For any pA,R, Sq satisfying the rank condition (3), we have

TrpSP8q “ 2 TrpAq ´ TrpSP´8q “ TrpQ8Rq. (68)

Proof. The Gramian ∆8 satisfies the Sylvester equations given by

pA´ P8Sq
1∆8 `∆8pA´ P8Sq ` S “ 0 “ ∆´1

8 pA´ P8Sq
1 ` pA´ P8Sq∆

´1
8 `∆´1

8 S∆´1
8 .
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It then follows that

Tr
`

∆8

`

∆´1
8 pA´ P8Sq

1 ` pA´ P8Sq∆
´1
8 `∆´1

8 S∆´1
8

˘˘

“ 0

ùñ 2TrpSP8q “ 2TrpAq ` TrpS∆´1
8 q “ 2TrpAq ` TrpSP8q ´ TrpSP´8q,

where we have used (63) to obtain the final equality. From this we obtain

TrpSP´8q “ 2TrpAq ´ TrpSP8q. (69)

In the same vein, we have

Tr
`

P´1
8 RiccpP8q

˘

“ 0 ùñ TrpSP8q “ 2TrpAq ` TrpP´1
8 Rq

Tr
`

pP´8q
´1RiccpP´8q

˘

“ 0 ùñ TrpSP´8q “ 2TrpAq ` TrppP´8q
´1Rq.

Combining the last assertion with (69) we conclude that

TrpP8Sq “ ´TrppP´8q
´1Rq “ TrpQ8Rq,

as required.

5.2 A Floquet-type representation

For any P P S0
r and δ ą 0 set

χpP q :“ }P´8}
´1

“

}P8 ´ P
´
8} ` }P ´ P8}

‰

and χδ :“
“

λmin p∆δqλmin
`

´P´8
˘‰´1

.

The next theorem provides an explicit description of EtpP q in terms of the matrices pA,S, P8q.

Theorem 5.2 (Floquet-type representation [17]). For any time horizon t ě 0 and any
P P S0

r we have Riccati exponential semigroup formula

EtpP q “ etpA´P8Sq FtpP q´1 “ EtpP8qFtpP q´1, (70)

where FtpP q was defined in (65). For any t ě δ ą 0 we have the uniform estimates

}FtpP q´1} ď χδ and }EtpP q} ď χδ }EtpP8q}. (71)

In addition, for any t ě 0 we have the exponential estimates (34) as well as the bounds

}FtpP q´1} ď χpP q and }EtpP q} ď χpP q }EtpP8q}. (72)

Using the decomposition

RiccpQ1q ´ RiccpQ2q “ pA´Q1SqpQ1 ´Q2q ` pQ1 ´Q2qpA´Q2Sq
1, (73)

for Q1, Q2 P S0
r , applying (70) we have the closed form Lipschitz type matrix formula

φtpQ1q ´ φtpQ2q “ EtpP8q FtpQ1q
´1pQ1 ´Q2q

`

EtpP8q FtpQ2q
´1
˘1
. (74)

Applying (74) with Q2 “ P8 and using (66), we recover the Bernstein-Prach-Tekinalp
formula [76, 77] given by

φtpP q “ P8 ` EtpP8q FtpP q´1pP ´ P8q EtpP8q1. (75)
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5.3 Lipschitz inequalities

Combining Theorem 5.2, (34) and (74) we easily obtain the following result.

Theorem 5.3. For any time horizon t ě δ ą 0 and any Q1, Q2 P S0
r we have the Lipschitz

estimate
}φtpQ1q ´ φtpQ2q} ď pαχδq

2 e´2βt }Q1 ´Q2}

with the parameters pα, β, χδq defined in (34) and Theorem 5.2. In addition, for any t ě 0
we have the local Lipschitz estimate

}φtpQ1q ´ φtpQ2q} ď α2χpP1qχpP2q e
´2βt }Q1 ´Q2},

with the parameters χpQiq defined in Theorem 5.2.

Noting that

EtpQ1q ´ EtpQ2q “ EtpP8q FtpQ1q
´1 rFtpQ2q ´ FtpQ1qs FtpQ2q

´1

“ EtpP8q FtpQ1q
´1 pQ2 ´Q1q ∆t FtpQ2q

´1,

where ∆t was defined in (64), we also obtain the following corollary.

Corollary 5.4. For any time horizon t ě δ ą 0 and any Q1, Q2 P S0
r we have the Lipschitz

estimate
}EtpQ1q ´ EtpQ2q} ď αχ2

δ }∆8} e
´βt }Q1 ´Q2}

with the parameters pα, β, χδq defined in (34) and Theorem 5.2. In addition, for any t ě 0
we have local Lipschitz estimate

}EtpQ1q ´ EtpQ2q} ď α}∆8}χpQ1qχpQ2q e
´βt }Q1 ´Q2}

with the parameter χpQiq defined in Theorem 5.2.

The first coordinate of the evolution semigroup (27) can be written as

pXtpx, P0q “ EtpP0qx

Using the decomposition

pXtpx1, Q1q ´ pXtpx2, Q2q “ pEtpQ1q ´ EtpQ2qqx1 ` EtpQ2qpx1 ´ x2q,

we readily check the following theorem.

Theorem 5.5. For any time horizon t ě δ ą 0 and any Q1, Q2 P S0
r we have the estimate

} pXtpx1, Q1q ´ pXtpx2, Q2q} ď αχδ e
´βt pχδ}∆8} }x1} }Q1 ´Q2} ` }x1 ´ x2}q

with the parameters pα, β, χδq defined in (34) and Theorem 5.2. In addition, for any t ě 0
we have the estimate

} pXtpx1, Q1q ´ pXtpx2, Q2q} ď αχpQ2q e
´βt pχpQ1q}∆8} }x1} }Q1 ´Q2} ` }x1 ´ x2}q

with the parameter χpQiq defined in Theorem 5.2.
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6 Feynman-Kac propagators

6.1 Unnormalised semigroups

Whenever the initial state X0 is distributed according to some probability measure η0 on
Rd, by Fubini’s theorem and (6) we have

η0pψtq :“

ż

η0pdxqψtpxq “

ż

η0pdxq

ż

Ktpx, dyqψ0pyq

“

ż
ˆ
ż

η0pdxqKtpx, dyq

˙

ψ0pyq “ pη0Ktq pψ0q.

This yields the formula

η0pψtq “ γtpψ0q with the measure γt :“ η0Kt.

Equivalently, the measure γt is defined by the unnormalised Feynman-Kac path integral

γtpψ0q “ E
ˆ

ψ0pXtq exp

ˆ

´

ż t

0
V pXuq ds

˙˙

and γtp1q “ E
ˆ

exp

ˆ

´

ż t

0
V pXuq ds

˙˙

.

In the above display, 1 stands for the unit function. Observe that the evolution semigroup
of γt is linear and given by the formulae

γt`s “ η0Ks`t “ η0 pKsKtq “ pη0KsqKt “ γsKt. (76)

Finally observe that

Btγtpψ0q “ E
ˆ

Lpψ0qpXtq exp

ˆ

´

ż t

0
V pXuq ds

˙˙

´E
ˆ

ψ0pXtq V pXtq exp

ˆ

´

ż t

0
V pXuq ds

˙˙

This yields the evolution equation

Btγtpψ0q “ γtpLpψ0qq ´ γtpψ0V q “ ´γtpHpψ0qq, (77)

where H was defined in (1).

6.2 Normalised semigroups

We shall denote by ηt the normalised probability measures

ηtpfq :“ γtpfq{γtp1q ùñ γtpfq “ ηtpfq exp

ˆ

´

ż t

0
ηspV q ds

˙

. (78)

We check this claim using the formula

´Bt log γtp1q “
1

γtp1q
E
ˆ

V pXtq exp

ˆ

´

ż t

0
V pXuq ds

˙˙

“ ηtpV q.

In bra-ket notation, the semigroup property (76) and the probability measure ηt can be
written in the form

η0 “ µϕ ùñ xϕ|e´ps`tqH|ψy “ xϕ|e´sHe´tH|ψy and ηtpψ0q “
xϕ |e´tH |ψ0y

xϕ |e´tH |1y
.
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Observe that for any s ď t we have the correspondence principle

ηtpfq “
γtpfq

γtp1q
“
γsKt´spfq

γsKt´sp1q
“
ηsKt´spfq

ηsKt´sp1q
“: Φt´spηsqpfq. (79)

The semigroup Φt´spηsq “ ηt of the normalised measures described above is a nonlinear
mapping from the set of probability measures on Rr into itself.

6.3 Normalised Feynman-Kac propagators

There two different ways to normalise the integral Feynman-Kac operators Kt. The first
one is based on (78), which implies that

ηtpfq “ γtpfq exp

ˆ
ż t

0
ηspV q ds

˙

. (80)

This yields the formula

ηtpfq “ E
ˆ

fpXtq exp

ˆ

´

ż t

0
VηspXsq ds

˙˙

with Vηspxq “ V pxq ´ ηspV q.

This shows that the normalised measures ηt are defined as γt by replacing V by the time
varying centered potential function Vηt . It is therefore natural to consider the normalised
propagator defined below.

Definition 6.1. For any initial distribution η0 and for any t ě 0 we denote by Kη0
t the

integral operator

Kη0
t pfqpxq :“ E

ˆ

fpXtq exp

ˆ

´

ż t

0
VηspXsq ds

˙

| X0 “ x

˙

.

Using (79), it is straightforward to see that

Kη0
t pfqpxq “ exp

ˆ
ż t

0
Φspη0qpV q ds

˙

ˆKtpfqpxq “
Ktpfqpxq

η0Ktp1q
. (81)

From this we deduce that

η0Kη0
t pfq “

1

γtp1q
η0Ktpfq “

γtpfq

γtp1q
ùñ η0Kη0

t “ ηt.

Proposition 6.2. For any s, t ě 0 we have the evolution semigroup properties

Kη0
s`t “ Kη0

s Kηs
t , ηs`t “ ηsKηs

t and Kη8
t pfq “ eλ0t Ktpfq

Proof. To prove the two semigroup properties, note that

Kη0
t pfqpxq “ exp

ˆ
ż s

0
ηspV q ds

˙

exp

ˆ
ż t

s
Φu´spηsqpV q du

˙

Kt`spfqpxq

“ exp

ˆ
ż t´s

0
ΦupηsqpV q du

˙

Kη0
s pKtpfqqpxq “ Kη0

s

´

KΦspη0q

t´s pfq
¯

pxq.
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The second then follows from η0Kη0
t “ ηt.

To check the right hand side, note that

η8pKtp1qq “ exp

ˆ

´

ż t

0
Φspη8qpV q ds

˙

“ e´η8pV qt “ e´λ0t.

The result then follows from (81).

Arguing as in (77) with V replaced by Vηt , we also find the evolution equation

ψt :“ Kη0
t pψ0q ùñ ´Btψt “ Hηtpψtq and ´ Btηtpfq “ ηt pHηtpfqq , (82)

with the normalised time varying Hamiltonian

Hηt “ ´L` pV ´ ηtpV qq ðñ p14q.

A second strategy to normalise the Feynman-Kac propagator is to divide by its total
mass.

Definition 6.3. We associate with Kt the normalised the Markov integral operator Kt de-
fined by the ratio formula

Ktpfqpxq :“ Ktpfqpxq{Ktp1qpxq “

ż

fpyq Φtpδxqpdyq.

By (76) and (78) the normalising constant is given by

Ktp1qpxq “ δxKtp1q “ exp

ˆ

´

ż t

0
ΦspδxqpV q ds

˙

.

Using Theorem 3.4 (see also the estimates presented in section 5.3) it follows that

δx “ N px, 0q

ùñ Ktpx, dyq “ Φtpδxqpdyq “ N
´

pXtpx, 0q, φtp0q
¯

pdyq ÝÑtÑ8 η8 “ N p0, P8q.

This yields the formula

2ΦtpδxqpV q “ pXtpx, 0q
1S pXtpx, 0q ` TrpSφtp0qq “ x1Etp0q1SEtp0qx` TrpSφtp0qq,

from which we conclude that

Ktp1qpxq “ exp

ˆ

´
1

2
x1∆tp0qx´

1

2

ż t

0
TrpSφsp0qqds

˙

,

with

∆tp0q :“

ż t

0
Esp0q1S Esp0q ds ÝÑtÑ8 ∆8p0q :“

ż 8

0
Esp0q1S Esp0q ds.

In contrast with linear semigroups we have the nonlinear transport formula

Φtpη0q “ BKtp1qpη0qKt ­“ η0Kt,

and thus, the following theorem.
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Theorem 6.4. For any probability measure η on Rr and for any t ě 0 we have the
Boltzmann-Gibbs formula

Φtpηq “ B$tpηqKt

with the energy function

log$tpxq “ ´
1

2
x1∆tp0qx ÝÑtÑ8 log$8pxq “ ´

1

2
x1∆8p0qx.

In addition, for any δ ą 0 there exists some constant cδ such that for any pair of probability
measures, η and µ, on Rr and for t ě δ ą 0, we have

}Φtpηq ´ Φtpµq}tv ď
cδ

ηp$8q ^ µp$8q
e´βt, (83)

where the parameter β was introduced in (34).

Proof. The first assertion comes from the fact that

Ktp1qpxq “ $tpxq exp

ˆ

´
1

2

ż t

0
TrpSφsp0qqds

˙

ùñ BKtp1q “ B$t .

To prove (83), observe that

Φtpηqpfq ´ Φtpµqpfq “

ż

B$tpηqpdxqB$tpµqpdyq
`

Ktpfqpxq ´Ktpfqpyq
˘

.

From Definition 6.3 and Theorem 3.4, for any function f such that }f} ď 1, we have

|Ktpfqpxq ´Ktpfqpyq| ď }Φtpδxq ´ Φtpδyq}tv ď cδ e
´βt }x´ y}.

This implies that

}Φtpηq ´ Φtpµq}tv ď 2cδ e
´βt

ˆ
ż

B$tpηqpdxq}x} _

ż

B$tpµqpdxq}x}

˙

.

On the other hand, we have

ηp$tq ě ηp$8q ą 0 with log$8pxq “ ´
1

2
x1∆8p0qx,

as well as the uniform estimate
ż

ηpdxq$tpxq }x} ď

ż

ηpdxq$δpxq }x} ď sup
xPRr

|$δpxq }x}| “: c1δ ă 8, t ě δ ą 0.

Thus
ż

B$tpηqpdxq}x} “
1

ηp$tq

ż

ηpdxq$tpxq }x} ď
c1δ

ηp$8q
,

which completes the proof of the theorem.

Observe that

η “ N px, P q ùñ

$

’

&

’

%

B$tpηq “ N
´

`

P´1 `∆tp0q
˘´1

P´1x,
`

P´1 `∆tp0q
˘´1

¯

ηKt “ N pEtp0qx, φtp0q ` Etp0qPEtp0q1q .

Combining these two formula we readily check the following proposition.
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Proposition 6.5. For any t ě 0, we have the Gaussian preserving property

η0 “ N px, P q ùñ ηt “ N
´

pXtpx, P q, φtpP q
¯

with the mean vector and covariance matrices given by
$

’

&

’

%

pXtpx, P q “ Etp0q
`

P´1 `∆tp0q
˘´1

P´1x

φtpP q “ φtp0q ` Etp0q
`

P´1 `∆tp0q
˘´1 Etp0q1

6.4 Some stability properties

6.4.1 Relative entropy

For any initial conditions of the form given in (52), the Boltzmann-Kullback Leibler relative
entropy of Φtpη0q with respect to Φtpµ0q has a closed form (see for instance the article [93]
and formula (A.23) in [83]) given by the formula

Ent pΦtpη0q | Φtpµ0qq

“
1

2

`

Tr
`

φtpP qφtpQq
´1 ´ I

˘

` log det
`

φtpQqφtpP q
´1
˘

`

´

pXtpx, P q ´ pXtpy,Qq
¯1

φtpQq
´1

´

pXtpx, P q ´ pXtpy,Qq
¯

˙

. (84)

When P “ 0 “ Q the above formula reduces to

Ent pΦtpδxq | Φtpδyqq “
1

2
px´ yq1Etp0q1φtp0q´1Etp0qpx´ yq.

To estimate determinants of matrices close to the identity we use the following lemma.

Lemma 6.6 ([43]). For any pr ˆ rq-matrix A we have

}A}F ă
1

2
ùñ |log det pI ´Aq| ď

3

2
}A}F .

For any n ě 1 and δ ą 0 we set

tn,δ :“ δ _
1

2β
log p2nαδq with αδ :“ pαχδq

2
´

rλmaxpΠ
´1
´,δq TrpΠ´1

´,δq

¯1{2
.

with the positive matrix Π´,δ and the parameters pα, β, χδq defined in (34) and Theorem 5.2.

Theorem 6.7. For any initial conditions

η0 “ N px, P q and µ0 “ N py,Qq s.t. }P ´Q} ď n,

and for any t ě tδ,n with n ě 1 and δ ą 0, we have the exponential decay estimate

Ent pΦtpη0q | Φtpµ0qq

ď

ˆ

5

4
αδ }P ´Q} ` λmaxpΠ

´1
´,δq pαχδq

2
`

pχδ}∆8}q
2 }x}2 }P ´Q}2 ` }x´ y}2

˘

˙

e´2βt.
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Proof. We start by controlling the log det term on the right hand side of (84) using Lemma
6.6. First note that, by (34), for any t ě δ ą 0 we have

0 ă Π´1
`,δ ď φtpQq

´1 ď Π´1
´,δ ùñ TrpφtpQq

´2q ď rλmaxpΠ
´1
´,δq TrpΠ´1

´,δq.

Combining this with the Lipschitz estimates stated in Theorem 5.3 we check that

}I ´ φtpQq
´1φtpP q}F ď

´

rλmaxpΠ
´1
´,δq TrpΠ´1

´,δq

¯1{2
pαχδq

2 e´2βt }P ´Q}.

For any t ě tn,δ we have

t ě δ and e´2βt ď
1

2nαδ
with αδ :“ pαχδq

2
´

rλmaxpΠ
´1
´,δq TrpΠ´1

´,δq

¯1{2

ùñ }I ´ φtpQq
´1φtpP q}F ď

1

2n
}P ´Q}.

Applying Lemma 6.6 to A “ φtpQq
´1pφtpQq ´ φtpP qq, for any t ě tn,δ and }P ´Q} ď n we

have the estimate

ˇ

ˇlog det
`

φtpP qφtpQq
´1
˘ˇ

ˇ ď
3

2
}φtpP q ´ φtpQq}F }φtpQq

´1}F

ď
3

2

´

rλmaxpΠ
´1
´,δq TrpΠ´1

´,δq

¯1{2
pαχδq

2 e´2βt }P ´Q}.

Similarly, for any t ě δ we have

ˇ

ˇtr
`

I ´ φtpQq
´1φtpP q

˘
ˇ

ˇ ď
›

›φtpQq
´1
›

›

F
}φtpP q ´ φtpQq}F

ď

´

rλmaxpΠ
´1
´,δq TrpΠ´1

´,δq

¯1{2
}φtpP q ´ φtpQq}

ď

´

rλmaxpΠ
´1
´,δq TrpΠ´1

´,δq

¯1{2
pαχδq

2 e´2βt }P ´Q}.

Finally, we notice that

ˇ

ˇ

ˇ

ˇ

´

pXtpx, P q ´ pXtpy,Qq
¯1

φtpQq
´1

´

pXtpx, P q ´ pXtpy,Qq
¯

ˇ

ˇ

ˇ

ˇ

ď λmaxpΠ
´1
´,δq }p

pXtpx, P q´ pXtpy,Qq}
2.

Applying Theorem 5.5 for any t ě δ we check that

ˇ

ˇ

ˇ

ˇ

´

pXtpx, P q ´ pXtpy,Qq
¯1

φtpQq
´1

´

pXtpx, P q ´ pXtpy,Qq
¯

ˇ

ˇ

ˇ

ˇ

ď λmaxpΠ
´1
´,δq pαχδq

2 e´2βt pχδ}∆8} }x} }P ´Q} ` }x´ y}q
2 ,

which concludes the proof.

Applying the above theorem to P “ 0 and py,Qq “ p0, P8q we check the following
corollary
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Corollary 6.8. For any t ě tδ,n with n “ t}P8}u and δ ą 0, we have the exponential decay
estimate

Ent pΦtpδxq | η8q ď

ˆ

5

4
αδ }P8} ` λmaxpΠ

´1
´,δq pαχδq

2
`

1` pχδ}∆8} }P8}q
2
˘

}x}2
˙

e´2βt.

In addition, for any t ě δ ą 0 and any x, y P Rr we have

Ent pΦtpδxq | Φtpδyqq ď
1

2
λmaxpΠ

´1
´,δq pαχδq

2 e´2βt }x´ y}2.

6.4.2 Wasserstein distances

For any initial conditions of the form (52) we have

W2 pΦtpµ0q,Φtpη0qq
2
ď } pXtpx, P q ´ pXtpy,Qq}

2 ` }φtpP q
1{2 ´ φtpQq

1{2}2F

For any P,Q P S`r we also have the Ando-Hemmen inequality

}P 1{2 ´Q1{2} ď

”

λ
1{2
minpP q ` λ

1{2
minpQq

ı´1
}P ´Q} (85)

for any unitary invariant matrix norm }.} (including the spectral and the Frobenius norms).
See for instance Theorem 6.2 on page 135 in [56], as well as Proposition 3.2 in [4]. For a
more thorough discussion on the geometric properties of positive semidefinite matrices and
square roots we refer to [57].

Using (34) and theorem 5.3 for any t ě δ ą 0 we check that

}φtpP q
1{2 ´ φtpQq

1{2}F ď
?
r
”

2λ
1{2
minpΠ´,δq

ı´1
pαχδq

2 e´2βt }P ´Q}

Using theorem 5.5 we obtain the following theorem

Theorem 6.9. For any t ě δ ą 0 and any initial conditions

η0 “ N px, P q and µ0 “ N py,Qq

we have the exponential decay estimate

W2 pΦtpµ0q,Φtpη0qq

ď αχδ e
´βt

ˆ

}x´ y} ` χδ

ˆ

}∆8} }x} ` α
?
r
”

2λ
1{2
minpΠ´,δq

ı´1
e´βt

˙

}P ´Q}

˙

6.4.3 Proof of Theorem 3.3

Observe that

Ktph0qpxq “ e´λ0t h0pxq ùñ eλ0tKtp1qpxq “
h0pxq

Ktph0qpxq
“

h0pxq

η8ph0q
ktpxq

with
ktpxq :“ η8ph0q{Ktph0qpxq “ η8ph0q{Φtpδxqph0q

33



Observe that

ktpxq “

ˆ

detpI ` φtp0qQ8q

det pI ` P8Q8q

˙1{2

exp

ˆ

1

2
pXtpx, 0q

1pI `Q8φtp0qq
´1

pXtpx, 0q

˙

This shows that
ktpxq ÝÑ|x|Ñ`8 `8 and ktpxq ÝÑtÑ8 1

This shows that one cannot expect uniform upper bound with respect to the state variable.
The estimates (51) are now a direct consequences of the Lipschitz estimates presented in
section 5.3, which we now detail.

Applying (75) to P “ 0 we check the formula

pI ` φtp0qQ8qpI ` P8Q8q
´1 “ I ´ EtpP8q Ftp0q´1P8 EtpP8q1pQ´1

8 ` P8q
´1

On the other hand, by (71) for any t ě δ ą 0 we have

}EtpP8q Ftp0q´1P8 EtpP8q1pQ´1
8 ` P8q

´1} ď χ3
δ }EtpP8q}2 }P8pQ´1

8 ` P8q
´1 }

Using (34) this implies that

}EtpP8q Ftp0q´1P8 EtpP8q1pQ´1
8 ` P8q

´1}F ď
?
r χ3

δ α
2 e´2βt }P8Q8pI ` P8Q8q

´1 }

Applying lemma 6.6 for any

t ą tδ :“
1

2β
log

`

2
?
r χ3

δ α
2 }P8Q8pI ` P8Q8q

´1 }
˘

we have
ˇ

ˇ

ˇ

ˇ

ˇ

log

ˆ

detpI ` φtp0qQ8q

det pI ` P8Q8q

˙1{2
ˇ

ˇ

ˇ

ˇ

ˇ

ď
3

4

?
r χ3

δ α
2 e´2βt }P8Q8pI ` P8Q8q

´1 }

On the other hand, we have

pXtpx, 0q
1pI `Q8φtp0qq

´1
pXtpx, 0q ď }φtp0q

´1} }pφtp0q
´1 `Q8q

´1} } pXtpx, 0q}
2

By (34) for any t ě δ ą 0 we have

φtp0q
´1 ď Π´1

´,δ and pφtp0q `Q8q
´1 ď pΠ´,δ `Q8q

´1

combining the above with the estimates (34) and (71) we check that

pXtpx, 0q
1pI `Q8φtp0qq

´1
pXtpx, 0q ď }Π

´1
´,δ} }pΠ´,δ `Q8q

´1} pαχδq
2 e´2βt }x}2

To finish the proof of the theorem, note that for any time horizon t ě 0 and any
f P L1pη8q we have the decomposition

eλ0t Ktpfqpxq “
h0pxq

η8ph0q

´

η8pfq ` rKtpfqpxq
¯

ktpxq

with the integral operator

rKtpfqpxq “ Ktpfqpxq ´ η8pfq “ Φtpδxqpfq ´ η8pfq

This ends the proof of theorem 3.3.
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7 Path integral formulations

7.1 Particle absorption models

For any time horizon t ě 0, any measurable function Ft on Cpr0, ts,Rrq and any starting
point x P Rr, we have the Feynman-Kac path-integral formula

E
ˆ

Ft
`

pXsqsPr0,ts
˘

exp

ˆ

´

ż t

0
V pXuq ds

˙

| Xc
0 “ x

˙

“ EpFt
`

pXc
sqsPr0,ts

˘

1τcět | X0 “ xq.

We recover the Feynman-Kac propagator formula (6) by choosing functions that only depend
on the terminal time.

Theorem 7.1. For all x P Rr, we have

h´1
0 Lph0qpxq “ V pxq ´ λ0, (86)

where h0 was defined in (8). In addition, for any time horizon t ě 0, any measurable
function Ft on Cpr0, ts,Rrq and any starting point x P Rr, we have the Feynman-Kac path-
integral formula

EpFt
`

pXc
sqsPr0,ts

˘

1τcět | X0 “ xq

“ exp p´λ0tq h0pxq E
´

Ft

´

pXh
s qsPr0,ts

¯

h´1
0 pXh

t q | X
h
0 “ x

¯

,
(87)

where Xh
t stands for the diffusion with generator defined by

Lhpfq “ Lpfq ` h´1
0 ΓLph0, fq,

with the carré-du-champ operator

ΓLph0, fqpxq :“ pB∇h0pxqq
1
pB∇fpxqq “ ´h0pxq pRQ8xq

1 ∇fpxq.

Proof. From (8), we have the gradient formula

∇ log h0pxq “ ´Q8x and ∇2 log h0pxq “ ´Q8

ùñ h´1
0 pxq∇h0pxq “ ´Q8x and h´1

0 pxq∇2h0pxq “ ´Q8 ` pQ8xq pQ8xq
1 .

This implies that

h´1
0 Lph0qpxq “ h´1

0 pxq

ˆ

pAxq1∇h0pxq `
1

2
Tr

`

R∇2h0

˘

˙

“ ´x1A1Q8x`
1

2
Tr

`

RpQ8xq pQ8xq
1
˘

´
1

,
2Tr pRQ8q

from which it follows that

h´1
0 Lph0qpxq ´ V pxq “ ´

1

2
x1pA1Q8 `Q8Aqx`

1

2
x1pQ8RQ8qx´

1

2
x1Sx´

1

2
Tr pRQ8q

“ ´λ0,
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where the last equality follows from the fact that A1Q8 ` Q8A ´ Q8RQ8 ` S “ 0, as in
(8).

This yields the exponential change of probability formula

exp pλ0tq E
ˆ

F ppXsqsPr0,tsq exp

ˆ

´

ż t

0
V pXsq ds

˙˙

“ E
ˆ

F ppXsqsPr0,tsq
h0pX0q

h0pXtq

ˆ

h0pXtq

h0pX0q
exp

ˆ

´

ż t

0
ph´1

0 Lh0qpXsq ds

˙˙˙

“ η0ph0q E
´

F
´

pXh
s qsPr0,ts

¯

h´1
0 pXh

t q

¯

,

which ends the proof of the theorem.

Thus, combining this with Lemma 5.1, Theorem 3.1 is now proved. Moreover, Theo-
rem 3.2 is a now a direct consequence of (87). Indeed, using (87) we verify that the law
ηht of the random states Xh

t of the h-process defined in (36) and the distribution of the
non-absorbed particle defined in (13) are connected by the Boltzmann-Gibbs transforma-
tion (18). The Gaussian preserving property of the linear diffusion process Xh

t is immediate.
The formulae given in (50) are easily checked using the the Boltzmann-Gibbs transformation
(18). Moreover, we can check that the pair p pXt, Ptq given by (50) satisfies (21) using brute
force calculations, or by checking that the Gaussian distributions with mean and covariance
matrices p pXt, Ptq solves the nonlinear equation (14).

7.2 Backward h-processes

For a fixed time horizon t ě 0, we let Xt be a random sample from N p pXt, Ptq. We also
denote by Xh

t,spxq, with s P r0, ts, be the backward diffusion defined by

dXh
t,spxq “

´

AXh
t,spxq `RP

´1
s pXh

t,spxq ´
pXsq

¯

ds`BdWs,

starting at Xh
t,tpxq “ x at time s “ t. In the above display, Ps stands for the solution of the

Riccati matrix differential equation defined in (21). We assume that Xt and pWsqsďt are
independent.

Rewritten in terms of the density gs of the Gaussian distribution N p pXs, Psq, we have

X
h
t,s :“ Xh

t,spXtq ùñ dX
h
t,s “

´

AX
h
t,s ´R∇ log gspX

h
t,sq

¯

ds`B dWs. (88)

The following theorem, taken from [10] links the non-absorbed particle process with the
above backward diffision

Theorem 7.2 ([10]). Assume that X0 „ N p pX0, P0q. In this situation, for any t ě 0 we
have the backward formulation of the Feynman-Kac path integral

E
`

F
`

pXc
sqsPr0,ts

˘

| τ c ě t
˘

“ E
´

F
´

pX
h
t,sqsPr0,ts

¯¯

.
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The random state X
h
t,s is a Gaussian variable with a mean pXh

t,s and covariance matrix

P ht,s satisfying the backward equations

$

&

%

Bs pX
h
t,s “ A pXh

t,s `RP
´1
s p pXh

t,s ´
pXsq

BsP
h
t,s “ pA`RP´1

s qP ht,s ` P
h
t,spA`RP

´1
s q1 ´R

with the terminal condition p pXh
t,t, P

h
t,tq “ p pXt, Ptq, where p pXs, Psq is the solution to the

forward equations described in (21).

7.3 Extensions to nonlinear diffusions

The h-process methodology can be extended to more general generators L and other choices
of the potential function V . We now assume that L is the generator of the diffusion equation

dXt “ ApXtqdt`BpXtqdWt (89)

for some drift function Apxq and some diffusion matrix valued function Bpxq with appro-
priate dimensions. We also assume there exists some ground state h0 associated with some
energy λ0; that is, we have that

h´1
0 Lph0qpxq “ V pxq ´ λ0

In this situation, the h-process Xh
t is a diffusion with generator defined by

Lhpfq “ Lpfq ` h´1
0 ΓLph0, fq

with the carré-du-champ operator

ΓLph0, fqpxq :“ pBpxq∇h0pxqq
1
pBpxq∇fpxqq “ pRpxq∇h0pxqq

1∇fpxq,

where we have defined Rpxq :“ BpxqBpxq1. Equivalently, the h-process is defined by the
diffusion

dXh
t “

´

ApXh
t q `RpX

h
t q∇ log h0pX

h
t q

¯

dt`BpXh
t qdWt

Let Xt a random sample from the Feynman-Kac probability measures ηt defined as in
(78) for some potential function V .

Whenever it exists, let gs be the density of the normalised or unnormalised Feynman-Kac
measures ηs or γs. In this situation, following the analysis developed in [10], the assertion
of Theorem 7.2 remains valid with the backward diffusion

dX
h
t,s “

´

ApX
h
t,sq ´ divR log gspX

h
t,sq

¯

ds`BpX
h
t,sq dWs (90)

with the terminal condition X
h
t,t “ Xt and the R-divergence m-column vector operator with

j-th entry given by the formula

divRpfqpxq
j :“

ÿ

1ďiďr

Bxi pRi,jpxq fpxqq .
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8 McKean-Vlasov interpretations

8.1 Interacting jump processes

Let Xt be a nonlinear jump diffusion process with generator

Lηtpfqpxq “ Lpfqpxq ` V pxq
ż

pfpyq ´ fpxqq ηtpdyq where ηt :“ LawpXtq.

The process starts at X0 “ X0. Between the jumps the process Xt evolves as Xt. At rate
V pXtq the process jumps onto a new location randomly selected according to the distribution
ηt. Observe that

Btηtpfq “ ηt
`

Lηtpfq
˘

“ ηtpLpfqq ´ ηtpfV q ` ηtpfqηtpV q.

This shows that ηt satisfies the same evolution equation as the one satisfied by ηt given in
(14). Thus, for any choice of the generator L and any choice of the potential function V we
have that

ηtpdxq “ ηtpdxq :“ PpXc
t P dx | τ

c ą tq.

The mean field particle interpretation of the nonlinear process Xt is defined by a system
of N walkers, ξit, evolving independently as Xt with jump rate VtpXtq, for 1 ď i ď N . At
each jump time, the particle ξit jumps onto a particle uniformly chosen in the pool. The
occupation measure of system is given by the empirical measure

ηNt “
1

N

ÿ

1ďiďN

δξit ÝÑNÑ8 ηt ÝÑtÑ8 η8. (91)

Mimicking (80) we also define the normalising constant approximations

1

t

ż t

0
ηNs pV qds :“ ´

1

t
log γNt p1q ÝÑNÑ8 ´

1

t
log γtp1q ÝÑtÑ8 .λ0 “ η8pV q (92)

The interacting particle system discussed above belongs to the class of diffusion Monte
Carlo algorithms, see for instance the series of articles [23, 24, 67, 68, 80, 81], as well
as [37, 39, 40, 41] and the references therein. Observe that the N ancestral lines ζit :“
pξitq0ďsďt of length t of the above genetic-type process can also be seen as a system of N
path-valued particles evolving independently as the historical process Yt “ pXsq0ďsďt of Xt,
with a jump rate VtpXtq that only depends on the terminal state Xt of the ancestral line Yt.

8.2 Interacting diffusions

For any probability measure η on Rr we let Pη denote the η-covariance

η ÞÑ Pη :“ η
`

re´ ηpeqsre´ ηpeqs1
˘

(93)

where epxq :“ x is the identity function and ηpfq is a column vector whose i-th entry is
given by ηpf iq for some measurable function f : Rr Ñ Rr.
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We now consider three different nonlinear McKean-Vlasov-type diffusion process,

p1q dXt “ pA´ PηtSqXt dt` Pηt S
1{2 dWt `B dWt,

p2q dXt “

ˆ

AXt ´
1

2
Pηt S

`

Xt ` ηtpeq
˘

˙

dt`B dWt,

p3q BtXt “ AXt ´
1

2
Pηt S

`

Xt ` ηtpeq
˘

` pR`MtqP´1
ηt

`

Xt ´ ηtpeq
˘

,

(94)

for any skew symmetric matrix M 1
t “ ´Mt that may also depend ηt. In all three cases

pWt,Wtq are independent copies of Wt; and X0 is an independent copies of X0. We also
assume that pWt,Wt, X0q are independent. In all three cases in (94), ηt stands for the
probability distribution of Xt; that is, we have that

ηt :“ LawpXtq. (95)

Observe that, in all three cases the stochastic processes discussed above depend in some
nonlinear fashion on the law of the diffusion process itself.

Theorem 8.1. In all the three cases presented in (94), for any t ě 0 we have the Gaussian
preserving property

η0 “ N p pX0, P0q “ η0 ùñ ηt “ N p pXt, Ptq “ ηt.

Proof. Let Xt be the process defined as in p1q by replacing Pηt by Pt. In this case, we have

d
`

Xt ´ EpXtq
˘

“ pA´ PtSq
`

Xt ´ EpXtq
˘

dt` Pt S
1{2 dWt `B dWt.

Applying Ito’s formula and taking expectations we obtain

BtPηt “ pA´ PtSqPηt ` PηtpA´ PtSq
1 ` PtSPt `R.

This yields the linear system

Bt
`

Pηt ´ Pt
˘

“ pA´ PtSqpPηt ´ Ptq ` PηtpA´ PtSq
1pPηt ´ Ptq ùñ Pt “ Pηt .

We conclude that Xt is a linear diffusion with mean pXt and covariance matrix Pt. The proof
for the other two cases follows the same lines of arguments, thus we leave the details to the
reader.

The mean-field particle interpretation of the first nonlinear diffusion process in (94) is
given by the Mckean-Vlasov type interacting diffusion process

dξit “ pA´ PNt SqXt dt` P
N
t S1{2 dW i

t `B dW
i
t, i “ 1, . . . , N, (96)

where pW i
t ,W

i
t, ξ

i
0q1ďiďN are N independent copies of pWt,WtX0q. In the above display,

the PNt are the rescaled empirical covariance matrices given by the formulae

PNt :“

ˆ

1´
1

N

˙´1

PηNt “
1

N ´ 1

ÿ

1ďiďN

`

ξit ´m
N
t

˘ `

ξit ´m
N
t

˘1
, (97)
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with the empirical measures

ηNt :“
1

N

ÿ

1ďiďN

δξit and the sample mean mN
t :“

1

N

ÿ

1ďiďN

ξit .

Note that (96) is a set of N stochastic differential equations coupled via the empiri-
cal covariance matrix PNt . The mean-field particle interpretation of the second and third
nonlinear diffusion processes in (94) are defined as above by replacing Pηt by the sample co-
variance matrices PNt . The quasi-invariant measure η8 and the parameter λ0 are computed
using the limiting formulae (91) and (92).

The interacting diffusions discussed above belong to the class of Ensemble Kalman filters,
see for instance the pioneering article by Evensen [49], the series of articles [14, 15, 16], as
well as [43, 44] and the references therein.

In contrast with the interacting jump process discussed in section 8.1 none of the non-
linear diffusions discussed in (94) can be extended to more general generators L and other
choices of the potential function V .

We end this section with an application of the seminal feedback particle filter method-
ology recently developed by Mehta and Meyn and their co-authors [87, 88, 89, 90, 91] to
Feynman-Kac models. Consider the diffusion

dXt “
`

ApXtq ` UtpXtq
˘

dt`BpXtqdWt,

where Utpxq is the solution of the Poisson equation

ÿ

1ďiďr

1

gtpxq
Bxi

`

U it pxq gtpxq
˘

“ pV pxq ´ ηtpV qq, t ě 0.

In the above display gtpxq stands for the density of the distribution ηt of the random state
Xt. The generator Lηt of the above time varying diffusion satisfies the equation

ηtpLηtpfqq “ ηtpLpfqq `
ÿ

1ďiďr

ż

U it pxqBxifpxq gtpxq dx.

Integrating by part the last term we obtain the formula

ηtpLηtpfqq “ ηtpLpfqq ´

ż

fpxq pV pxq ´ ηtpV qq ηtpdxq,

from which we conclude that

ηtpLηtpfqq “ ηtpLpfqq ´ ηtpfV q ` ηtpfqηtpV q.

This shows that ηt “ LawpXtq “ ηt coincides with the normalised Feynman-Kac measures.
For linear-Gaussian models we have ηt “ N p pXt, Ptq. Thus, the Poisson equation resumes

to the formula

ÿ

1ďiďr

BxiU
i
t pxq ´ px´

pXtq
1P´1
t Utpxq “

1

2
px1Sx´ pX 1tS

pXt ´ TrpSPtqq

“
1

2
px´ pXtq

1Spx´ pXtq.
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The solution of the above equation is clearly given by

Utpxq “ ´
1

2
PtSpx` pXtq ùñ

ÿ

1ďiďr

BxiU
i
t pxq “ TrpPtSq.

The resulting diffusion coincides with the second case in (94).

9 Spectral decompositions

The main focus of this section is the proof of Theorem 3.5 and Theorem 3.7, and the
corresponding corollaries. Thus, in what follows, we assume that R ą 0 and A1 “ R´1AR.
Before giving the proofs, we first spend some time discussing some properties of the reversible
h-process introduced in section 2.5 and the Chebychev-Hermite polynomials introduced in
section 3.2.

9.1 Reversible h-processes

Due to the reversibility conditions, the fixed points of the algebraic Riccati equation (29)
are given by the formulae

pP´8q
´1 “ ´R´1A´R´1pA2 `RSq1{2 ă 0 ă P´1

8 “ ´R´1A`R´1pA2 `RSq1{2, (98)

with the square root pA2 ` RSq1{2 that has all positive eigenvalues. A proof of the above
result can be found in [17]. To check that this square root is well-defined, observe that

A1 “ R´1AR ùñ A2 `RS “ RpA1R´1A` Sq “ RppA1q2 ` SRqR´1, (99)

which has positive eigenvalues. We also have the formulae

Q8 “ P´1
8 ` 2R´1A and A´RQ8 “ ´pA

2 `RSq1{2, (100)

which yields

SpecpA´RQ8q “
!

´|λ|1{2 : λ P SpecpA2 `RSq
)

“ t´λh1 , . . . ,´λ
h
r u Ă R´.

This implies that the spectral abcissa satisfies,

ςpA´RQ8q “ ´λ
h
1 ă 0.

Observe that in general situations, even though pA ´ RQ8q and pA ´ RQ8q
1 have the

same eigenvalues we have

pA´RQ8q
1 “ ´ppA1q2 ` SRq1{2 ­“ ´pA2 `RSq1{2 “ pA´RQ8q.

Thus even when µpAq ă 0 there are situations where

ςpA´RQ8q ă 0 ă µpA´RQ8q.
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For a more thorough discussion on these situations, we refer the reader to section 4.1 in the
article [43]. Using the formula (100), as well as the definitions of h0 and υ given in (8) and
(40), respectively, we have

υpdxq h0pxq “ exp

ˆ

´
1

2
x1P´1

8 x

˙

and υph0q :“

ż

υpdxq h0pxq “
a

detp2πP8q.

This implies that
Bhpυq “ η8 and ηh8 “ Bhpη8q “ Bh2pυq.

The limiting covariance matrix of the h-process is given more explicitly by the formulae

P h8 :“
`

P´1
8 `Q8

˘´1
“

1

2

`

P´1
8 `R´1A

˘´1
“

1

2
RpA2 `RSq´1{2, (101)

where we have used (100) and (98). Combining this with the second equality in (100), we
obtain

Q8 ´R
´1A “ R´1pA2 `RSq1{2 “ p2P h8q

´1 “
1

2

`

P´1
8 `Q8

˘

, (102)

which implies that

p102q ùñ υph2
0q “ p2πq

r{2{

b

detpP´1
8 `Q8q. (103)

Finally notice that

AR “ RA1 ðñ pA´RQ8qP
h
8 ` P

h
8pA´RQ8q

1 `R “ 0. (104)

Thus, our condition ensures the reversibility property (42) of the h-process.

Remark 9.1. Assume that S ą 0 and SA “ A1S. In this situation, the fixed point matrices
pP´8 , P8q are given by (cf. [17])

P´8 “ AS´1 ´ pA2 `RSq1{2S´1 ă 0 ă P8 “ AS´1 ` pA2 `RSq1{2S´1. (105)

Thus, whenever S,R ą 0 and SAS´1 “ A1 “ R´1AR we have

pA´RQ8q “ ´
`

A2 `RS
˘1{2

“ pA´ P8Sq and RQ8 “ P8S. (106)

Using (67) we also have

pP h8q
´1 “ P´1

8 `Q8 “ 2
`

P´1
8 `R´1A

˘

“ 2R´1
`

A2 `RS
˘1{2

“ ´2R´1pA´ P8Sq

ùñ det
`

P´1
8 `Q8

˘

“ 2r
a

|det pA2 `RSq |{detpRq.

This implies that

RQ8 “ P8S “ RP´1
8 ` 2A “ A`

`

A2 `RS
˘1{2

.

Whenever S ą 0, up to a change of basis, there is no loss of generality to assume that S “ I.
More precisely the matrices P t :“ S1{2PtS

1{2 satisfy the same Riccati equation as Pt when
we replace pA,R, Sq by the matrices

pA,R, Sq :“ pS1{2AS´1{2, S1{2RS1{2, Iq. (107)
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9.2 Chebychev-Hermite polynomials

Before moving on to the proofs of the spectral theorems, we start with a brief review on
multivariate Chebychev-Hermite polynomials.

The generating function for the family of multivariate Chebychev-Hermite polynomials
Hr
npxq indexed by n P Nr is defined for any u, x P Rr as the convergent series expansion

Srupxq :“
ÿ

nPNr

un

n!
Hr
npxq “ exp

ˆ

u1x´
1

2
u1u

˙

with the multiple index notation

n “ pn1, . . . , nrq P Nr u “ pu1, . . . , urq P Rr ùñ un :“ un1
1 ˆ . . .ˆ unr

r .

Recall that 1?
n!
Hr
n forms an orthonormal basis of the Hilbert space L2pνq, where ν “ N p0, Iq

stands for the centered Gaussian measure on Rr with unit covariance. Observe that (100)
implies

pA´RQ8q “ ´pA
2 `RSq1{2 “ ´

1

2
RpP h8q

´1

ùñ Λh “ pP h8q
´1{2pA´RQ8qpP

h
8q

1{2 “ ´
1

2
pP h8q

´1{2RpP h8q
´1{2 ă 0. (108)

In addition, we have

SpecpΛhq “
!

´|λ|1{2 : λ P SpecpA2 `RSq
)

Ă R´. (109)

Definition 9.2. We denote by zi an orthonormal eigenvector of the matrix Λh associated
with an eigenvalue λipΛ

hq :“ ´λhi ă 0, with i P t1, . . . , ru, and we set

Z :“ pz1, . . . , zrq ùñ Z 1Z “ I and Eht pQ8q :“ exp
´

Λh t
¯

.

Lemma 9.3. For any t ě 0 we have

I ´ pP h8q
´1{2P ht pP

h
8q
´1{2 “ Eht pQ8q2 and Eht pQ8q1 “ Eht pQ8q.

Proof. Observe that

AR “ RA1 ùñ R´1pA´RQ8q “ pA´RQ8q
1R´1

ùñ @n ě 1 R´1pA´RQ8q
nR “

`

pA´RQ8q
1
˘n
.

This yields the formula

P ht “ P h8

´

I ´R´1e2pA´RQ8qtR
¯

“ P h8

´

I ´ e2pA´RQ8q1t
¯

and therefore
P ht “

´

I ´ e2pA´RQ8qt
¯

P h8.

This implies that

pP h8q
´1{2P ht pP

h
8q
´1{2 “ I ´ pP h8q

´1{2 e2pA´RQ8qtpP h8q
1{2.
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By (108), we have the commutative property

pP h8q
´1{2pA´RQ8qpP

h
8q

1{2 “ pP h8q
1{2pA´RQ8q

1pP h8q
´1{2, (110)

which implies that

P h8e
tpA´RQ8q1 “ etpA´RQ8qP h8 ðñ etpA´RQ8q “ P h8e

tpA´RQ8q1pP h8q
´1.

Thus, we have

pP h8q
´1{2 e2pA´RQ8qtpP h8q

1{2

“

´

pP h8q
´1{2 epA´RQ8qt pP h8q

1{2
¯´

pP h8q
1{2etpA´RQ8q

1

pP h8q
´1{2

¯

and can conclude that
Eht pQ8q2 “ Eht pQ8qEht pQ8q1.

Lemma 9.4. For any u, x P Rr and any t ě 0 we have

E
´

Sru
´

pP h8q
´1{2Xh

t pxq
¯¯

“ SrEh
t pQ8qu

´

pP h8q
´1{2x

¯

. (111)

Proof. Using the decomposition

pP h8q
´1{2Xh

t pxq
law
“ pP h8q

´1{2
pXh
t pxq ` pP

h
8q
´1{2pP ht q

1{2W1,

where W1 „ N p0, Iq, it follows that

logE
ˆ

exp

ˆ

u1pP h8q
´1{2Xh

t pxq ´
1

2
u1u

˙˙

“ u1pP h8q
´1{2epA´RQ8qtx´

1

2
u1
´

I ´ pP h8q
´1{2P ht pP

h
8q
´1{2

¯

u

“ u1pP h8q
´1{2epA´RQ8qtpP h8q

1{2 pP h8q
´1{2x´

1

2
u1pP h8q

´1{2 e2pA´RQ8qtpP h8q
1{2u.

This implies that

logE
ˆ

exp

ˆ

u1pP h8q
´1{2Xh

t pxq ´
1

2
u1u

˙˙

“

´

Eht pQ8qu
¯1

pP h8q
´1{2x´

1

2

´

Eht pQ8qu
¯1 ´

Eht pQ8qu
¯

,

(112)

from which the result now follows.
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9.3 Proofs of the spectral theorems

We are now in position to prove the spectral theorems, Theorem 3.5 and Theorem 3.7.

9.3.1 Proof of Theorem 3.5

It suffices to show that

E
´

Sru
´

Z 1pP h8q´1{2Xh
t pxq

¯¯

“ Sr
etΛ

h
u

´

Z 1pP h8q´1{2x
¯

,

where Z was defined in Definition 9.2 and Λ
h

:“ Z 1ΛhZ “ Diag
`

´λh1 , . . . ,´λ
h
r

˘

.
To this end, observe that for any x, u P Rr, we have

SrupZ 1xq “ exp

ˆ

u1Z 1x´ 1

2
u1Z 1Zu

˙

“ SrZupxq.

Also note that
Z 1etΛhZ “ etΛ

h

ùñ EtpQ8qZ “ ZetΛ
h

.

Thus, combining these observations with Lemma 9.4, we have

E
´

Sru
´

Z 1pP h8q´1{2Xh
t pxq

¯¯

“ E
´

SrZu
´

pP h8q
´1{2Xh

t pxq
¯¯

“ SrEh
t pQ8qZu

´

pP h8q
´1{2x

¯

“ Sr
ZetΛh

u

´

pP h8q
´1{2x

¯

“ Sr
etΛ

h
u

´

Z 1pP h8q´1{2x
¯

.

9.3.2 Proof of Corollary 3.6

We first prove the estimate (55). Using the decomposition from Theorem 3.5, it is straight-
forward to show that for any function f P L2pη

h
8q we have

}Kh
t pfq ´ η

h
8pfq}

2
2,ηh8

“
ÿ

nPNr´tp0qu

e´2λhnt ηh8pfϕ
h
nq

2

ď e´2λh1 t
ÿ

nPNr´tp0qu

ηh8pfϕ
h
nq

2

“ e´2λh1 t}f ´ ηh8pfq}
2
2,ηh8

.

Now let us prove that this is equivalent to (56). For small values of the time parameter
t ă p2λh1q

´1 an elementary second order Taylor expansion of the exponential function yields

e´2λh1 t }f ´ ηh8pfq}
2
2,ηh8

“

´

1´ 2λh1t
¯

}f ´ ηh8pfq}
2
2,ηh8

` optq.
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In the same vein, we have

}Kh
t pfq ´ η

h
8pfq}

2
2,ηh8

“ }f ´ ηh8pfq}
2
2,ηh8

` t ηh8

ˆ

1

t

´

Kh
t pfq ´ f

¯ ´

Kh
t pfq ` f

¯

˙

“ }f ´ ηh8pfq}
2
2,ηh8

´ 2t Ehpf, fq ` optq.

Using (55) we obtain the Poincaré inequality (56).
On the other hand, suppose (56) holds. The Markov transitions Kh

t satisfy the Chapman-
Kolmogorov evolution equation given in weak form by the formulae

BtKh
t “ Kh

t Lh “ LhKh
t . (113)

This yields the Dirichlet form equation

Bt η
h
8pf Kh

t pgqq|t“0 “ ´Ehpf, gq :“ ηh8pf Lhpgqq,

and hence
Bt}Kh

t pfq ´ η
h
8pfq}

2
2,ηh8

“ ´2 Eh

´

Kh
t pfq,Kh

t pfq
¯

. (114)

Combining this with (56) yields (55).

9.3.3 Proof of Theorem 3.7

Recall that Kh
t and Kt are connected via

eλ0tKt “ Υh ˝Kt ˝Υh,

where the isometry Υh was defined in (25). Using this and the formula ηh8 “ Bh2
0
pυq, it is

straightforward to show that

Ktpx, δyq “
ÿ

nPNr

e´λnt ϕnpxq ϕnpyq υpdyq,

where

ϕnpxq “ Υh

´

ϕhn

¯

“
h0pxq
a

υph2
0q
ϕhnpxq “

h0pxqϕ
h
npxq

a

υph0qη8ph0q
ùñ ϕ0pxq “

h0pxq
a

υph2
0q

and λn “ λ0 ` λhn. To complete the proof, note that from the definitions of η8, h0 and υ
given in (22), (8) and (40), respectively, we observe that

η8ph0q “ pdet pI ` P8Q8qq
´1{2 and υph0q “ pdetp2πP8qq

1{2 .

This yields the formulae

υph0qη8ph0q “ p2πq
r{2

`

det
`

P´1
8 `Q8

˘˘´1{2
,

which ends the proof of the theorem.
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9.3.4 Proof of Corollary 3.8

We have the decomposition

eλ0tKtpfqpxq ´
h0pxq

η8ph0q
η8pfq “

ÿ

nPNr´t0u

e´λ
h
nt ϕnpxq υpϕnfq. (115)

The proof of (59) is now a direct consequence of the formulae η8 “ Bh0pυq and

ÿ

nPNr´t0u

υpfϕnq
2 “ }f}22,υ ´ υpϕ0fq

2 “ υpf2q ´

˜

υ

˜

h0f
a

υph2
0q

¸¸2

.

10 Appendix

Here we provide the proofs of the assertions (45)-(48) stated in section 2.5. Thus we assume
that the matrices pA,R, Sq satisfy the rank condition (3) and that we have R ą 0 and
AR “ RA1. We prove the four assertions in the order they are stated.

By the density transport formula (43) we have

ηh0 pdxq “ f0pxq η
h
8pdxq ùñ BtEnt

´

ηht | η
h
8

¯

“

ż

p1` logKh
t pf0qq LhpKh

t pf0qq dη
h
8.

Applying the integration by parts formula (44) to g “ 1` logKh
t pf0q we find the de Bruijn

identity (45)

BtEnt
´

ηht | η
h
8

¯

“ ´
1

2

ż

}∇Kh
t pf0q}

2

Kh
t pf0q

dηh8 :“ ´
1

2
J
´

ηht | η
h
8

¯

.

Next, observe that using (38) we obtain

∇ pXh
t pxq “ exp

`

pA´RQ8q
1t
˘

.

Also note that

∇Kh
t pf0qpxq “ ∇Epf0p pX

h
t pxqqq “ Ep∇ pXh

t pxqp∇f0qp pX
h
t pxqq.

This yields the commutative property

∇Kh
t pf0q “ epA´RQ8q

1tKh
t p∇f0q

ùñ J
´

ηht | η
h
8

¯

“

ż

Kh
t p∇f0qpxq

b

Kh
t pf0qpxq

1

epA´RQ8qtepA´RQ8q
1t Kh

t p∇f0qpxq
b

Kh
t pf0qpxq

ηh8pdxq.
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Applying Cauchy Schwartz inequality we find that

J
´

ηht | η
h
8

¯

ď }epA´RQ8qt}2
ż

ηh8pdxq
}Kh

t p
?
f0 p∇f0{

?
f0qqpxq}

2

Kh
t pf0qpxq

ď }epA´RQ8qt}2
ż

ηh8pdxq Kh
t p}∇f0}

2{f0qpxq

“ }epA´RQ8qt}2 ηh8p}∇f0}
2{f0q.

This yields the Fisher information exponential decays (46)

J
´

ηht | η
h
8

¯

ď } exp ppA´RQ8qtq}
2 J

´

ηh0 | η
h
8

¯

ÝÑtÑ8 0.

Applying the de Bruijn identity we have

Ent
´

ηh0 | η
h
8

¯

“ ´

ż 8

0
BsEnt

´

ηhs | η
h
8

¯

ds “
1

2

ż 8

0
J
´

ηhs | η
h
8

¯

ds,

which yields the log-Sobolev inequality (47)

Ent
´

ηh0 | η
h
8

¯

ď

ˆ

1

2

ż 8

0
} exp ppA´RQ8qsq}

2 ds

˙

J
´

ηh0 | η
h
8

¯

.

Finally, applying the Log-Sobolev inequality to ηht , the de Bruijn identity now yields the
free energy exponential decays (48)

BtEnt
´

ηht | η
h
8

¯

“ ´
1

2
J
´

ηht | η
h
8

¯

ď ´

ˆ
ż 8

0
}epA´RQ8qs}2 ds

˙´1

Ent
´

ηht | η
h
8

¯

.
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