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#### Abstract

We propose a new solvable class of multidimensional quantum harmonic oscillators for a linear diffusive particle and a quadratic energy absorbing well associated with a semi-definite positive matrix force. Under natural and easily checked controllability conditions, the ground state and the zero-point energy are explicitly computed in terms of a positive fixed point of a continuous time algebraic Riccati matrix equation. We also present an explicit solution of normalized and time dependent Feynman-Kac measures in terms of a time varying linear dynamical system coupled with a differential Riccati matrix equation.

A refined non asymptotic analysis of the stability of these models is developed based on a recently developed Floquet-type representation of time varying exponential semigroups of Riccati matrices. We provide explicit and non asymptotic estimates of the exponential decays to equilibrium of Feynman-Kac semigroups in terms of Wasserstein distances or Boltzmann-relative entropy.

For reversible models we develop a series of functional inequalities including de Bruijn identity, Fisher's information decays, log-Sobolev inequalities, and entropy contraction estimates. In this context, we also provide a complete and explicit description of all the spectrum and the excited states of the Hamiltonian, yielding what seems to be the first result of this type for this class of models.

We illustrate these formulae with the traditional harmonic oscillator associated with real time Brownian particles and Mehler's formula. The analysis developed in this article can also be extended to solve time dependent Schrodinger equations equipped with time varying linear diffusions and quadratic potential functions.
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## 1 Introduction

### 1.1 Description of the models

Given $r \geqslant 1$ and some square $(r \times r)$-matrices $A, R, S$ with real entries, let $\mathcal{H}$ be the Hamiltonian differential operator given by the formula

$$
\begin{equation*}
\mathcal{H}=-\mathcal{L}+V \quad \text { with the potential energy } \quad V(x):=\frac{1}{2} \sum_{1 \leqslant k, l \leqslant r} x_{k} S_{k, l} x_{l} \tag{1}
\end{equation*}
$$

In the above display, $\mathcal{L}$ stands for the second order differential kinetic energy operator

$$
\begin{equation*}
\mathcal{L}:=\sum_{1 \leqslant k, l \leqslant r} A_{k, l} x_{l} \partial_{x_{k}}+\frac{1}{2} \sum_{1 \leqslant k, l \leqslant r} R_{k, l} \partial_{x_{k}, x_{l}} \tag{2}
\end{equation*}
$$

In the present article we shall assume that $R$ and $S$ are positive semi-definite matrices and the pairs of matrices $\left(A, R^{1 / 2}\right)$ and $\left(A^{\prime}, S^{1 / 2}\right)$ are both controllable, in the sense that the $\left(r \times r^{2}\right)$-matrices

$$
\begin{equation*}
\left[R^{1 / 2}, A R^{1 / 2} \ldots, A^{r-1} R^{1 / 2}\right] \quad \text { and } \quad\left[S^{1 / 2}, A^{\prime} S^{1 / 2} \ldots,\left(A^{\prime}\right)^{r-1} S^{1 / 2}\right] \text { have rank } r . \tag{3}
\end{equation*}
$$

In the above display, $A^{\prime}$ stands for the transposition of the matrix $A$. Note that the above condition holds trivially when $R$ and $S$ are positive matrices.

The time dependent Schrödinger equation and the imaginary time version associated with the hamiltonian $\mathcal{H}$ are given respectively by the equations

$$
\begin{equation*}
i \partial_{t} \Psi_{t}(x)=\mathcal{H}\left(\Psi_{t}\right)(x) \quad \text { and } \quad-\partial_{t} \psi_{t}(x)=\mathcal{H}\left(\psi_{t}\right) \tag{4}
\end{equation*}
$$

with prescribed initial conditions. In the above display, $i \in \mathbb{C}$ stands for the complex number such that $i^{2}=-1$. The right hand side equation is obtained by a formal change of time by setting $\psi_{t}(x)=\Psi_{-i t}(x)$. The corresponding evolution equation takes the following form

$$
\begin{equation*}
\partial_{t} \psi_{t}(x)=\mathcal{L}\left(\psi_{t}\right)(x)-V(x) \psi_{t}(x) \tag{5}
\end{equation*}
$$

The first term $\mathcal{L}$ represents the generator of a free linear diffusion process $X_{t}$ with drift matrix and diffusion matrix $R$. The stochastic differential equation associated with this free evolution process is described in more details in (35). We emphasize that $A$ is not required to be a stable Hurwitz matrix so that $X_{t}$ can be a transient diffusion process that evolves exponentially fast to $\infty$. As we shall see in the further development of the article, the controllability condition (3) ensures that the trapping force of the potential energy always compensates the delocalization kinetic energy of the diffusion.

For a twice differentiable function $\psi_{0}$, the solution of (5) is given by the Feynman-Kac path integral formula

$$
\begin{align*}
\psi_{t}(x) & =\mathcal{K}_{t}\left(\psi_{0}\right)(x):=\int \mathcal{K}_{t}(x, d y) \psi_{0}(y)  \tag{6}\\
& =\mathbb{E}\left(\psi_{0}\left(X_{t}\right) \exp \left(-\int_{0}^{t} V\left(X_{u}\right) d s\right) \mid X_{0}=x\right)
\end{align*}
$$

The integral operator $\mathcal{K}_{t}$ is sometimes called the Feynman-Kac propagator. Besides its mathematical elegance, the conditional expectations in (6) can rarely be solved analytically. Moreover, numerical solutions for general diffusions $X_{t}$ and/or potential functions $V$ that are not necessarily quadratic require extensive calculations, see for instance [23, 24, 36, 38] and the references therein.

There exists a rich literature on the micro-local analysis [54, 61, 86] and the semi-classical analysis [46, 70, 94 , of self-adjoint Hamiltonian operators for general smooth potentials and Brownian particle free motions. These powerful mathematical tools provide a precise spectral asymptotic analysis by connecting the Schrödinger equation with the classical mechanics of point particles (a.k.a. Bohr correspondence principle) when the diffusion Planck constant tends to 0 .

Non-asymptotic estimates for general models are rarely studied in the literature and they often rely on proving the existence of limiting unknown mathematical objects such as quasi-invariant measures, the zero-point energy and the corresponding ground state, see for instance [36, 39, 41, 42] and the more recent articles of Champagnat and Villemonais [25, 26, 27, 28, 41.

By an elementary second order Taylor expansion, any smooth potential $V$ can be approximated by a harmonic quadratic potential of the form (1) at the vicinity of a stable equilibrium point. The quantum harmonic oscillator corresponding to the case $A=0$ and diagonal matrices $(R, S)$ is one of the most important quantum-mechanical Hamiltonian systems for which an exact analytical solution is known. To the best of our knowledge, the case $A \neq 0$ and non diagonal matrices $(R, S)$ has not been considered in the literature on this subject. This article provides an analytical solution and a complete theoretical analysis the multivariate quantum harmonic oscillator and related particle absorption processes for general hamiltonian operators given by (1).

A brief description of the main objectives and the main results of this article is provided below:

- One of the main objective of this article is to construct an explicit closed form solution of the time dependent Schrödinger equation (4) for abstract and general Hamiltonian operators of the form (1) in the reversible situation, that is when $R>0$ and $A R=R A^{\prime}$ (see Theorem 3.7). In this context we provide a complete description of the entire spectrum of the Hamiltonian operator, including all the excited states in terms of the matrices $(A, R, S)$. In the non-reversible case, we also provide an explicit description of the zero-point energy and the ground state of the Hamiltonian in terms of the positive fixed point of a continuous algebraic Riccati matrix equation (a.k.a. CARE, see for instance (8) and Theorem 3.1).
- When the process is not necessarily reversible, our second main objective is to explicitly compute the time varying distribution flow of survival probabilities (23) including the distributions of a non-absorbed particle (13); see for instance the Gaussian preserving property (22) and the coupled equations (21). The distribution of a non-absorbed diffusion and a particle evolving in the ground state (a.k.a. $h$-process) are connected to each other by a Boltzmann-Gibbs transformation (a.k.a. Bayes' rule or Doob's $h$ transform, see for instance (18) and (19), as well as Theorem 7.1 in the context of path space models). For any initial Gaussian state we show that a non-absorbed particle
remains distributed according to a Gaussian probability with a mean vector satisfying a coupled time-varying linear system depending of the solution of a time dependent Riccati differential equation (21).
- An important part of the article is concerned with the long time behavior of $h$-processes (16) and normalised Feynman-Kac measures (cf. section 6.2 and section 6.3), including the convergence of the conditional distribution of a non absorbed particle (13) towards the unique fixed point (a.k.a. quasi-invariant distribution) of a nonlinear semigroup in distribution space 200 . In the reversible case, the density of these limiting distributions with respect to the reversible measure of the free particle coincides with the ground state of the Hamiltonian (24).
Our main contributions to the stability analysis of $h$-processes and normalised FeynmanKac semigroups are twofold:
- Firstly, we provide explicit and non-asymptotic estimates of the exponential decays to equilibrium in terms of Wasserstein distances or Boltzmann-relative entropy. These results are summarised in Theorems 3.3 and 3.4 . We emphasise that these theorems are valid for non-necessarily reversible models, even when the drift matrix $A$ is unstable, yielding what seems to be the first result of this type for this class of Feynman-Kac particle absorption models.
- In the reversible case, we analyze the stability properties of the $h$-process with a series of functional inequalities including de Bruijn identity (45), Fisher's information decays, log-Sobolev inequalities, and entropy contraction estimates (cf. Theorem 2.2 . We also deduce Poincaré inequality and variance-type exponential decays directly from the spectral theorem 3.5 (see also Corollary 3.6).
- Last but not least, section 8 discusses several classes of McKean-Vlasov interpretations of the distribution of a non-absorbed particle. These probabilistic models and their mean field simulation are defined in terms of a nonlinear Markov process that depends on the distribution of the random states so that the flow of distributions of all random states coincides with the conditional distribution of a non-absorbed particle. For a more thorough discussion on these nonlinear sampling methodologies we refer to the books [36, 38, 39, 40 and the references therein.

Section 8.1 is dedicated to interacting jump interpretations. Their mean field interpretations coincides with conventional Quantum Monte Carlo methods currently used in numerical physics. Their path space version can be interpreted as the genealogical tree associated with the killing and the birth/duplication/selection of walkers. An alternative way of sampling the trajectories of a non absorbed particle backward is provided in section 7.2 (see for instance Theorem 7.2).
In section 8.2 we present a new class of mean field samplers based on Ensemble Kalman filters and the novel feedback particle filter methodology introduced by Mehta and Meyn and their co-authors in a series of seminal articles [87, 88, 89, 90, 91]. To the best of our knowledge, this class of advanced Monte Carlo methods have not been used to solved ground state energies nor to sample non-absorbed particle processes.

A more formal discussion on the probabilistic models and the main results presented in
this article is provided in section 1.2 and section 1.3 . The detailed statements of the main theorems are presented in section 3.

To facilitate the interpretation of the theoretical and numerical physics in the measure theoretical framework used in this article, we end this introduction with some comments on the probabilistic setting. In theoretical and mathematical physics, the Feynman-Kac propagator defined by the integral operator (6) is sometimes written in terms of the exponential of the Hamiltonian operator with the exponential-type symbol

$$
\left.\mathcal{K}_{t}:=e^{-t \mathcal{H}} \quad \text { or in the bra-kets formalism } \quad \mathcal{K}_{t}\left(\psi_{0}\right)=\left|e^{-t \mathcal{H}}\right| \psi_{0}\right\rangle .
$$

The exponential notation is compatible with finite space models and the matrix notation of the continuous one-parameter semigroup for time homogenous models. The bra-ket notation (a.k.a. Dirac notation) is also used to represents linear projection forms acting on Hilbert spaces associated with some reversible or some stationary measure, such as the Lebesque measure for the harmonic oscillator.

The present article deals with different types of non necessarily stationary stochastic processes, including the free evolution process $X_{t}$ discussed in (6), $h$-processes and McKeanVlasov jump or diffusion-type processes. Apart in the reversible situation in which spectral theorems are stated on the Hilbert space associated with a reversible measure, the use of the exponential symbol or the use of the bra-kets formalism is clearly not adapted to represent different expectations with respect to different types of stochastic and non-necessarily reversible processes.

To analyze these general stochastic models, we have chosen to only use elementary and standard measure theory notation such as (6). The integral actions of a given integral operator $K_{t}(x, d y)$ on the right on functions $f(y)$ (such as (6)) and on the left on measures $\mu(d x)$ (such as (20)) are clearly compatible with finite space models and matrix notation. The left action $\mu \mapsto \mu K_{t}$ maps measures into measures, while the right action $f \mapsto K_{t}(f)$ maps functions into functions

$$
\left(\mu K_{t}\right)(d y):=\int \mu(d x) K_{t}(x, d y) \quad \text { and } \quad K_{t}(f)(x):=\int K_{t}(x, d y) f(y)
$$

For finite or countable state space models the integrals are clearly replaced by finite or countable sums, the integral operator $K_{t}(x, d y)$ is replaced by a square matrix, the function $f(y)$ by a column vector, and by duality, the measure $\mu(d x)$ is represented by a row vector. These are the only notation from measure theory used in the present article.

For any $s, t \geqslant 0$ the integral operators $\mathcal{K}_{t}$ introduced in (6) satisfy the semigroup property

$$
\mathcal{K}_{s+t}(x, d z)=\left(\mathcal{K}_{s} \mathcal{K}_{t}\right)(x, d y):=\int \mathcal{K}_{s}(x, d z) \mathcal{K}_{t}(z, d y) \Longrightarrow \psi_{s+t}=\mathcal{K}_{s}\left(\psi_{t}\right)
$$

In terms of left action bra-kets, defining $\mu_{\varphi}(d x):=\varphi(x) d x$, Fubini's theorem yields

$$
\begin{aligned}
\langle\varphi| e^{-s \mathcal{H}}\left|\psi_{t}\right\rangle & =\int d x \varphi(x) \mathcal{K}_{s}(x, d y) \psi_{t}(d y)=\left(\mu_{\varphi} \mathcal{K}_{s}\right)\left(\psi_{t}\right) \\
& =\mu_{\varphi}\left(\left(\mathcal{K}_{s} \mathcal{K}_{t}\right)\left(\psi_{0}\right)\right)=\mu_{\varphi} \mathcal{K}_{s+t}\left(\psi_{0}\right)=\langle\varphi| e^{-(s+t) \mathcal{H}}\left|\psi_{0}\right\rangle .
\end{aligned}
$$

### 1.2 Harmonic oscillator for linear diffusions

One of the main questions of quantum mechanics is to find the quantum numbers $n$, the eigenstates $h_{n}$ and the energy levels $\lambda_{n}$ of the Hamiltonian operator introduced in (1); that is, to find a sequence of functions $h_{n}(x)$ in some Hilbert space and some energy levels $\lambda_{n} \in \mathbb{R}_{+}:=[0, \infty[$ satisfying for any quantum numbers $n$ the time independent Schrödinger equation

$$
\begin{equation*}
\mathcal{H}\left(h_{n}\right)(x)=\lambda_{n} h_{n}(x) \Longleftrightarrow \mathcal{K}_{t}\left(h_{n}\right)(x)=\exp \left(-\lambda_{n} t\right) h_{n}(x) . \tag{7}
\end{equation*}
$$

The complete answer to this question is rather well known for the conventional isotropic harmonic oscillator associated with a null matrix $A=0$ and diagonal matrices $(R, S)$. The one dimensional case with $A=0$ corresponds to the well know harmonic oscillator treated in any textbook in quantum mechanics, see for instance [34, 52, 65, 85, 92]. In the multidimensional case, the Hamiltonian resumes to the sum of independent operators in each dimension. The resulting energy levels coincide with the tensor product of energy levels in each dimension. The isotropic harmonic oscillator corresponds to the case where $S=\rho I$, for some constant $\rho>0$. The case $A=0$ and non diagonal matrices $S$ arise in the analysis of coupled harmonic oscillators, see for instance [29, 33, 69, 71, 73] and references therein. Coupled harmonic oscillators arise in a variety of applications including quantum and nonlinear physics [48, 74], quantum cryptography and communication [47, 8], quantum teleportation [84], as well as in biophysics [79, 82] and in molecular chemistry [60, 45].

To the best of our knowledge the case $A \neq 0$ has not been considered in quantum mechanics literature, the hypothesis of universal Brownian particle velocities in real time is always in force in all the studies published in this field. The main objective of this article is to extend conventional quantum harmonic oscillators to linear drift-type particle diffusions and general potential functions associated with some quadratic form. This class of models differs from the damped quantum harmonic oscillators with Ornstein-Uhlenbeck stable diffusions in imaginary time discussed in the series or articles [3, 7, 19, 31, 32, 35, 64].

For matrices $(A, R, S)$ satisfying the controllability condition (3), we provide an explicit description of the zero-point energy $\lambda_{0}$ and the ground state $h_{0}$ of the Hamiltonian (see Theorem (3.1) in terms of the positive fixed point of a continuous time algebraic Riccati matrix equation. More precisely, we have

$$
\begin{align*}
& Q_{\infty}>0 \quad \text { and } \quad A^{\prime} Q_{\infty}+Q_{\infty} A-Q_{\infty} R Q_{\infty}+S=0 \\
& \Longrightarrow \quad \lambda_{0}=\frac{1}{2} \operatorname{Tr}\left(R Q_{\infty}\right) \quad \text { and } \quad h_{0}(x)=\exp \left(-\frac{1}{2} x^{\prime} Q_{\infty} x\right) . \tag{8}
\end{align*}
$$

Here, and in the rest of the article, $\operatorname{Tr}($.$) stands for the trace operator. As a rule in the$ present article, the state vectors $x \in \mathbb{R}^{d}$ are column vectors and $x^{\prime}$ stands for the transposed row vector.

Riccati equations such as the one discussed above play a central role in signal process and optimal control theory, starting with the pioneering work of Kalman in the beginning of the 1960s, see for instance [1, 2, 18, 66, 78, and the more recent articles [15, 17] in the context of filtering theory. To the best of our knowledge, their application in the context of quantum harmonic oscillators seems to be new.

For large scale problems, the numerical solving of the algebraic Riccati matrix equation (8) using exact or inexact Kleinman-Newton type methods is generally impractical [50,

66, 63]. Several improvements have been suggested to avoid the degeneracy of the residuals arising in the Lyapunov recursions associated with these sequential gradient type estimates [12, 13, 55, 62. An alternative approach is to use Diffusion Monte Carlo methods and extended versions of Ensemble Kalman type methodologies used in signal processing and information theory.

In the reversible situation, that is when $A R=R A^{\prime}$, we solve the Schrödinger eigenvalue problem with the imaginary time technique. In this context the entire spectrum of $\mathcal{H}$ can be computed explicitly in terms of the matrices $(A, R, S)$. For instance, the ground state can be computed with the formula

$$
\begin{equation*}
Q_{\infty}=R^{-1} A+R^{-1}\left(A^{2}+R S\right)^{1 / 2} \tag{9}
\end{equation*}
$$

In the above display $\left(A^{2}+R S\right)^{1 / 2}$ stands for the square root that has positive eigenvalues. A proof of the above assertion is provided in section 9.1.

In section 3.2 we shall see that the energy levels $\lambda_{n}$ are indexed by multiple index quantum numbers $n=\left(n_{1}, \ldots, n_{r}\right) \in \mathbb{N}^{r}$ and given by the formulae

$$
\begin{equation*}
\lambda_{n}=\frac{1}{2} \operatorname{Tr}(A)+\sum_{1 \leqslant i \leqslant r}\left(n_{i}+\frac{1}{2}\right) \sqrt{\left|\lambda_{i}\left(A^{2}+R S\right)\right|}, \tag{10}
\end{equation*}
$$

where $\lambda_{i}\left(A^{2}+R S\right)$ stands for the non-negative eigenvalues of $\left(A^{2}+R S\right)$. The excited eigenstates $h_{n}$ with the energy level $\lambda_{n}$ are defined on the Hilbert space $\mathbb{L}_{2}(\mu)$ associated with a locally finite Gibbs-type measure $\mu$ that only depends on the matrices (A,R) (see Theorem (3.7). We already mention that $\mu$ is Gaussian if and only if the drift matrix $A$ is Hurwitz.

After decomposing the initial state $\psi_{0}=\Psi_{0}$ into the $h_{n}$-basis discussed above, we apply the time evolution at each energy level $\lambda_{n}$. Reassembling all eigenstates we obtain the solution of both the time dependent Schrödinger equation and the imaginary time version discussed in (4); that is, we have that

$$
\begin{equation*}
\Psi_{t}(x)=\sum_{n \in \mathbb{N}^{r}} e^{-i \lambda_{n} t} h_{n}(x) \int \Psi_{0}(y) h_{n}(y) \mu(d y) \quad \text { and } \quad \psi_{t}(x)=\Psi_{-i t}(x) \tag{11}
\end{equation*}
$$

The null quantum number $(0, \ldots, 0) \in \mathbb{N}^{r}$ will correspond to the bottom of the spectrum of the Hamiltonian $\mathcal{H}$ and to simplify notation we shall write $\lambda_{0}$ and $h_{0}$ instead of $\lambda_{(0, \ldots, 0)}$ and $h_{(0, \ldots, 0)}$. A detailed description of the measure $\mu$, the energy levels and the corresponding eigenstates discussed in (7) and (11) is provided in the end of section 2.5 .

We illustrate these spectral decompositions in section 4. One dimensional models are discussed in section 4.1. In this situation, it is clear from that the the trapping force of the potential energy always compensates the delocalisation kinetic energy of the diffusion even when $A>0$ is very large.

In section 4.2 we show how to recover directly Mehler's formula from our spectral decompositions. The multidimensional quantum harmonic oscillator discussed in section 4.3 corresponds to the null drift $A=0$ and diagonal matrices $(R, S)$.

### 1.3 Particle absorption processes

Consider a process $X_{t}^{c}$ starting from $X_{0}^{c}=X_{0}$, evolving as the diffusion $X_{t}$ and killed with rate $V\left(X_{t}^{c}\right)$. We denote by $\tau^{c}$ the random killing time of the process. In this interpretation,
the Feynman-Kac propagator discussed in (6) takes the following form

$$
\begin{equation*}
\psi_{t}(x)=\mathcal{K}_{t}\left(\psi_{0}\right)(x)=\mathbb{E}\left(\psi_{0}\left(X_{t}^{c}\right) 1_{\tau^{c} \geqslant t} \mid X_{0}^{c}=x\right) . \tag{12}
\end{equation*}
$$

An important question arising in applied probability and rare event analysis is to study the long time behavior of the conditional probability of the process $X_{t}^{c}$ with respect to the non-absorption event and starting from a random variable $X_{0}^{c}=X_{0}$ with distribution $\eta_{0}$. In a more synthetic form this distribution is given by the formula

$$
\begin{equation*}
\eta_{t}(d x):=\mathbb{P}_{\eta_{0}}\left(X_{t}^{c} \in d x \mid \tau^{c}>t\right) . \tag{13}
\end{equation*}
$$

Equivalently, for any bounded measurable function $f$ on $\mathbb{R}^{r}$ we have the integral formula

$$
\eta_{t}(f):=\int f(x) \eta_{t}(d x)=\mathbb{E}\left(f\left(X_{t}^{c}\right) \mid \tau^{c}>t\right) .
$$

In section 6.3 we shall see that $\eta_{t}$ satisfies a nonlinear integro-differential equation given in weak form for any smooth functions by the formula

$$
\begin{equation*}
\partial_{t} \eta_{t}(f)=\eta_{t}(\mathcal{L}(f))-\eta_{t}(f V)+\eta_{t}(f) \eta_{t}(V) . \tag{14}
\end{equation*}
$$

In contrast with conventional Markov processes, the flow of conditional probability measures $\eta_{t}$ has a nonlinear evolution semigroup; that is, for any $s \leqslant t$ we have

$$
\begin{equation*}
\eta_{t}=\Phi_{t-s}\left(\eta_{s}\right) \tag{15}
\end{equation*}
$$

for some nonlinear mapping $\Phi_{t}$ from the set of probability measures on $\mathbb{R}^{r}$ into itself. For a detailed description of these nonlinear transformations we refer to section 6.2 and section 6.3 .

The stability analysis of the nonlinear evolution semigroups given by the composition of mappings $\Phi_{t+s}=\Phi_{t} \circ \Phi_{s}$ is closely related to the long time behavior of a particle evolving in the ground state $h_{0}$, sometimes called the $h$-process, denoted $\left(X_{t}^{h}\right)_{t \geqslant 0}$ and defined by the stochastic differential equation

$$
\begin{equation*}
d X_{t}^{h}=\left(A X_{t}^{h}+R \nabla \log h_{0}\left(X_{t}^{h}\right)\right) d t+B d W_{t} . \tag{16}
\end{equation*}
$$

The initial distribution of the random state $X_{0}^{h}$ is defined by a Boltzmann-Gibbs transformation of $\eta_{0}$ with respect to the ground state $h_{0}$; that is, we have that

$$
\begin{equation*}
\eta_{0}^{h}=\mathbb{B}_{h_{0}}\left(\eta_{0}\right) \quad \text { with } \quad \mathbb{B}_{h_{0}}\left(\eta_{0}\right)(d x):=\frac{1}{\eta_{0}\left(h_{0}\right)} h_{0}(x) \eta_{0}(d x) \tag{17}
\end{equation*}
$$

whenever $\eta_{0}\left(h_{0}\right)$ is a well-defined positive normalising constant. By (8), the generator $\mathcal{L}^{h}$ of the diffusion process $X_{t}^{h}$ is defined as $\mathcal{L}$ by replacing $A$ by the matrix $\left(A-R Q_{\infty}\right)$.

The distribution $\eta_{t}^{h}$ of the random states $X_{t}^{h}$ and the distribution $\eta_{t}$ of a non-absorbed particle are connected by the Boltzmann-Gibbs transformation; that is, for any time horizon $t \geqslant 0$ we have that

$$
\begin{equation*}
\eta_{t}^{h}=\mathbb{B}_{h_{0}}\left(\eta_{t}\right) \quad \text { and } \quad \eta_{t}=\mathbb{B}_{h_{0}^{-1}}\left(\eta_{t}^{h}\right) \quad \text { with } \quad h_{0}^{-1}(x):=1 / h_{0}(x) . \tag{18}
\end{equation*}
$$

In the same vein, the Markov transitions of $X_{t}^{h}$ defined by the transition probabilities

$$
\mathcal{K}_{t}^{h}(x, d y):=\mathbb{P}\left(X_{t}^{h} \in d y \mid X_{0}^{h}=x\right)
$$

are connected to the Feynman-Kac propagator $\mathcal{K}_{t}$ discussed in (6) and (12) by the formula

$$
\begin{equation*}
\exp \left(\lambda_{0} t\right) \mathcal{K}_{t}(x, d y)=h_{0}(x) \mathcal{K}_{t}^{h}(x, d y) h_{0}^{-1}(y) \tag{19}
\end{equation*}
$$

The Boltzmann-Gibbs formulae (18) and (19) remain valid for nonlinear diffusions $X_{t}$ (see for instance exercise 445 in [40]). Under our controllability conditions (3), we shall prove that the flow of probability measures $\eta_{t}$ and $\eta_{t}^{h}$ converge exponentially fast as $t \rightarrow \infty$ towards a pair of unique limiting measures, $\eta_{\infty}$ and $\eta_{\infty}^{h}$. That is for any $t \geqslant 0$ we have

$$
\begin{equation*}
\eta_{\infty}=\Phi_{t}\left(\eta_{\infty}\right) \quad \text { and } \quad \eta_{\infty}^{h}(d y)=\left(\eta_{\infty}^{h} \mathcal{K}_{t}^{h}\right)(d y):=\int \eta_{\infty}^{h}(d x) \mathcal{K}_{t}^{h}(x, d y) \tag{20}
\end{equation*}
$$

The uniqueness property of $\eta_{\infty}$ is discussed at the end of section 3.1. The measure $\eta_{\infty}$ satisfies a nonlinear fixed point equation and it is sometimes called a quasi-invariant probability measure. Another important problem is to describe these limiting measures in terms of the parameters of the model and to quantify, with some precision, the convergence decays to equilibrium.

To briefly outline our answers to these questions, we denote by $\mathcal{N}(m, P)$ an $r$-dimensional Gaussian probability measure with mean $m \in \mathbb{R}^{r}$ and covariance matrix $P$.

We also let $\left(\hat{X}_{t}, P_{t}\right) \in\left(\mathbb{R}^{r} \times \mathbb{R}^{r \times r}\right)$ be the solution of the coupled evolution equations given by the system

$$
\left\{\begin{align*}
\partial_{t} \hat{X}_{t} & =\left(A-P_{t} S\right) \hat{X}_{t}  \tag{21}\\
\partial_{t} P_{t} & =\operatorname{Ricc}\left(P_{t}\right) \quad \text { with } \quad \operatorname{Ricc}(P):=A P+P A^{\prime}+R-P S P
\end{align*}\right.
$$

for some initial state $\widehat{X}_{0} \in \mathbb{R}^{r}$ and some given positive semi-definite matrix $P_{0}$. Under the our controllability conditions (3), we shall see that $\widehat{X}_{t}$ converges exponentially fast to 0 as $t \rightarrow \infty$, and the Riccati matrix $P_{t}$ converges exponentially fast as $t \rightarrow \infty$ to a single positive fixed point matrix $P_{\infty}$ satisfying the continuous time algebraic Riccati equation $\operatorname{Ricc}\left(P_{\infty}\right)=0$.

Our main reason for introducing the coupled process $\left(\hat{X}_{t}, P_{t}\right)$ comes from the following pivotal Gaussian preserving property

$$
\begin{equation*}
\eta_{0}=\mathcal{N}\left(\hat{X}_{0}, P_{0}\right) \Longrightarrow \forall t \geqslant 0 \quad \eta_{t}=\mathcal{N}\left(\hat{X}_{t}, P_{t}\right) \longrightarrow_{t \rightarrow \infty} \eta_{\infty}:=\mathcal{N}\left(0, P_{\infty}\right) \tag{22}
\end{equation*}
$$

In addition, the zero-point energy level $\lambda_{0}$ of the Hamiltonian $\mathcal{H}$ is related to the survival probability of an non absorbed particle by the following formulae

$$
\begin{align*}
& -\frac{1}{t} \log \mathbb{P}_{\eta_{0}}\left(\tau^{c}>t\right)=\frac{1}{2 t} \int_{0}^{t}\left(\hat{X}_{s}^{\prime} S \hat{X}_{s}+\operatorname{Tr}\left(S P_{s}\right)\right) d s  \tag{23}\\
& \longrightarrow_{t \rightarrow \infty} \lambda_{0} \stackrel{\forall s>0}{=}-\frac{1}{s} \log \mathbb{P}_{\eta_{\infty}}\left(\tau^{c}>s\right)=\frac{1}{2} \operatorname{Tr}\left(S P_{\infty}\right)=\eta_{\infty}(V):=\int \eta_{\infty}(d x) V(x) .
\end{align*}
$$

The Gaussian preserving property is discussed in Theorem 3.2. Formula (23) is a consequence of the exponential formula (78) applied to the unit function. The trace formula $\operatorname{Tr}\left(R Q_{\infty}\right)=\operatorname{Tr}\left(S P_{\infty}\right)$ for non-necessarily reversible models is proved in (68). The convergence of the mean and covariance matrices

$$
\left(\hat{X}_{t}, P_{t}\right) \rightarrow_{t \rightarrow \infty}\left(0, P_{\infty}\right)
$$

can be made precise using the Lipschitz exponential decays estimates presented in section 5.2 and section 5.3 (see for instance Theorems 5.3 and 5.5 ). The convergence of the distributions

$$
\eta_{t}^{h} \rightarrow_{t \rightarrow \infty} \eta_{\infty}^{h} \quad \text { and } \quad \eta_{t} \rightarrow_{t \rightarrow \infty} \eta_{\infty}
$$

can also be quantified with some precision in terms of relative entropy (cf. section 6.4.1) or in terms of Wasserstein distances (cf. section 6.4.2). See also the non-asymptotic estimates stated in theorem 3.4.

Whenever the free particle $X_{t}$ is reversible with respect to some measure $v$ the quasiinvariant distribution $\eta_{\infty}$ discussed above is related to the ground state $h_{0}$ by the BoltzmannGibbs formula

$$
\begin{equation*}
\eta_{\infty}=\mathbb{B}_{h_{0}}(v) \quad \text { and } \quad \eta_{\infty}^{h}=\mathbb{B}_{h_{0}}\left(\eta_{\infty}\right)=\mathbb{B}_{h_{0}^{2}}(v) . \tag{24}
\end{equation*}
$$

The proof of the above assertion is provided in section 9.1. The left hand side assertion in (24) indicates that the stationary density of a non absorbed particle with respect to $v$ is proportional to the ground state, while the stationary distribution with respect to $v$ of a particle evolving in the ground state is proportional to the square of the ground state. These Boltzmann-Gibbs formulae yields the Hilbert space isometry

$$
\left\{\begin{array}{l}
\Upsilon_{h}: f \in \mathbb{L}_{2}\left(\eta_{\infty}^{h}\right) \mapsto \Upsilon_{h}(f):=\sqrt{\eta_{\infty}^{h}\left(h_{0}^{-2}\right)} f h_{0} \in \mathbb{L}_{2}(v)  \tag{25}\\
\text { with the inverse } \Upsilon_{h}^{-1}(f)=\sqrt{v\left(h_{0}^{2}\right)} f h_{0}^{-1} .
\end{array}\right.
$$

This a direct consequence of the fact that (24) implies that

$$
\langle f, g\rangle_{2, v}:=v(f g)=v\left(h_{0}^{2}\right)\left\langle h_{0}^{-1} f, h_{0}^{-1} g\right\rangle_{2, \eta_{\infty}^{h}} \quad \text { and } \quad \eta_{\infty}^{h}\left(h_{0}^{-2}\right)=1 / v\left(h_{0}^{2}\right) .
$$

The Feynman-Kac propagator is connected to the semigroup of the particle evolving in the ground state $h_{0}$ via the operator formulae

$$
\exp \left(\lambda_{0} t\right) \mathcal{K}_{t}=\Upsilon_{h} \circ \mathcal{K}_{t}^{h} \circ \Upsilon_{h}^{-1} \quad \text { and } \quad-\mathcal{L}+\left(V-\lambda_{0}\right)=\Upsilon_{h} \circ \mathcal{L}^{h} \circ \Upsilon_{h}^{-1}
$$

The Boltzmann-Gibbs mappings discussed in (18), (19) and (24) and the Hilbert space isometry (25) allow to transfer directly any known regularity property at the level of the $h$-process $\left(\mathcal{K}_{t}^{h}, \eta_{t}^{h}, \eta_{\infty}^{h}\right)$ to the Feynman-Kac model $\left(\mathcal{K}_{t}, \eta_{t}, \eta_{\infty}\right)$, and vice versa.

## 2 Basic notation and preliminary results

### 2.1 Some norms and matrix spaces

We denote by $\mathcal{M}_{r_{1}, r_{2}}$ the set of $\left(r_{1} \times r_{2}\right)$-matrices with real entries and $r_{1}, r_{2} \geqslant 1$. When $r=r_{1}=r_{2}$ we write $\mathcal{M}_{r}$ instead of $\mathcal{M}_{r, r}$ the set of square $(r \times r)$-matrices.

A square root of a square matrix $A \in \mathcal{M}_{r}$ is a (non unique) matrix $A^{1 / 2}$ such that $A^{1 / 2} A^{1 / 2}=A$. When $A$ has positive eigenvalues, we choose the square root $A^{1 / 2}$ that has positive eigenvalues. We let $\mathcal{S}_{r} \subset \mathcal{M}_{r}$ denote the subset of symmetric matrices, $\mathcal{S}_{r}^{0} \subset \mathcal{S}_{r}$ the subset of positive semi-definite matrices, and $\mathcal{S}_{r}^{+} \subset \mathcal{S}_{r}^{0}$ the subset of positive definite matrices. We also let $\mathcal{S}_{r}^{-}$the set of negative definite matrices.

Given $B \in \mathcal{S}_{r}^{0}-\mathcal{S}_{r}^{+}$we denote by $B^{1 / 2}$ a (non-unique) but symmetric square root of $B$ (given by a Cholesky decomposition). When $B \in \mathcal{S}_{r}^{+}$we choose the principal (unique) symmetric square root. We write $A^{\prime}$ to denote the transposition of a matrix $A$, and $A_{\text {sym }}=$ $\left(A+A^{\prime}\right) / 2$ to denote the symmetric part of $A \in \mathcal{M}_{r}$. We denote by $\operatorname{Spec}(A)$ the spectrum of $A$ defined by

$$
\operatorname{Spec}(A):=\{\lambda \mid \lambda \text { eigenvalue of } A\},
$$

where each eigenvalue is listed the number of times it occurs as a root of the characteristic polynomial of $A$. We also denote by $\mathcal{G} l_{r} \subset \mathcal{\mathcal { M } _ { r }}$ the general linear group of invertible matrices. The set $\mathcal{M}_{r}$ is equipped with the spectral or the Frobenius norms (a.k.a. Hilbert-Schmidt norm) defined by

$$
\|A\|=\sqrt{\lambda_{\max }\left(A A^{\prime}\right)} \leqslant\|A\|_{F}:=\sqrt{\operatorname{Tr}\left(A A^{\prime}\right)} \leqslant \sqrt{r}\|A\|
$$

where $\lambda_{\max }(\cdot)$ denotes the maximal eigenvalue. The minimal eigenvalue is denoted by $\lambda_{\min }(\cdot)$. Let $\operatorname{Tr}(A)=\sum_{1 \leqslant i \leqslant r} A(i, i)$ denote the trace operator. We also denote by $\mu(A)=$ $\lambda_{\max }\left(A_{\text {sym }}\right)$ the logarithmic norm and by

$$
\varsigma(A):=\max _{\lambda \in \operatorname{Spec}(A)}\{\operatorname{Re}(\lambda)\}
$$

the spectral abscissa. We recall that

$$
\|A\| \geqslant \mu(A)=\lambda_{\max }\left(A_{\text {sym }}\right) \geqslant \varsigma(A):=\max \{\operatorname{Re}(\lambda): \lambda \in \operatorname{Spec}(A)\} .
$$

A matrix $A$ is said to be stable (a.k.a. Hurwitz) when $\varsigma(A)<0$. We recall that

$$
\begin{equation*}
\varsigma(A)<0 \Longrightarrow \exists \alpha, \beta>0: \forall t \geqslant 0 \quad\left\|e^{t A}\right\| \leqslant \alpha e^{-\beta t} . \tag{26}
\end{equation*}
$$

The parameters $(\alpha, \beta)$ can be made explicit in terms of the spectrum of the matrix $A$. For instance, applying Coppel's inequality (cf. Proposition 3 in [30]), for any $t \geqslant 0$ and any for any $0<\gamma<1$ we can choose

$$
\alpha=(a / \gamma)^{r-1} \quad \text { and } \quad \beta=(1-\gamma) \varsigma(A) \quad \text { with } \quad a:=2\|A\| /|\varsigma(A)| .
$$

In the case where $\beta=-\mu(A)>0$, we can choose $\alpha=1$.

### 2.2 Relative entropy and metrics

The $n$-th Wasserstein distance between two probability measures $\nu_{1}$ and $\nu_{2}$ on $\mathbb{R}^{r}$ is defined for any parameter $n \geqslant 1$ by the formula

$$
\mathbb{W}_{n}\left(\nu_{1}, \nu_{2}\right)=\inf \left\{\mathbb{E}\left(\left\|Z_{1}-Z_{2}\right\|^{n}\right)^{\frac{1}{n}}\right\} .
$$

The infimum in the above display is taken over all pairs of random variables $\left(Z_{1}, Z_{2}\right)$ such that $\operatorname{Law}\left(Z_{i}\right)=\nu_{i}$, for $i=1,2$.

We denote by Ent ( $\nu_{1} \mid \nu_{2}$ ) the Boltzmann-relative entropy, defined as

$$
\operatorname{Ent}\left(\nu_{1} \mid \nu_{2}\right):=\int \log \left(\frac{d \nu_{1}}{d \nu_{2}}\right) d \nu_{1},
$$

whenever $\nu_{1} \ll \nu_{2}$, and $+\infty$ otherwise. Further, the Fisher information is defined by

$$
\mathcal{J}\left(\nu_{1} \mid \nu_{2}\right):=\int\left\|\nabla \log \left(\frac{d \nu_{1}}{d \nu_{2}}\right)\right\|^{2} d \nu_{1},
$$

if $\log d \nu_{1} / d \nu_{2} \in \mathbb{L}_{2}\left(\nu_{1}\right)$, and $+\infty$ otherwise. The total variation distance between the measures $\nu_{1}$ and $\nu_{2}$ is defined by

$$
\left\|\nu_{1}-\nu_{2}\right\|_{t v}:=\frac{1}{2} \sup \left\{\left|\nu_{1}(f)-\nu_{2}(f)\right|: f \text { s.t. }\|f\|_{\infty} \leqslant 1\right\}
$$

with the uniform norm and Lebesgue integrals defined, respectively, by

$$
\|f\|_{\infty}:=\sup _{x \in \mathbb{R}^{r}}|f(x)|, \quad \nu_{i}(f):=\int \nu_{i}(d x) f(x) .
$$

Finally, given some locally finite measure $\nu$ on $\mathbb{R}^{r}$, for any $n \geqslant 1$ we denote by $\mathbb{L}_{n}(\nu)$ the Banach space of measurable functions $f$ on $\mathbb{R}^{r}$ equipped with the norm

$$
\|f\|_{n, \nu}:=\nu\left(|f|^{n}\right)^{1 / n}
$$

### 2.3 Evolution semigroups

The evolution semigroup $\left(\hat{X}_{t}(x, P), \phi_{t}(P)\right)$ of the equations 21 starting at $(x, P)$ satisfies the coupled equations

$$
\left\{\begin{array}{rlrl}
\partial_{t} \hat{X}_{t}(x, P) & =\left(A-\phi_{t}(P) S\right) \hat{X}_{t}(x, P) & & \text { with }
\end{array} \hat{X}_{0}(x, P)=x . \begin{cases} &  \tag{27}\\
\partial_{t} \phi_{t}(P) & =\operatorname{Ricc}\left(\phi_{t}(P)\right)\end{cases}\right.
$$

By the Gaussian preserving property of the measure-valued nonlinear semigroup $\Phi_{t}$, defined in (15), we have

$$
\begin{equation*}
\Phi_{t}(\mathcal{N}(x, P))=\mathcal{N}\left(\hat{X}_{t}(x, P), \phi_{t}(P)\right) \quad \text { and } \quad \Phi_{t}\left(\delta_{x}\right)=\mathcal{N}\left(\widehat{X}_{t}(x, 0), \phi_{t}(0)\right) . \tag{28}
\end{equation*}
$$

We refer to Theorem 3.2, as well as section 5.2 and Proposition 6.5 for different ways of writing the evolution semigroup $\left(\hat{X}_{t}(x, P), \phi_{t}(P)\right)$.

The controllability conditions (3) are well known in filtering theory, see for instance [18, 66] and the more recent articles [14, 17], and references therein. They ensure the existence of an unique pair $\left(P_{\infty}^{-}, P_{\infty}\right)$ of negative and positive fixed point matrices of the algebraic Riccati equation

$$
\begin{equation*}
\operatorname{Ricc}\left(P_{\infty}^{-}\right)=0=\operatorname{Ricc}\left(P_{\infty}\right) \tag{29}
\end{equation*}
$$

In addition, the matrices

$$
\begin{equation*}
A-P_{\infty} S \text { and } A^{\prime}+\left(P_{\infty}^{-}\right)^{-1} R \tag{30}
\end{equation*}
$$

are stable (a.k.a. Hurwitz).
For a more thorough discussion on the above assertions we refer to [18, Chapter 3], [66] and the more recent articles [14, 17].

As already mentioned, the pair of matrices $\left(\left(P_{\infty}^{-}\right)^{-1}, P_{\infty}^{-1}\right)$ satisfy the same fixed point equation as tthat of $\left(P_{\infty}^{-}, P_{\infty}\right)$ by replacing $(A, R, S)$ by $\left(-A^{\prime}, S, R\right)$. In addition, the matrices $\left(Q_{\infty}^{-}, Q_{\infty}\right)$ defined by

$$
\begin{equation*}
Q_{\infty}^{-}:=-P_{\infty}^{-1}<0<Q_{\infty}:=-\left(P_{\infty}^{-}\right)^{-1} \tag{31}
\end{equation*}
$$

satisfy the same fixed point equation as $\left(\left(P_{\infty}^{-}\right)^{-1}, P_{\infty}^{-1}\right)$ by replacing $A$ by $(-A)$. Thus, the matrices $\left(Q_{\infty}^{-}, Q_{\infty}\right)$ satisfy the algebraic Riccati matrix equation (8).

Let $\mathcal{E}_{s, t}(P)$ be the exponential semigroup associated with the matrix flow $u \mapsto(A-$ $\left.\phi_{u}(P) S\right)$; that is the solution for any $0 \leqslant s \leqslant t$ of the matrix evolution equations

$$
\begin{equation*}
\partial_{t} \mathcal{E}_{s, t}(P)=\left(A-\phi_{t}(P) S\right) \mathcal{E}_{s, t}(P) \quad \text { and } \quad \partial_{s} \mathcal{E}_{s, t}(P)=-\mathcal{E}_{s, t}(P)\left(A-\phi_{s}(P) S\right), \tag{32}
\end{equation*}
$$

with $\mathcal{E}_{s, s}(P)=I$ and where we often write $\mathcal{E}_{t}(P)$ for $\mathcal{E}_{0, t}(P)$. In this notation, the solution of the right hand side equation in (21) takes the form

$$
\begin{equation*}
\widehat{X}_{t}(x, P)=\mathcal{E}_{t}(P) x \quad \text { and } \quad \mathcal{E}_{s, s+t}\left(P_{\infty}\right)=\mathcal{E}_{t}\left(P_{\infty}\right)=\exp \left(t\left(A-P_{\infty} S\right)\right) . \tag{33}
\end{equation*}
$$

From a mathematical viewpoint, it is tempting to integrate sequentially the differential equations (32), to obtain an explicit description of $\mathcal{E}_{s, t}(P)$ in terms of the Peano-Baker series [75, 5], see also [21, 51, 58]. Another natural strategy is to express the semigroup as a true matrix exponential involving a Magnus series expansion of iterated integrals on the Lie algebra generated by the matrices $\left(A-\phi_{u}(P) S\right)$, with $s \leqslant u \leqslant t$. For more details on these exponential expansions we refer to [20, 72]. In practical terms, the use of Peano-Baker and/or exponential Magnus series in the study of the stability properties of time-varying linear dynamical systems is rather limited.

For any semi-definite positive initial matrix $P \in \mathcal{S}_{r}^{0}$, we have the following results (see e.g. [14, 22]),

$$
\begin{equation*}
\forall t \geqslant \delta>0, \quad 0<\Pi_{-, \delta} \leqslant \phi_{t}(P) \leqslant \Pi_{+, \delta} \quad \text { and } \quad \forall t \geqslant 0, \quad\left\|\mathcal{E}_{t}\left(P_{\infty}\right)\right\| \leqslant \alpha e^{-\beta t} \tag{34}
\end{equation*}
$$

for some positive matrices $\Pi_{-, \delta}, \Pi_{+, \delta}$ and some $\alpha, \beta>0$, all of which depend on the model parameters $(A, R, S)$. The right hand side assertion comes from the fact that $\left(A-P_{\infty} S\right)$ is a stable matrix. Here, $\|\cdot\|$ stands for the spectral norm of matrices.

### 2.4 Linear diffusion processes

Consider an $r$-dimensional process given by the linear stochastic differential equation

$$
\begin{equation*}
d X_{t}=A X_{t} d t+B d W_{t} \tag{35}
\end{equation*}
$$

for some initial state $X_{0}$ with distribution $\eta_{0}$ on $\mathbb{R}^{r}$. In the above display, $W_{t}$ is an $r_{1^{-}}$ dimensional Brownian motion, for some $r_{1} \geqslant 1$, which is independent of $X_{0}$, and $B$ is a $\left(r \times r_{1}\right)$-matrix such that $B B^{\prime}=R$. The random state vectors $X_{t}$ and the Brownian states $W_{t}$ are column vectors. The generator of the diffusion process $X_{t}$ coincides with the second
order differential kinetic energy operator defined in (2). In the same vein, the $h$-process (16) satisfies the stochastic differential equation

$$
\begin{equation*}
d X_{t}^{h}=\left(A-R Q_{\infty}\right) X_{t}^{h} d t+B d W_{t} . \tag{36}
\end{equation*}
$$

Due to (30), the matrix $\left(A-R Q_{\infty}\right)$ is Hurwitz so that $X_{t}^{h}$ is a stable Ornstein-Uhlenbeck process even when $A$ is unstable. This property ensures the existence of some parameters $\alpha_{h}, \beta_{h}>0$ such that

$$
\begin{equation*}
\left\|e^{\left(A-R Q_{\infty}\right) t}\right\| \leqslant \alpha_{h} e^{-\beta_{h} t} \quad \text { and } \quad \iota_{h}:=\int_{0}^{\infty}\left\|e^{\left(A-R Q_{\infty}\right) t}\right\|^{2} d t \leqslant \frac{\alpha_{h}^{2}}{2 \beta_{h}} . \tag{37}
\end{equation*}
$$

For a more thorough discussion on the exponential decays of matrix exponential-type semigroups (a.k.a. fundamental matrices) we refer to section 2.1. Recall that

$$
\eta_{0}^{h}=\mathcal{N}(x, P) \Longrightarrow \forall t \geqslant 0 \quad \eta_{t}^{h}=\mathcal{N}\left(\widehat{X}_{t}^{h}(x), \phi_{t}^{h}(P)\right),
$$

with the mean vector

$$
\begin{equation*}
\widehat{X}_{t}^{h}(x)=e^{\left(A-R Q_{\infty}\right) t} x, \tag{38}
\end{equation*}
$$

and the covariance matrices

$$
\phi_{t}^{h}(P):=e^{\left(A-R Q_{\infty}\right) t} P e^{\left(A-R Q_{\infty}\right)^{\prime} t}+\int_{0}^{t} e^{\left(A-R Q_{\infty}\right) s} R e^{\left(A-R Q_{\infty}\right)^{\prime} s} d s
$$

Notice that $\phi_{t}^{h}(P)$ is the evolution semigroup of associated with the matrix valued differential equation

$$
\partial_{t} P_{t}^{h}=\left(A-R Q_{\infty}\right) P_{t}^{h}+P_{t}^{h}\left(A-R Q_{\infty}\right)^{\prime}+R \quad \text { with } \quad P_{0}^{h}=P
$$

The stochastic flow $X_{t}^{h}(x)$ of the $h$-process is defined as in 36 by choosing the initial condition $X_{0}^{h}(x)=x$. The random function $x \mapsto X_{t}^{h}(x)$ can be seen as the Gaussian random field

$$
X_{t}^{h}(x) \sim \mathcal{N}\left(\widehat{X}_{t}^{h}(x), \phi_{t}^{h}(0)\right)
$$

Without additional conditions on the matrices $(A, R)$ the $h$-process defined in (36) may not be reversible, see for instance Theorem 2.1. Nevertheless, for any $x \in \mathbb{R}^{d}$ and $P \geqslant 0$, we have

$$
\begin{equation*}
\mathcal{N}\left(\widehat{X}_{t}^{h}(x), \phi_{t}^{h}(P)\right) \longrightarrow_{t \rightarrow \infty} \eta_{\infty}^{h}:=\mathcal{N}\left(0, P_{\infty}^{h}\right) \tag{39}
\end{equation*}
$$

with the limiting covariance matrix

$$
P_{\infty}^{h}:=\int_{0}^{\infty} e^{\left(A-R Q_{\infty}\right) s} R e^{\left(A-R Q_{\infty}\right)^{\prime} s} d s=\left(P_{\infty}^{-1}+Q_{\infty}\right)^{-1} .
$$

The right hand side assertion is a consequence of the Gramian formula 67) (see also Theorem (3.2). Exponential decay estimates to equilibrium can be easily extracted from the exponential inequalities (37).

### 2.5 Reversible models

Without further mention, until the end of this section we shall assume that matrices $(A, R, S)$ satisfying the rank condition (3). In addition, we have $R>0$ and $A R=R A^{\prime}$.

In this situation, the diffusion process $X_{t}$ defined in (35) is reversible with respect to the locally finite measure

$$
\begin{equation*}
v(d x):=\exp (U(x)) d x \quad \text { with } \quad U(x):=x^{\prime} R^{-1} A x . \tag{40}
\end{equation*}
$$

The stochastic differential equations (35) and (36) resume to the Langevin diffusions

$$
\begin{equation*}
d X_{t}=\frac{1}{2} R \nabla U\left(X_{t}\right) d t+B d W_{t} \quad \text { and } \quad d X_{t}^{h}=\frac{1}{2} R \nabla\left(U+\log h_{0}^{2}\right)\left(X_{t}^{h}\right) d t+B d W_{t} . \tag{41}
\end{equation*}
$$

All the limiting covariance matrices $\left(P_{\infty}, P_{\infty}^{h}, Q_{\infty}\right)$ can be explicitly computed in terms of the parameters $(A, R, S)$. The matrix $Q_{\infty}$ was already given in (9) and we have

$$
\frac{1}{2}\left(P_{\infty}^{h}\right)^{-1}=Q_{\infty}-R^{-1} A \quad \text { and } \quad P_{\infty}^{-1}=Q_{\infty}-2 R^{-1} A
$$

For a more thorough discussion on these formulae we refer to section 9.1 .
In the reversible case, it is convenient to rewrite the generator of the $h$-process given by (41) in the divergence form

$$
\mathcal{L}^{h}(f)=\frac{1}{2} e^{U_{h}} \sum_{1 \leqslant i \leqslant r} \partial_{x_{i}}\left(e^{-U_{h}} \partial_{x_{i}} f\right) \quad \text { with } \quad U_{h}(x):=\frac{1}{2} x^{\prime}\left(P_{\infty}^{h}\right)^{-1} x
$$

Theorem 2.1. For any $t \geqslant 0$ we have the master equation

$$
\begin{equation*}
\eta_{\infty}^{h}(d x) \mathcal{K}_{t}^{h}(x, d y)=\eta_{\infty}^{h}(d y) \mathcal{K}_{t}^{h}(y, d x) \tag{42}
\end{equation*}
$$

with the distribution $\eta_{\infty}^{h}$ defined in (39). In addition, we have the density-transport formulae

$$
\begin{equation*}
\eta_{0}^{h}(d x):=f_{0}(x) \eta_{\infty}^{h}(d x) \Longrightarrow \eta_{t}^{h}(d x)=f_{t}(x) \eta_{\infty}^{h}(d x) \quad \text { with } \quad f_{t}(x):=\mathcal{K}_{t}^{h}\left(f_{0}\right)(x) \tag{43}
\end{equation*}
$$

Proof. Using the divergence form of the generator we check that

$$
\begin{equation*}
\eta_{\infty}^{h}\left(g \mathcal{L}^{h}\left(\mathcal{K}_{t}^{h}\left(f_{0}\right)\right)\right)=-\frac{1}{2} \int \eta_{\infty}^{h}(d x) \sum_{1 \leqslant i \leqslant r} \partial_{x_{i}}(g)(x) \partial_{x_{i}} \mathcal{K}_{t}^{h}\left(f_{0}\right)(x) \tag{44}
\end{equation*}
$$

for sufficiently smooth functions $f$ and $g$ for which we can perform integration by parts. This yields for any $f, g \in \mathbb{L}_{2}\left(\eta_{\infty}^{h}\right)$ the formula

$$
\eta_{\infty}^{h}\left(f \mathcal{K}_{t}^{h}(g)\right)=\eta_{\infty}^{h}\left(\mathcal{K}_{t}^{h}(f) g\right),
$$

which is equivalent to (42). The density-transport formulae (43) is a direct consequence of the reversible property (42).

The convergence to equilibrium of Langevin-type $h$-processes can be studied in terms of the Boltzmann-relative entropy using the rather well-known de Bruijn identity

$$
\begin{equation*}
\partial_{t} \operatorname{Ent}\left(\eta_{t}^{h} \mid \eta_{\infty}^{h}\right)=-\frac{1}{2} \mathcal{J}\left(\eta_{t}^{h} \mid \eta_{\infty}^{h}\right) . \tag{45}
\end{equation*}
$$

From this, one can obtain the exponential decays of the Fisher information

$$
\begin{equation*}
\mathcal{J}\left(\eta_{t}^{h} \mid \eta_{\infty}^{h}\right) \leqslant\left\|e^{\left(A-R Q_{\infty}\right) t}\right\|^{2} \mathcal{J}\left(\eta_{0}^{h} \mid \eta_{\infty}^{h}\right), \tag{46}
\end{equation*}
$$

which also yields the log-Sobolev inequality

$$
\begin{equation*}
\operatorname{Ent}\left(\eta_{0}^{h} \mid \eta_{\infty}^{h}\right) \leqslant \frac{\iota_{h}}{2} \mathcal{J}\left(\eta_{0}^{h} \mid \eta_{\infty}^{h}\right), \tag{47}
\end{equation*}
$$

where the parameter $\iota_{h}$ introduced in (37). Applying the log-Sobolev inequality to $\eta_{t}^{h}$, the de Bruijn identity now yields the free energy exponential decays

$$
\begin{equation*}
\partial_{t} \operatorname{Ent}\left(\eta_{t}^{h} \mid \eta_{\infty}^{h}\right)=-\frac{1}{2} \mathcal{J}\left(\eta_{t}^{h} \mid \eta_{\infty}^{h}\right) \leqslant-\iota_{h}^{-1} \operatorname{Ent}\left(\eta_{t}^{h} \mid \eta_{\infty}^{h}\right) . \tag{48}
\end{equation*}
$$

The proofs of the assertions (45)-(48) follow standard probabilistic manipulations and are thus provided in the Appendix. We summarise the above discussion with the following theorem.

Theorem 2.2. For any $t \geqslant 0$ we have the relative entropy exponential decays

$$
\mathcal{J}\left(\eta_{t}^{h} \mid \eta_{\infty}^{h}\right) \leqslant \alpha_{h}^{2} e^{-2 \beta_{h} t} \mathcal{J}\left(\eta_{0}^{h} \mid \eta_{\infty}^{h}\right) \quad \text { and } \quad \operatorname{Ent}\left(\eta_{t}^{h} \mid \eta_{\infty}^{h}\right) \leqslant e^{-t / \iota_{h}} \operatorname{Ent}\left(\eta_{0}^{h} \mid \eta_{\infty}^{h}\right)
$$

with the parameters ( $\iota_{h}, \alpha_{h}, \beta_{h}$ ) introduced in (37).
From the practical point of view, the functional inequalities discussed above are rarely useful when the matrix $Q_{\infty}$ and thus the limiting measure $\eta_{\infty}^{h}$ is not explicitly known.

## 3 Statement of some main results

### 3.1 Ground state energy

Our first main result provides an explicit description of the ground state energy of the Hamiltonian operator for general matrices $(A, R, S)$ in terms of the negative and positive fixed points of the algebraic Riccati equation (29).

Theorem 3.1. For any matrices $(A, R, S)$ satisfying the rank condition (3), the function $h_{0}$ in (8) is the ground state of the Hamiltonian $\mathcal{H}$ introduced in (1); that is, we have

$$
\begin{equation*}
\mathcal{H}\left(h_{0}\right)=\lambda_{0} h_{0} \quad \text { with } \quad \lambda_{0}:=\frac{1}{2} \operatorname{Tr}\left(S P_{\infty}\right)=\frac{1}{2} \operatorname{Tr}\left(R Q_{\infty}\right)>0 . \tag{49}
\end{equation*}
$$

In addition, we have the Feynman-Kac propagator formula stated in (19).
The proof of the right hand side trace formula in (49) is provided in section 5 dedicated to Riccati algebraic equations (see Lemma 5.1). The first assertion and the Feynman-Kac propagator formula stated in (19) is a direct consequence of (6) and Theorem 7.1.

Theorem 3.2. For any matrices $(A, R, S)$, the law $\eta_{t}^{h}$ of the random states $X_{t}^{h}$ of the $h$ process defined in (36) and the distribution of the non-absorbed particle defined in (13) are
connected by the Boltzmann-Gibbs transformation (18). In addition, we have the Gaussian preserving property

$$
\eta_{0}=\mathcal{N}\left(\widehat{X}_{0}, P_{0}\right) \quad \Longrightarrow \quad \forall t \geqslant 0 \quad \eta_{t}^{h}=\mathcal{N}\left(\hat{X}_{t}^{h}, P_{t}^{h}\right) \quad \text { and } \quad \eta_{t}=\mathcal{N}\left(\hat{X}_{t}, P_{t}\right)
$$

with the parameters $\left(\hat{X}_{t}, P_{t}\right)$ defined in (21), the covariance matrix

$$
\begin{equation*}
P_{t}^{h}=\left(P_{t}^{-1}+Q_{\infty}\right)^{-1} \quad \text { and the mean vector } \quad \hat{X}_{t}^{h}=P_{t}^{h} P_{t}^{-1} \hat{X}_{t} . \tag{50}
\end{equation*}
$$

The proof of Theorem 3.2 is provided in the end of section 7.1. The next theorem provides a non asymptotic expansion of the Feynman-Kac propagator.

Theorem 3.3. For any time horizon $t \geqslant \delta>0$ and any $f \in \mathbb{L}_{1}\left(\eta_{\infty}\right)$ we have

$$
e^{\lambda_{0} t} \mathcal{K}_{t}(f)(x)=\frac{h_{0}(x)}{\eta_{\infty}\left(h_{0}\right)}\left(\eta_{\infty}(f)+\epsilon_{t}(f)(x)\right) k_{t}(x)
$$

where

$$
\epsilon_{t}(f)(x):=\Phi_{t}\left(\delta_{x}\right)(f)-\eta_{\infty}(f)
$$

and $k_{t}$ is a function satisfying

$$
\begin{equation*}
\exp \left(-c_{\delta} e^{-2 \beta t}\right) \leqslant k_{t}(x) \leqslant \exp \left(c_{\delta}\left(1+\|x\|^{2}\right) e^{-2 \beta t}\right) \tag{51}
\end{equation*}
$$

In the above display $\beta$ stands for the parameter defined in (34), and $c_{\delta}<\infty$ is some finite constant whose value only depends on $\delta$.

The proof of the above theorem is provided in section 6.4.3.
The convergence of $\eta_{t}$ to the limiting measure $\eta_{\infty}$ discussed in (22) can be studied in terms of both the stationary properties of the $h$-process and the stability properties of the Riccati matrix flow $P_{t}$. Due to the exponential semigroup formula (33), the long time behavior of the mean vector $\widehat{X}_{t}$ is also directly related to $P_{t}$. Thus, in section 5 we provide a brief discussion on Riccati matrix flows, including the Floquet-type theory developed in [17, as well as several Lipschitz type inequalities and exponential type decays to equilibrium for Riccati flows and their associated exponential semigroups. Applied to our context, these quantitative estimates allow one to prove a variety of non asymptotic convergence theorems.

To give a flavour of these results, consider the initial distributions

$$
\begin{equation*}
\eta_{0}=\mathcal{N}(x, P) \quad \text { and } \quad \mu_{0}=\mathcal{N}(y, Q), \tag{52}
\end{equation*}
$$

for some $x, y \in \mathbb{R}^{r}$ and some covariance matrices $P, Q \in \mathcal{S}_{r}^{0}$. Our main results can be summarised with the following theorem.
Theorem 3.4. There exists $\delta=\delta(P, Q)>0$, which depends on the distance $P-Q$, such that for any $t \geqslant \delta$ we have

$$
\mathbb{W}_{2}\left(\Phi_{t}\left(\eta_{0}\right), \Phi_{t}\left(\mu_{0}\right)\right) \leqslant c_{\delta} e^{-\beta t}(\|x-y\|+(\|x\| \vee 1)\|P-Q\|)
$$

and for sufficiently large time horizon we have

$$
\operatorname{Ent}\left(\Phi_{t}\left(\eta_{0}\right) \mid \Phi_{t}\left(\mu_{0}\right)\right) \leqslant c_{\delta}\left(\|P-Q\|+\left(\|x\|^{2}\|P-Q\|^{2}+\|x-y\|^{2}\right)\right) e^{-2 \beta t}
$$

for some finite constant $c_{\delta}$ and the parameter $\beta>0$ introduced in (34).
In addition, when $P=Q$ for any $n \geqslant 1$ we have

$$
\mathbb{W}_{n}\left(\Phi_{t}\left(\eta_{0}\right), \Phi_{t}\left(\mu_{0}\right)\right) \leqslant c_{\delta} e^{-\beta t}\|x-y\| \quad \text { and } \quad \operatorname{Ent}\left(\Phi_{t}\left(\eta_{0}\right) \mid \Phi_{t}\left(\mu_{0}\right)\right) \leqslant c_{\delta} e^{-2 \beta t}\|x-y\|^{2} .
$$

The case $P=Q$ is a direct consequence of the Gaussian preserving property (28) and the Lipschitz estimates stated in Theorem 5.5. For the general case, we refer the reader to Theorems 6.7 and 6.9, where a more precise description of the constant $c_{\delta}$ and the time horizon in the relative entropy estimates are provided.

Total variation estimates for initial Gaussian measures can be deduced directly from the relative entropy estimates stated in theorem 3.4 using Pinsker's inequality

$$
\left\|\Phi_{t}\left(\eta_{0}\right)-\Phi_{t}\left(\mu_{0}\right)\right\|_{t v} \leqslant \sqrt{\frac{1}{2} \operatorname{Ent}\left(\Phi_{t}\left(\eta_{0}\right) \mid \Phi_{t}\left(\mu_{0}\right)\right)}
$$

More generally (cf. Theorem 6.4), for any pair of probability measures $\eta_{0}$ and $\mu_{0}$ on $\mathbb{R}^{r}$ and any time horizon $t \geqslant \delta>0$ we have

$$
\left\|\Phi_{t}\left(\eta_{0}\right)-\Phi_{t}\left(\mu_{0}\right)\right\|_{t v} \leqslant c_{\delta}\left(\eta_{0}, \mu_{0}\right) e^{-\beta t} m
$$

where the parameter $\beta$ was introduced in (34), and $c_{\delta}\left(\eta_{0}, \mu_{0}\right)$ is a finite constant that depends on the parameters $\left(\delta, \eta_{0}, \mu_{0}\right)$. The above result implies the uniqueness of the fixed point Gaussian distribution $\eta_{\infty}$ introduced in (22). Choosing $\mu_{0}=\eta_{\infty}$, it also shows that for any initial distribution $\eta_{0}$ the probability measure $\Phi_{t}\left(\eta_{0}\right)$ converges exponentially fast towards a Gaussian distribution as the time horizon $t \rightarrow \infty$.

Theorem 3.4 also provides several ways of estimating the difference $\epsilon_{t}(f)(x)$ defined in Theorem 3.3. For instance, for any Lipschitz function $f$ with unit Lipschitz constant or for any bounded functions $g$ with unit uniform norm, we have the estimates

$$
\left|\epsilon_{t}(f)(x)\right| \leqslant \mathbb{W}_{1}\left(\Phi_{t}\left(\delta_{x}\right), \eta_{\infty}\right) \quad \text { and } \quad\left|\epsilon_{t}(g)(x)\right| \leqslant 2\left\|\Phi_{t}\left(\delta_{x}\right)-\eta_{\infty}\right\|_{t v} .
$$

### 3.2 Spectral theorems

Assume that matrices $(A, R, S)$ satisfy (3) and we have $R>0$ and $A R=R A^{\prime}$. Let $\Lambda^{h}$ be the matrix defined by

$$
\Lambda^{h}:=-\left(P_{\infty}^{h}\right)^{-1 / 2}\left(A^{2}+R S\right)^{1 / 2}\left(P_{\infty}^{h}\right)^{1 / 2},
$$

where the positive matrix $P_{\infty}^{h}>0$ was introduced in 39). We denote by $\mathcal{Z}:=\left(z_{1}, \ldots, z_{r}\right)$ the orthogonal matrix with columns given by the orthonormal eigenvector $z_{i}$ of the matrix $\Lambda^{h}$ associated with an eigenvalue $\lambda_{i}\left(\Lambda^{h}\right):=-\lambda_{i}^{h}<0$, for $i \in\{1, \ldots, r\}$.

Under the reversibility condition, the matrix $\left(A^{2}+R S\right)$ may not be symmetric but it has positive eigenvalues (see for instance $\sqrt{99}$ ) and $(109)$ ), so that the parameters $\lambda_{i}^{h}$ coincide with the square roots of the eigenvalues of $\left(A^{2}+R S\right)$. We shall assume that these eigenvalues are ranked in increasing order

$$
\lambda_{1}^{h} \leqslant \ldots \leqslant \lambda_{r}^{h}
$$

Let $\mathbb{H}_{n}^{r}(x)$ be the collection of multivariate Chebychev-Hermite polynomials on $\mathbb{R}^{r}$ indexed by the multiple indices $n=\left(n_{1}, \ldots, n_{r}\right) \in \mathbb{N}^{r}$. We use the multiple index notation $n!=n_{1}!\times \ldots \times n_{r}!$. Denote by (0) the multiple index with null entries $n_{i}=0$, and recall that $\mathbb{H}^{r}(0)(x)=1$. Further, set $\lambda_{0}\left(\Lambda^{h}\right)=-\lambda_{0}^{h}:=0$.

We are now in position to state the main result of this section.
Theorem 3.5. For any time horizon $t \geqslant 0$, we have the $\mathbb{L}_{2}\left(\eta_{\infty}^{h}\right)$-spectral decomposition

$$
\mathcal{K}_{t}^{h}(x, d y)=\sum_{n \in \mathbb{N}^{r}} e^{-\lambda_{n}^{h} t} \varphi_{n}^{h}(x) \varphi_{n}^{h}(y) \eta_{\infty}^{h}(d y)
$$

with the $\mathbb{L}_{2}\left(\eta_{\infty}^{h}\right)$ orthonormal basis eigenfunctions $\varphi_{n}^{h}$ and corresponding eigenvalues $\lambda_{n}^{h}$ given respectively by

$$
\begin{equation*}
\varphi_{n}^{h}(x):=\frac{1}{\sqrt{n!}} \mathbb{H}_{n}^{r}\left(\mathcal{Z}^{\prime}\left(P_{\infty}^{h}\right)^{-1 / 2} x\right), \quad \lambda_{n}^{h}:=\sum_{1 \leqslant i \leqslant r} n_{i} \lambda_{i}^{h} \tag{53}
\end{equation*}
$$

The proof of the above theorem is provided in section 9.3 .
Thus, for any $n \in \mathbb{N}^{r}$ and any $t \geqslant 0$ and $x \in \mathbb{R}^{r}$ we have the formulae

$$
\begin{equation*}
\mathcal{K}_{t}^{h}\left(\varphi_{n}^{h}\right)=e^{-\lambda_{n}^{h} t} \varphi_{n}^{h} \quad \text { and } \quad \mathcal{L}^{h}\left(\varphi_{n}^{h}\right)=-\lambda_{n}^{h} \varphi_{n}^{h} . \tag{54}
\end{equation*}
$$

Exponential decays to equilibrium can be extracted directly from the spectral decomposition. For instance we have the following estimates.

Corollary 3.6. For any time horizon $t \geqslant 0$ we have the exponential decays to equilibrium

$$
\begin{equation*}
\left\|\mathcal{K}_{t}^{h}(f)-\eta_{\infty}^{h}(f)\right\|_{2, \eta_{\infty}^{h}} \leqslant e^{-\lambda_{1}^{h} t}\left\|f-\eta_{\infty}^{h}(f)\right\|_{2, \eta_{\infty}^{h}} . \tag{55}
\end{equation*}
$$

Equivalently, we have the Poincaré inequality

$$
\begin{equation*}
\lambda_{1}^{h}\left\|f-\eta_{\infty}^{h}(f)\right\|_{2, \eta_{\infty}^{h}}^{2} \leqslant E_{h}(f, f):=-\eta_{\infty}^{h}\left(f \mathcal{L}^{h}(f)\right) \tag{56}
\end{equation*}
$$

The proof of the above corollary is also provided in section 9.3 .
The isometry $(25)$ shows that the $\mathbb{L}_{2}(v)$ orthonormal basis and those of $\mathbb{L}_{2}\left(\eta_{\infty}^{h}\right)$ are linked to each other by the formulae

$$
\varphi_{n}=\Upsilon_{h}\left(\varphi_{n}^{h}\right) \quad \text { and } \quad \varphi_{n}^{h}=\Upsilon_{h}^{-1}\left(\varphi_{n}\right), \quad n \in \mathbb{N}_{r}
$$

The master equation (42) is equivalent to the reversible property

$$
\begin{equation*}
v(d x) \mathcal{K}_{t}(x, d y)=v(d y) \mathcal{K}_{t}(y, d x) \tag{57}
\end{equation*}
$$

Rewritten in terms of Feynman-Kac propagators Theorem 3.5 takes the following form.
Theorem 3.7. For any $t \geqslant 0$ we have the $\mathbb{L}_{2}(v)$ spectral decomposition

$$
\begin{equation*}
\mathcal{K}_{t}(x, d y)=\sum_{n \in \mathbb{N}^{r}} e^{-\lambda_{n} t} \varphi_{n}(x) \varphi_{n}(y) v(d y) \tag{58}
\end{equation*}
$$

with the $\mathbb{L}_{2}(v)$ orthonormal basis given for any $n \in \mathbb{N}^{r}$ by the eigenstates

$$
\varphi_{n}(x)=\left(\frac{1}{(2 \pi)^{r}} \operatorname{det}\left(P_{\infty}^{-1}+Q_{\infty}\right)\right)^{1 / 4} h_{0}(x) \varphi_{n}^{h}(x)
$$

and corresponding eigenvalues $\lambda_{n}:=\lambda_{0}+\lambda_{n}^{h}$.

Using the above spectral decomposition we check the formulae

$$
\mathcal{K}_{t}\left(\varphi_{n}\right)=e^{-\lambda_{n} t} \varphi_{n} \quad \text { and } \quad \mathcal{L}\left(\varphi_{n}\right)-V \varphi_{n}=-\lambda_{n} \varphi_{n}
$$

Choosing $\mu(d x)=v(d x) / v\left(h_{0}^{2}\right)$ and $h_{n}(x)=\sqrt{v\left(h_{0}^{2}\right)} \varphi_{n}(x)$ we obtain the formulae (7) and (11) stated in the introduction. The Feynman-Kac propagator version of Corollary 3.6 is described below.

Corollary 3.8. For any time horizon $t \geqslant 0$ and any $f \in \mathbb{L}_{2}(v)$ we have the estimates

$$
\begin{equation*}
\left\|e^{\lambda_{0} t} \mathcal{K}_{t}(f)-\frac{h_{0}}{\eta_{\infty}\left(h_{0}\right)} \eta_{\infty}(f)\right\|_{2, v} \leqslant e^{-\lambda_{1}^{h} t}\left(v\left(f^{2}\right)-\frac{v\left(h_{0}\right)^{2}}{v\left(h_{0}^{2}\right)} \eta_{\infty}(f)^{2}\right)^{1 / 2} \tag{59}
\end{equation*}
$$

The proof of the above theorem and corollary are given in section 9.3. If, in addition we have $R>0$ and the matrix $A$ is Hurwitz, then we have $v(1)<\infty$. In this situation, applying (59) to the unit function $f=1$ yields

$$
\begin{equation*}
\left\|e^{\lambda_{0} t} \mathcal{K}_{t}(1)-\frac{h_{0}}{\eta_{\infty}\left(h_{0}\right)}\right\|_{2, v} \leqslant e^{-\lambda_{1}^{h} t}\left(v(1)-\frac{v\left(h_{0}\right)^{2}}{v\left(h_{0}^{2}\right)}\right)^{1 / 2} \tag{60}
\end{equation*}
$$

The above results are clearly unsatisfactory when $A$ is not Hurwitz. In this situation, it is preferable to use the non-asymptotic expansions presented in Theorem 3.3.

## 4 Some illustrations

### 4.1 One dimensional models

When $r=1$ the reversible condition is trivially met and we have

$$
P_{\infty}=\frac{A+\sqrt{A^{2}+R S}}{S}, \quad Q_{\infty}=\frac{A+\sqrt{A^{2}+R S}}{R} \quad \text { and } \quad P_{\infty}^{h}=\frac{R}{2} \frac{1}{\sqrt{A^{2}+R S}} .
$$

In this situation, the ground state $h_{0}$ discussed in (8) and (49) is given by

$$
h_{0}(x):=\exp \left(-\frac{A+\sqrt{A^{2}+R S}}{2 R} x^{2}\right) \quad \text { and } \quad \lambda_{0}=\frac{1}{2}\left(A+\sqrt{A^{2}+R S}\right) .
$$

In addition, the eigenfunctions defined in (53) are given, for any $n \geqslant 1$, by

$$
\varphi_{n}^{h}(x):=\frac{1}{\sqrt{n!}} \mathbb{H}_{n}^{1}\left(\sqrt{\frac{2 \sqrt{A^{2}+R S}}{R}} x\right) \quad \text { and } \quad \lambda_{n}^{h}=n \sqrt{A^{2}+R S}
$$

For instance, we have

$$
\varphi_{1}^{h}(x)=\sqrt{\frac{2 \sqrt{A^{2}+R S}}{R}} x \quad \text { and } \quad \varphi_{2}^{h}(x):=\frac{1}{\sqrt{2}}\left(\frac{2\left(A^{2}+R S\right)^{1 / 2}}{R} x^{2}-1\right) .
$$

As expected the first excited state $\varphi_{1}$ of the Hamiltonian is null at the origin, while

$$
\varphi_{2}(x)=0 \Longleftrightarrow x= \pm \sqrt{\frac{R}{2 \sqrt{A^{2}+R S}}} .
$$

### 4.2 Mehler's formula

We now assume that, $r=1, A=0$ and $R=S^{-1}$. In this situation, we have

$$
Q_{\infty}=S, \quad 2 P_{\infty}^{h}=P_{\infty}=S^{-1} \quad \text { and } \quad \Lambda^{h}=-I .
$$

Thus, we may choose $\mathcal{Z}=I$. In this context, we readily check that

$$
v(d x)=d x, \quad \lambda=\frac{r}{2} \quad \text { and } \quad \lambda_{n}^{V}=\sum_{1 \leqslant i \leqslant r}\left(n_{i}+\frac{1}{2}\right)=|n|+\frac{r}{2} .
$$

The eigenstates are defined by the formulae

$$
\varphi_{n}(x)=\left(\frac{1}{\pi^{r}} \operatorname{det}(S)\right)^{1 / 4} h_{0}(x) \varphi_{n}^{h}(x)
$$

with the re-scaled Hermite polynomials

$$
\varphi_{n}^{h}(x):=\frac{1}{\sqrt{n!}} \mathbb{H}_{n}^{r}\left(\sqrt{2} S^{1 / 2} x\right),
$$

and the ground state

$$
h_{0}(x)=\exp \left(-\frac{1}{2} x^{\prime} S x\right)
$$

We also have that

$$
\hat{X}_{t}^{h}(x)=e^{-t} x \quad \text { and } \quad P_{t}^{h}=\frac{1}{2}\left(1-e^{-2 t}\right) S^{-1} \Longrightarrow \operatorname{det}\left(P_{t}^{h}\right)=\frac{\left(1-e^{-2 t}\right)^{r}}{2^{r}} \frac{1}{\operatorname{det}(S)} .
$$

The spectral decomposition reduces to the formula

$$
\begin{aligned}
\mathcal{K}_{t}^{h}(x, d y) & =\frac{1}{\pi^{r / 2}} \frac{\sqrt{\operatorname{det}(S)}}{\left(1-e^{-2 t}\right)^{r / 2}} \exp \left(-\frac{1}{\left(1-e^{-2 t}\right)}\left(y-e^{-t} x\right)^{\prime} S\left(y-e^{-t} x\right)\right) d y \\
& =\sum_{n \in \mathbb{N}^{r}} e^{-|n| t} \varphi_{n}^{h}(x) \varphi_{n}^{h}(y) \eta_{\infty}^{h}(d y)
\end{aligned}
$$

with the collection of functions

$$
\varphi_{n}^{h}(x):=\frac{1}{\sqrt{n!}} \mathbb{H}_{n}^{r}\left(\sqrt{2} S^{1 / 2} x\right) \quad \text { and } \quad \eta_{\infty}^{h}=\mathcal{N}\left(0, P_{\infty}^{h}\right)=\mathcal{N}\left(0, \frac{1}{2} S^{-1}\right)
$$

Thus, we have

$$
\begin{gathered}
\frac{1}{\left(1-e^{-2 t}\right)^{r / 2}} \exp \left(-\frac{1}{\left(1-e^{-2 t}\right)}\left(y-e^{-t} x\right)^{\prime} S\left(y-e^{-t} x\right)\right) \exp \left(y^{\prime} S y\right) \\
=\sum_{n \in \mathbb{N}^{r}} e^{-|n| t} \frac{1}{\sqrt{n!}} \mathbb{H}_{n}^{r}\left(\sqrt{2} S^{1 / 2} x\right) \frac{1}{\sqrt{n!}} \mathbb{H}_{n}^{r}\left(\sqrt{2} S^{1 / 2} y\right)
\end{gathered}
$$

Replacing ( $S^{1 / 2} x, S^{1 / 2} y$ ) by $(x, y)$ and $e^{-t}$ by $\rho$, we recover Mehler's formula

$$
\begin{gathered}
\frac{1}{\left(1-\rho^{2}\right)^{r / 2}} \exp \left(-\frac{\rho^{2}}{1-\rho^{2}}\left(\|x\|^{2}+\|y\|^{2}\right)+\frac{2 \rho}{1-\rho^{2}} x^{\prime} y\right) \\
=\sum_{n \in \mathbb{N}^{r}} \rho^{|n|} \frac{1}{\sqrt{n!}} \mathbb{H}_{n}^{r}(\sqrt{2} x) \frac{1}{\sqrt{n!}} \mathbb{H}_{n}^{r}(\sqrt{2} y) .
\end{gathered}
$$

The Feynman-Kac propagator takes the form

$$
\mathcal{K}_{t}(x, d y)=\exp \left(-\frac{r t}{2}\right) \exp \left(-\frac{1}{2} x^{\prime} S x\right) K_{t}^{h}(x, d y) \exp \left(\frac{1}{2} y^{\prime} S y\right) .
$$

On the other hand, we have

$$
\begin{aligned}
-\frac{1}{2} & x^{\prime} S x+\frac{1}{2} y^{\prime} S y-\frac{1}{1-e^{-2 t}}\left(y-e^{-t} x\right)^{\prime} S\left(y-e^{-t} x\right) \\
& =-y^{\prime} S y\left(\frac{1}{1-e^{-2 t}}-\frac{1}{2}\right)-x^{\prime} S x\left(\frac{1}{2}+\frac{e^{-2 t}}{1-e^{-2 t}}\right)+2 x^{\prime} S y \frac{e^{-t}}{1-e^{-2 t}} \\
& =-\frac{1}{2}\left(x^{\prime} S x+y^{\prime} S y\right) \frac{1+e^{-2 t}}{1-e^{-2 t}}+x^{\prime} S y \frac{2 e^{-t}}{1-e^{-2 t}} .
\end{aligned}
$$

Thus, we recover the Mehler's formulation of the Feynman-Kac propagator

$$
\mathcal{K}_{t}(x, d y)=\frac{\sqrt{\operatorname{det}(S)}}{(2 \pi)^{r / 2}}\left(\frac{1}{\sinh (t)}\right)^{r / 2} \exp \left(-\frac{\operatorname{coth}(t)}{2}\left(x^{\prime} S x+y^{\prime} S y\right)+\frac{x^{\prime} S y}{\sinh (t)}\right) d y
$$

### 4.3 Quantum harmonic oscillator

For diagonal matrices $R$ and $S$ we can choose $\mathcal{Z}=I d$. When $A=0$, the measure $v$ coincides with the Lebesgue measure $v(d x)=d x$. The $r$-dimensional quantum harmonic oscillator is associated with diagonal matrices $R$ and $S$ with diagonal entries

$$
\begin{aligned}
& S_{i, i}=\kappa_{i}=m \omega_{i}^{2} \quad \text { and } \quad R_{i, i}=\frac{\hbar^{2}}{m} \\
& \Longrightarrow \sqrt{\lambda_{i}(R S)}=\sqrt{(R S)_{i, i}}=\hbar \omega_{i} \quad \text { and } \quad\left(\left(S R^{-1}\right)_{i, i}\right)^{1 / 2}=\frac{m \omega_{i}}{\hbar}
\end{aligned}
$$

for $1 \leqslant i \leqslant r$, where $m$ stands for the mass of a particle, $\hbar$ is Planck's constant, and $\omega_{i}=\sqrt{\kappa_{i} / m}$ stands for the angular frequencies for some non-negative parameters $\kappa_{i}$. In this situation, have

$$
\lambda_{n}^{V}=\sum_{1 \leqslant i \leqslant r} \lambda_{n_{i}}^{V} \quad \text { and } \quad h_{n}(x)=\prod_{1 \leqslant i \leqslant r} h_{n_{i}}\left(x_{i}\right)
$$

with the energy

$$
\lambda_{n_{i}}^{V}:=\left(n_{i}+\frac{1}{2}\right) \hbar \omega_{i} .
$$

In addition, the eigenfunctions are given by

$$
\varphi_{n_{i}}\left(x_{i}\right):=\frac{1}{\sqrt{n_{i}!}}\left(\frac{m \omega_{i}}{\pi \hbar}\right)^{1 / 4} \exp \left(-\frac{1}{2} \frac{m \omega_{i}}{\hbar} x_{i}^{2}\right) \mathbb{H}_{n_{i}}\left(\sqrt{\frac{2 m \omega_{i}}{\hbar}} x_{i}\right)
$$

The isotropic harmonic oscillator corresponds to the case $\kappa_{i}=\kappa \Longrightarrow \omega_{i}=\omega$. In this case, the energy is given by

$$
\lambda_{n}^{V}:=\left(|n|+\frac{r}{2}\right) \hbar \omega
$$

### 4.4 Time varying models

Theorem 3.2 can be extended to time-varying models associated with time dependent matrices $\left(A_{t}, B_{t}, S_{t}\right)$ and $R_{t}:=B_{t} B_{t}^{\prime}$. In this situation, the Hamiltonian $\mathcal{H}$ in (4) is a time varying operator

$$
\mathcal{H}=-\mathcal{L}_{t}+V_{t} \quad \text { with } \quad V_{t}(x):=\frac{1}{2} x^{\prime} S_{t} x
$$

with the second order differential kinetic energy operator

$$
\begin{equation*}
\mathcal{L}_{t}(f)(x):=\left(A_{t} x\right)^{\prime} \nabla f(x)+\frac{1}{2} \operatorname{Tr}\left(R_{t} \nabla^{2} f(x)\right) \tag{61}
\end{equation*}
$$

In the above display, $\nabla f$ stands for the gradient column vector with entries $\partial_{x_{i}} f$, and $\nabla^{2} f$ stands for the Hessian matrix with entries $\partial_{x_{i}, x_{j}} f$. In the context of multidimensional harmonic oscillators discussed in section 4.3 we can choose $A=0$ and diagonal matrices ( $R_{t}, S_{t}$ ) with diagonal entries

$$
\left(S_{t}\right)_{i, i}=\kappa_{i}=m(t) \omega_{i}(t)^{2} \quad \text { and } \quad\left(R_{t}\right)_{i, i}=\frac{\hbar^{2}}{m(t)}
$$

with mass $m(t)$ and angular frequency $\omega_{i}(t)$. Replacing $h_{0}$ by the time varying function

$$
h_{t}(x)=\exp \left(-\frac{1}{2} x^{\prime} Q_{t} x\right) \quad \text { with } \quad-\partial_{t} Q_{t}:=A_{t}^{\prime} Q_{t}+Q_{t} A_{t}-Q_{t} R_{t} Q_{t}+S_{t}
$$

it follows that

$$
h_{t}^{-1}\left(\partial_{t}+\mathcal{L}_{t}\right)\left(h_{t}\right)(x)-V_{t}(x)=-\lambda_{t}:=-\operatorname{Tr}\left(R_{t} Q_{t}\right)
$$

Let $\mathcal{C}\left([0, t], \mathbb{R}^{r}\right)$ be the Banach space of all paths from $[0, t]$ to $\mathbb{R}^{r}$ equipped with the uniform norm. For any time horizon $t \geqslant 0$, any measurable function $F_{t}$ on $\mathcal{C}\left([0, t], \mathbb{R}^{r}\right)$ we find the exponential change of probability formula

$$
\begin{aligned}
& \mathbb{E}\left(F\left(\left(X_{s}\right)_{s \in[0, t]}\right) \exp \left(-\int_{0}^{t} V_{s}\left(X_{s}\right) d s\right)\right) \\
& \quad=\exp \left(-\int_{0}^{t} \lambda_{s} d s\right) \eta_{0}\left(h_{0}\right) \mathbb{E}\left(F\left(\left(X_{s}^{h}\right)_{s \in[0, t]}\right) h_{t}^{-1}\left(X_{t}^{h}\right)\right)
\end{aligned}
$$

with the time varying $h$-process

$$
\begin{equation*}
d X_{t}^{h}=\left(A_{t}-R_{t} Q_{t}\right) X_{t}^{h} d t+B_{t} d W_{t} \tag{62}
\end{equation*}
$$

In this context, the free evolution diffusion $X_{t}$, the $h$-process $X_{t}^{h}$ as well as $\hat{X}_{t}$ and the Riccati matrix flow $P_{t}$ are defined as in (35) (36) and (21) by replacing the matrices $Q_{\infty}$ by $Q_{t}$, and $(A, B)$ and $(R, S)$ by $\left(A_{t}, B_{t}\right)$ and $\left(R_{t}, S_{t}\right)$, respectively. For a detailed discussion on time inhomogeneous Riccati equations and related exponential semigroups we refer the reader to [15] and references therein. We also mention that [15] discusses time-varying controllability conditions that ensures that the stability of the time inhomogeneous version of the evolution equations (21).

## 5 Riccati matrix differential equations

### 5.1 Gramians fixed point formulae

This section is mainly taken from [17. The difference between the positive and negative fixed points $\left(P_{\infty}^{-}, P_{\infty}\right)$ of the Riccati equation (29) is given by the formula

$$
\begin{equation*}
P_{\infty}-P_{\infty}^{-}=\Delta_{\infty}^{-1} \tag{63}
\end{equation*}
$$

with the Gramian matrices defined via

$$
\begin{equation*}
\Delta_{t}:=\int_{0}^{t} e^{s\left(A-P_{\infty} S\right)^{\prime}} S e^{s\left(A-P_{\infty} S\right)} d s \longrightarrow_{t \rightarrow \infty} \Delta_{\infty}:=\int_{0}^{\infty} e^{s\left(A-P_{\infty} S\right)^{\prime}} S e^{s\left(A-P_{\infty} S\right)} d s \in \mathcal{S}_{r}^{+} \tag{64}
\end{equation*}
$$

Consider now the linear matrix functional

$$
\begin{equation*}
\mathbb{F}_{t}: P \in \mathcal{S}_{r}^{0} \mapsto \mathbb{F}_{t}(P):=\left[\left(\Delta_{t}^{-1}-\Delta_{\infty}^{-1}\right)+\left(P-P_{\infty}^{-}\right)\right] \Delta_{t} \in \mathcal{G} l_{r} \tag{65}
\end{equation*}
$$

Rearranging and using (64) implies that

$$
\begin{equation*}
\mathbb{F}_{t}(P)=I+\left(P-P_{\infty}\right) \Delta_{t} \quad \text { and } \quad \mathbb{F}_{t}\left(P_{\infty}\right)=I \tag{66}
\end{equation*}
$$

Recall that $Q_{\infty}$ is defined as $P_{\infty}$ by replacing $(A, R, S)$ by $\left(A^{\prime}, S, R\right)$. In the same vein, $\Delta_{t}^{h}$ is defined as $\Delta_{t}$ by replacing $(A, R, S)$ and $P_{\infty}$ by $\left(A^{\prime}, S, R\right)$ and $Q_{\infty}$. Thus, by symmetry arguments and (31), we also have

$$
\begin{equation*}
\left(\Delta_{\infty}^{h}\right)^{-1}=P_{\infty}^{-1}-\left(P_{\infty}^{-}\right)^{-1}=Q_{\infty}-Q_{\infty}^{-} \quad \text { and } \quad\left(\phi_{t}^{h}(0), P_{\infty}^{h}\right)=\left(\Delta_{t}^{h}, \Delta_{\infty}^{h}\right), \tag{67}
\end{equation*}
$$

with the Gramian matrices
$\Delta_{t}^{h}:=\int_{0}^{t} e^{\left(A-R Q_{\infty}\right) s} R e^{\left(A-R Q_{\infty}\right)^{\prime} s} d s \longrightarrow_{t \rightarrow \infty} \Delta_{\infty}^{h}:=\int_{0}^{\infty} e^{\left(A-R Q_{\infty}\right) s} R e^{\left(A-R Q_{\infty}\right)^{\prime} s} d s \in \mathcal{S}_{r}^{+}$.
The following lemma proves the second equality on the right hand side of 49.
Lemma 5.1. For any $(A, R, S)$ satisfying the rank condition (3), we have

$$
\begin{equation*}
\operatorname{Tr}\left(S P_{\infty}\right)=2 \operatorname{Tr}(A)-\operatorname{Tr}\left(S P_{\infty}^{-}\right)=\operatorname{Tr}\left(Q_{\infty} R\right) . \tag{68}
\end{equation*}
$$

Proof. The Gramian $\Delta_{\infty}$ satisfies the Sylvester equations given by
$\left(A-P_{\infty} S\right)^{\prime} \Delta_{\infty}+\Delta_{\infty}\left(A-P_{\infty} S\right)+S=0=\Delta_{\infty}^{-1}\left(A-P_{\infty} S\right)^{\prime}+\left(A-P_{\infty} S\right) \Delta_{\infty}^{-1}+\Delta_{\infty}^{-1} S \Delta_{\infty}^{-1}$.

It then follows that

$$
\begin{aligned}
& \operatorname{Tr}\left(\Delta_{\infty}\left(\Delta_{\infty}^{-1}\left(A-P_{\infty} S\right)^{\prime}+\left(A-P_{\infty} S\right) \Delta_{\infty}^{-1}+\Delta_{\infty}^{-1} S \Delta_{\infty}^{-1}\right)\right)=0 \\
& \Longrightarrow 2 \operatorname{Tr}\left(S P_{\infty}\right)=2 \operatorname{Tr}(A)+\operatorname{Tr}\left(S \Delta_{\infty}^{-1}\right)=2 \operatorname{Tr}(A)+\operatorname{Tr}\left(S P_{\infty}\right)-\operatorname{Tr}\left(S P_{\infty}^{-}\right),
\end{aligned}
$$

where we have used (63) to obtain the final equality. From this we obtain

$$
\begin{equation*}
\operatorname{Tr}\left(S P_{\infty}^{-}\right)=2 \operatorname{Tr}(A)-\operatorname{Tr}\left(S P_{\infty}\right) . \tag{69}
\end{equation*}
$$

In the same vein, we have

$$
\begin{aligned}
& \operatorname{Tr}\left(P_{\infty}^{-1} \operatorname{Ricc}\left(P_{\infty}\right)\right)=0 \Longrightarrow \operatorname{Tr}\left(S P_{\infty}\right)=2 \operatorname{Tr}(A)+\operatorname{Tr}\left(P_{\infty}^{-1} R\right) \\
& \operatorname{Tr}\left(\left(P_{\infty}^{-}\right)^{-1} \operatorname{Ricc}\left(P_{\infty}^{-}\right)\right)=0 \Longrightarrow \operatorname{Tr}\left(S P_{\infty}^{-}\right)=2 \operatorname{Tr}(A)+\operatorname{Tr}\left(\left(P_{\infty}^{-}\right)^{-1} R\right) \text {. }
\end{aligned}
$$

Combining the last assertion with (69) we conclude that

$$
\operatorname{Tr}\left(P_{\infty} S\right)=-\operatorname{Tr}\left(\left(P_{\infty}^{-}\right)^{-1} R\right)=\operatorname{Tr}\left(Q_{\infty} R\right),
$$

as required.

### 5.2 A Floquet-type representation

For any $P \in \mathcal{S}_{r}^{0}$ and $\delta>0$ set

$$
\chi(P):=\left\|P_{\infty}^{-}\right\|^{-1}\left[\left\|P_{\infty}-P_{\infty}^{-}\right\|+\left\|P-P_{\infty}\right\|\right] \quad \text { and } \quad \chi_{\delta}:=\left[\lambda_{\min }\left(\Delta_{\delta}\right) \lambda_{\min }\left(-P_{\infty}^{-}\right)\right]^{-1} .
$$

The next theorem provides an explicit description of $\mathcal{E}_{t}(P)$ in terms of the matrices $\left(A, S, P_{\infty}\right)$.
Theorem 5.2 (Floquet-type representation [17]). For any time horizon $t \geqslant 0$ and any $P \in \mathcal{S}_{r}^{0}$ we have Riccati exponential semigroup formula

$$
\begin{equation*}
\mathcal{E}_{t}(P)=e^{t\left(A-P_{\infty} S\right)} \mathbb{F}_{t}(P)^{-1}=\mathcal{E}_{t}\left(P_{\infty}\right) \mathbb{F}_{t}(P)^{-1} \tag{70}
\end{equation*}
$$

where $\mathbb{F}_{t}(P)$ was defined in (65). For any $t \geqslant \delta>0$ we have the uniform estimates

$$
\begin{equation*}
\left\|\mathbb{F}_{t}(P)^{-1}\right\| \leqslant \chi_{\delta} \quad \text { and } \quad\left\|\mathcal{E}_{t}(P)\right\| \leqslant \chi_{\delta}\left\|\mathcal{E}_{t}\left(P_{\infty}\right)\right\| . \tag{71}
\end{equation*}
$$

In addition, for any $t \geqslant 0$ we have the exponential estimates (34) as well as the bounds

$$
\begin{equation*}
\left\|\mathbb{F}_{t}(P)^{-1}\right\| \leqslant \chi(P) \quad \text { and } \quad\left\|\mathcal{E}_{t}(P)\right\| \leqslant \chi(P)\left\|\mathcal{E}_{t}\left(P_{\infty}\right)\right\| \tag{72}
\end{equation*}
$$

Using the decomposition

$$
\begin{equation*}
\operatorname{Ricc}\left(Q_{1}\right)-\operatorname{Ricc}\left(Q_{2}\right)=\left(A-Q_{1} S\right)\left(Q_{1}-Q_{2}\right)+\left(Q_{1}-Q_{2}\right)\left(A-Q_{2} S\right)^{\prime} \tag{73}
\end{equation*}
$$

for $Q_{1}, Q_{2} \in \mathcal{S}_{r}^{0}$, applying we have the closed form Lipschitz type matrix formula

$$
\begin{equation*}
\phi_{t}\left(Q_{1}\right)-\phi_{t}\left(Q_{2}\right)=\mathcal{E}_{t}\left(P_{\infty}\right) \mathbb{F}_{t}\left(Q_{1}\right)^{-1}\left(Q_{1}-Q_{2}\right)\left(\mathcal{E}_{t}\left(P_{\infty}\right) \mathbb{F}_{t}\left(Q_{2}\right)^{-1}\right)^{\prime} \tag{74}
\end{equation*}
$$

Applying (74) with $Q_{2}=P_{\infty}$ and using (66), we recover the Bernstein-Prach-Tekinalp formula [76, 77] given by

$$
\begin{equation*}
\phi_{t}(P)=P_{\infty}+\mathcal{E}_{t}\left(P_{\infty}\right) \mathbb{F}_{t}(P)^{-1}\left(P-P_{\infty}\right) \mathcal{E}_{t}\left(P_{\infty}\right)^{\prime} \tag{75}
\end{equation*}
$$

### 5.3 Lipschitz inequalities

Combining Theorem 5.2, (34) and (74) we easily obtain the following result.
Theorem 5.3. For any time horizon $t \geqslant \delta>0$ and any $Q_{1}, Q_{2} \in \mathcal{S}_{r}^{0}$ we have the Lipschitz estimate

$$
\left\|\phi_{t}\left(Q_{1}\right)-\phi_{t}\left(Q_{2}\right)\right\| \leqslant\left(\alpha \chi_{\delta}\right)^{2} e^{-2 \beta t}\left\|Q_{1}-Q_{2}\right\|
$$

with the parameters $\left(\alpha, \beta, \chi_{\delta}\right)$ defined in (34) and Theorem 5.2. In addition, for any $t \geqslant 0$ we have the local Lipschitz estimate

$$
\left\|\phi_{t}\left(Q_{1}\right)-\phi_{t}\left(Q_{2}\right)\right\| \leqslant \alpha^{2} \chi\left(P_{1}\right) \chi\left(P_{2}\right) e^{-2 \beta t}\left\|Q_{1}-Q_{2}\right\|,
$$

with the parameters $\chi\left(Q_{i}\right)$ defined in Theorem 5.2.
Noting that

$$
\begin{aligned}
\mathcal{E}_{t}\left(Q_{1}\right)-\mathcal{E}_{t}\left(Q_{2}\right) & =\mathcal{E}_{t}\left(P_{\infty}\right) \mathbb{F}_{t}\left(Q_{1}\right)^{-1}\left[\mathbb{F}_{t}\left(Q_{2}\right)-\mathbb{F}_{t}\left(Q_{1}\right)\right] \mathbb{F}_{t}\left(Q_{2}\right)^{-1} \\
& =\mathcal{E}_{t}\left(P_{\infty}\right) \mathbb{F}_{t}\left(Q_{1}\right)^{-1}\left(Q_{2}-Q_{1}\right) \Delta_{t} \mathbb{F}_{t}\left(Q_{2}\right)^{-1}
\end{aligned}
$$

where $\Delta_{t}$ was defined in (64), we also obtain the following corollary.
Corollary 5.4. For any time horizon $t \geqslant \delta>0$ and any $Q_{1}, Q_{2} \in \mathcal{S}_{r}^{0}$ we have the Lipschitz estimate

$$
\left\|\mathcal{E}_{t}\left(Q_{1}\right)-\mathcal{E}_{t}\left(Q_{2}\right)\right\| \leqslant \alpha \chi_{\delta}^{2}\left\|\Delta_{\infty}\right\| e^{-\beta t}\left\|Q_{1}-Q_{2}\right\|
$$

with the parameters $\left(\alpha, \beta, \chi_{\delta}\right)$ defined in (34) and Theorem 5.2. In addition, for any $t \geqslant 0$ we have local Lipschitz estimate

$$
\left\|\mathcal{E}_{t}\left(Q_{1}\right)-\mathcal{E}_{t}\left(Q_{2}\right)\right\| \leqslant \alpha\left\|\Delta_{\infty}\right\| \chi\left(Q_{1}\right) \chi\left(Q_{2}\right) e^{-\beta t}\left\|Q_{1}-Q_{2}\right\|
$$

with the parameter $\chi\left(Q_{i}\right)$ defined in Theorem 5.2.
The first coordinate of the evolution semigroup (27) can be written as

$$
\widehat{X}_{t}\left(x, P_{0}\right)=\mathcal{E}_{t}\left(P_{0}\right) x
$$

Using the decomposition

$$
\widehat{X}_{t}\left(x_{1}, Q_{1}\right)-\hat{X}_{t}\left(x_{2}, Q_{2}\right)=\left(\mathcal{E}_{t}\left(Q_{1}\right)-\mathcal{E}_{t}\left(Q_{2}\right)\right) x_{1}+\mathcal{E}_{t}\left(Q_{2}\right)\left(x_{1}-x_{2}\right),
$$

we readily check the following theorem.
Theorem 5.5. For any time horizon $t \geqslant \delta>0$ and any $Q_{1}, Q_{2} \in \mathcal{S}_{r}^{0}$ we have the estimate

$$
\left\|\widehat{X}_{t}\left(x_{1}, Q_{1}\right)-\widehat{X}_{t}\left(x_{2}, Q_{2}\right)\right\| \leqslant \alpha \chi_{\delta} e^{-\beta t}\left(\chi_{\delta}\left\|\Delta_{\infty}\right\|\left\|x_{1}\right\|\left\|Q_{1}-Q_{2}\right\|+\left\|x_{1}-x_{2}\right\|\right)
$$

with the parameters $\left(\alpha, \beta, \chi_{\delta}\right)$ defined in (34) and Theorem 5.2. In addition, for any $t \geqslant 0$ we have the estimate

$$
\left\|\hat{X}_{t}\left(x_{1}, Q_{1}\right)-\hat{X}_{t}\left(x_{2}, Q_{2}\right)\right\| \leqslant \alpha \chi\left(Q_{2}\right) e^{-\beta t}\left(\chi\left(Q_{1}\right)\left\|\Delta_{\infty}\right\|\left\|x_{1}\right\|\left\|Q_{1}-Q_{2}\right\|+\left\|x_{1}-x_{2}\right\|\right)
$$

with the parameter $\chi\left(Q_{i}\right)$ defined in Theorem 5.2.

## 6 Feynman-Kac propagators

### 6.1 Unnormalised semigroups

Whenever the initial state $X_{0}$ is distributed according to some probability measure $\eta_{0}$ on $\mathbb{R}^{d}$, by Fubini's theorem and (6) we have

$$
\begin{aligned}
\eta_{0}\left(\psi_{t}\right) & :=\int \eta_{0}(d x) \psi_{t}(x)=\int \eta_{0}(d x) \int \mathcal{K}_{t}(x, d y) \psi_{0}(y) \\
& =\int\left(\int \eta_{0}(d x) \mathcal{K}_{t}(x, d y)\right) \psi_{0}(y)=\left(\eta_{0} \mathcal{K}_{t}\right)\left(\psi_{0}\right) .
\end{aligned}
$$

This yields the formula

$$
\eta_{0}\left(\psi_{t}\right)=\gamma_{t}\left(\psi_{0}\right) \quad \text { with the measure } \quad \gamma_{t}:=\eta_{0} \mathcal{K}_{t} .
$$

Equivalently, the measure $\gamma_{t}$ is defined by the unnormalised Feynman-Kac path integral

$$
\gamma_{t}\left(\psi_{0}\right)=\mathbb{E}\left(\psi_{0}\left(X_{t}\right) \exp \left(-\int_{0}^{t} V\left(X_{u}\right) d s\right)\right) \quad \text { and } \quad \gamma_{t}(1)=\mathbb{E}\left(\exp \left(-\int_{0}^{t} V\left(X_{u}\right) d s\right)\right)
$$

In the above display, 1 stands for the unit function. Observe that the evolution semigroup of $\gamma_{t}$ is linear and given by the formulae

$$
\begin{equation*}
\gamma_{t+s}=\eta_{0} \mathcal{K}_{s+t}=\eta_{0}\left(\mathcal{K}_{s} \mathcal{K}_{t}\right)=\left(\eta_{0} \mathcal{K}_{s}\right) \mathcal{K}_{t}=\gamma_{s} \mathcal{K}_{t} \tag{76}
\end{equation*}
$$

Finally observe that
$\partial_{t} \gamma_{t}\left(\psi_{0}\right)=\mathbb{E}\left(\mathcal{L}\left(\psi_{0}\right)\left(X_{t}\right) \exp \left(-\int_{0}^{t} V\left(X_{u}\right) d s\right)\right)-\mathbb{E}\left(\psi_{0}\left(X_{t}\right) V\left(X_{t}\right) \exp \left(-\int_{0}^{t} V\left(X_{u}\right) d s\right)\right)$
This yields the evolution equation

$$
\begin{equation*}
\partial_{t} \gamma_{t}\left(\psi_{0}\right)=\gamma_{t}\left(\mathcal{L}\left(\psi_{0}\right)\right)-\gamma_{t}\left(\psi_{0} V\right)=-\gamma_{t}\left(\mathcal{H}\left(\psi_{0}\right)\right), \tag{77}
\end{equation*}
$$

where $\mathcal{H}$ was defined in (1).

### 6.2 Normalised semigroups

We shall denote by $\eta_{t}$ the normalised probability measures

$$
\begin{equation*}
\eta_{t}(f):=\gamma_{t}(f) / \gamma_{t}(1) \Longrightarrow \gamma_{t}(f)=\eta_{t}(f) \exp \left(-\int_{0}^{t} \eta_{s}(V) d s\right) \tag{78}
\end{equation*}
$$

We check this claim using the formula

$$
-\partial_{t} \log \gamma_{t}(1)=\frac{1}{\gamma_{t}(1)} \mathbb{E}\left(V\left(X_{t}\right) \exp \left(-\int_{0}^{t} V\left(X_{u}\right) d s\right)\right)=\eta_{t}(V)
$$

In bra-ket notation, the semigroup property (76) and the probability measure $\eta_{t}$ can be written in the form

$$
\eta_{0}=\mu_{\varphi} \Longrightarrow\langle\varphi| e^{-(s+t) \mathcal{H}}|\psi\rangle=\langle\varphi| e^{-s \mathcal{H}} e^{-t \mathcal{H}}|\psi\rangle \quad \text { and } \quad \eta_{t}\left(\psi_{0}\right)=\frac{\langle\varphi| e^{-t \mathcal{H}}\left|\psi_{0}\right\rangle}{\langle\varphi| e^{-t \mathcal{H}}|1\rangle} .
$$

Observe that for any $s \leqslant t$ we have the correspondence principle

$$
\begin{equation*}
\eta_{t}(f)=\frac{\gamma_{t}(f)}{\gamma_{t}(1)}=\frac{\gamma_{s} \mathcal{K}_{t-s}(f)}{\gamma_{s} \mathcal{K}_{t-s}(1)}=\frac{\eta_{s} \mathcal{K}_{t-s}(f)}{\eta_{s} \mathcal{K}_{t-s}(1)}=: \Phi_{t-s}\left(\eta_{s}\right)(f) . \tag{79}
\end{equation*}
$$

The semigroup $\Phi_{t-s}\left(\eta_{s}\right)=\eta_{t}$ of the normalised measures described above is a nonlinear mapping from the set of probability measures on $\mathbb{R}^{r}$ into itself.

### 6.3 Normalised Feynman-Kac propagators

There two different ways to normalise the integral Feynman-Kac operators $\mathcal{K}_{t}$. The first one is based on (78), which implies that

$$
\begin{equation*}
\eta_{t}(f)=\gamma_{t}(f) \exp \left(\int_{0}^{t} \eta_{s}(V) d s\right) . \tag{80}
\end{equation*}
$$

This yields the formula

$$
\eta_{t}(f)=\mathbb{E}\left(f\left(X_{t}\right) \exp \left(-\int_{0}^{t} V_{\eta_{s}}\left(X_{s}\right) d s\right)\right) \quad \text { with } \quad V_{\eta_{s}}(x)=V(x)-\eta_{s}(V) .
$$

This shows that the normalised measures $\eta_{t}$ are defined as $\gamma_{t}$ by replacing $V$ by the time varying centered potential function $V_{\eta_{t}}$. It is therefore natural to consider the normalised propagator defined below.
Definition 6.1. For any initial distribution $\eta_{0}$ and for any $t \geqslant 0$ we denote by $\mathcal{K}_{t}^{\eta_{0}}$ the integral operator

$$
\mathcal{K}_{t}^{\eta_{0}}(f)(x):=\mathbb{E}\left(f\left(X_{t}\right) \exp \left(-\int_{0}^{t} V_{\eta_{s}}\left(X_{s}\right) d s\right) \mid X_{0}=x\right)
$$

Using (79), it is straightforward to see that

$$
\begin{equation*}
\mathcal{K}_{t}^{\eta_{0}}(f)(x)=\exp \left(\int_{0}^{t} \Phi_{s}\left(\eta_{0}\right)(V) d s\right) \times \mathcal{K}_{t}(f)(x)=\frac{\mathcal{K}_{t}(f)(x)}{\eta_{0} \mathcal{K}_{t}(1)} . \tag{81}
\end{equation*}
$$

From this we deduce that

$$
\eta_{0} \mathcal{K}_{t}^{\eta_{0}}(f)=\frac{1}{\gamma_{t}(1)} \eta_{0} \mathcal{K}_{t}(f)=\frac{\gamma_{t}(f)}{\gamma_{t}(1)} \Longrightarrow \eta_{0} \mathcal{K}_{t}^{\eta_{0}}=\eta_{t}
$$

Proposition 6.2. For any $s, t \geqslant 0$ we have the evolution semigroup properties

$$
\mathcal{K}_{s+t}^{\eta_{0}}=\mathcal{K}_{s}^{\eta_{0}} \mathcal{K}_{t}^{\eta_{s}}, \quad \eta_{s+t}=\eta_{s} \mathcal{K}_{t}^{\eta_{s}} \quad \text { and } \quad \mathcal{K}_{t}^{\eta_{\infty}}(f)=e^{\lambda_{0} t} \mathcal{K}_{t}(f)
$$

Proof. To prove the two semigroup properties, note that

$$
\begin{aligned}
\mathcal{K}_{t}^{\eta_{0}}(f)(x) & =\exp \left(\int_{0}^{s} \eta_{s}(V) d s\right) \exp \left(\int_{s}^{t} \Phi_{u-s}\left(\eta_{s}\right)(V) d u\right) \mathcal{K}_{t+s}(f)(x) \\
& =\exp \left(\int_{0}^{t-s} \Phi_{u}\left(\eta_{s}\right)(V) d u\right) \mathcal{K}_{s}^{\eta_{0}}\left(\mathcal{K}_{t}(f)\right)(x)=\mathcal{K}_{s}^{\eta_{0}}\left(\mathcal{K}_{t-s}^{\Phi_{s}\left(\eta_{0}\right)}(f)\right)(x)
\end{aligned}
$$

The second then follows from $\eta_{0} \mathcal{K}_{t}^{\eta_{0}}=\eta_{t}$.
To check the right hand side, note that

$$
\eta_{\infty}\left(\mathcal{K}_{t}(1)\right)=\exp \left(-\int_{0}^{t} \Phi_{s}\left(\eta_{\infty}\right)(V) d s\right)=e^{-\eta_{\infty}(V) t}=e^{-\lambda_{0} t} .
$$

The result then follows from (81).

Arguing as in (77) with $V$ replaced by $V_{\eta_{t}}$, we also find the evolution equation

$$
\begin{equation*}
\bar{\psi}_{t}:=\mathcal{K}_{t}^{\eta_{0}}\left(\psi_{0}\right) \Longrightarrow-\partial_{t} \bar{\psi}_{t}=\mathcal{H}_{\eta_{t}}\left(\bar{\psi}_{t}\right) \quad \text { and } \quad-\partial_{t} \eta_{t}(f)=\eta_{t}\left(\mathcal{H}_{\eta_{t}}(f)\right), \tag{82}
\end{equation*}
$$

with the normalised time varying Hamiltonian

$$
\mathcal{H}_{\eta_{t}}=-\mathcal{L}+\left(V-\eta_{t}(V)\right) \Longleftrightarrow \text { 14). }
$$

A second strategy to normalise the Feynman-Kac propagator is to divide by its total mass.

Definition 6.3. We associate with $\mathcal{K}_{t}$ the normalised the Markov integral operator $\overline{\mathcal{K}}_{t}$ defined by the ratio formula

$$
\overline{\mathcal{K}}_{t}(f)(x):=\mathcal{K}_{t}(f)(x) / \mathcal{K}_{t}(1)(x)=\int f(y) \Phi_{t}\left(\delta_{x}\right)(d y)
$$

By (76) and (78) the normalising constant is given by

$$
\mathcal{K}_{t}(1)(x)=\delta_{x} \mathcal{K}_{t}(1)=\exp \left(-\int_{0}^{t} \Phi_{s}\left(\delta_{x}\right)(V) d s\right)
$$

Using Theorem 3.4 (see also the estimates presented in section 5.3 ) it follows that

$$
\begin{aligned}
& \delta_{x}=\mathcal{N}(x, 0) \\
& \Longrightarrow \overline{\mathcal{K}}_{t}(x, d y)=\Phi_{t}\left(\delta_{x}\right)(d y)=\mathcal{N}\left(\widehat{X}_{t}(x, 0), \phi_{t}(0)\right)(d y) \longrightarrow_{t \rightarrow \infty} \eta_{\infty}=\mathcal{N}\left(0, P_{\infty}\right) .
\end{aligned}
$$

This yields the formula

$$
2 \Phi_{t}\left(\delta_{x}\right)(V)=\hat{X}_{t}(x, 0)^{\prime} S \hat{X}_{t}(x, 0)+\operatorname{Tr}\left(S \phi_{t}(0)\right)=x^{\prime} \mathcal{E}_{t}(0)^{\prime} S \mathcal{E}_{t}(0) x+\operatorname{Tr}\left(S \phi_{t}(0)\right)
$$

from which we conclude that

$$
\mathcal{K}_{t}(1)(x)=\exp \left(-\frac{1}{2} x^{\prime} \Delta_{t}(0) x-\frac{1}{2} \int_{0}^{t} \operatorname{Tr}\left(S \phi_{s}(0)\right) d s\right)
$$

with

$$
\Delta_{t}(0):=\int_{0}^{t} \mathcal{E}_{s}(0)^{\prime} S \mathcal{E}_{s}(0) d s \longrightarrow_{t \rightarrow \infty} \Delta_{\infty}(0):=\int_{0}^{\infty} \mathcal{E}_{s}(0)^{\prime} S \mathcal{E}_{s}(0) d s
$$

In contrast with linear semigroups we have the nonlinear transport formula

$$
\Phi_{t}\left(\eta_{0}\right)=\mathbb{B}_{\mathcal{K}_{t}(1)}\left(\eta_{0}\right) \overline{\mathcal{K}}_{t} \neq \eta_{0} \overline{\mathcal{K}}_{t}
$$

and thus, the following theorem.

Theorem 6.4. For any probability measure $\eta$ on $\mathbb{R}^{r}$ and for any $t \geqslant 0$ we have the Boltzmann-Gibbs formula

$$
\Phi_{t}(\eta)=\mathbb{B}_{w_{t}}(\eta) \overline{\mathcal{K}}_{t}
$$

with the energy function

$$
\log \varpi_{t}(x)=-\frac{1}{2} x^{\prime} \Delta_{t}(0) x \longrightarrow_{t \rightarrow \infty} \log \varpi_{\infty}(x)=-\frac{1}{2} x^{\prime} \Delta_{\infty}(0) x
$$

In addition, for any $\delta>0$ there exists some constant $c_{\delta}$ such that for any pair of probability measures, $\eta$ and $\mu$, on $\mathbb{R}^{r}$ and for $t \geqslant \delta>0$, we have

$$
\begin{equation*}
\left\|\Phi_{t}(\eta)-\Phi_{t}(\mu)\right\|_{t v} \leqslant \frac{c_{\delta}}{\eta\left(\varpi_{\infty}\right) \wedge \mu\left(\varpi_{\infty}\right)} e^{-\beta t} \tag{83}
\end{equation*}
$$

where the parameter $\beta$ was introduced in (34).
Proof. The first assertion comes from the fact that

$$
\mathcal{K}_{t}(1)(x)=\varpi_{t}(x) \exp \left(-\frac{1}{2} \int_{0}^{t} \operatorname{Tr}\left(S \phi_{s}(0)\right) d s\right) \Longrightarrow \mathbb{B}_{\mathcal{K}_{t}(1)}=\mathbb{B}_{\varpi_{t}}
$$

To prove (83), observe that

$$
\Phi_{t}(\eta)(f)-\Phi_{t}(\mu)(f)=\int \mathbb{B}_{\varpi_{t}}(\eta)(d x) \mathbb{B}_{\varpi_{t}}(\mu)(d y)\left(\overline{\mathcal{K}}_{t}(f)(x)-\overline{\mathcal{K}}_{t}(f)(y)\right) .
$$

From Definition 6.3 and Theorem 3.4, for any function $f$ such that $\|f\| \leqslant 1$, we have

$$
\left|\overline{\mathcal{K}}_{t}(f)(x)-\overline{\mathcal{K}}_{t}(f)(y)\right| \leqslant\left\|\Phi_{t}\left(\delta_{x}\right)-\Phi_{t}\left(\delta_{y}\right)\right\|_{t v} \leqslant c_{\delta} e^{-\beta t}\|x-y\|
$$

This implies that

$$
\left\|\Phi_{t}(\eta)-\Phi_{t}(\mu)\right\|_{t v} \leqslant 2 c_{\delta} e^{-\beta t}\left(\int \mathbb{B}_{\varpi_{t}}(\eta)(d x)\|x\| \vee \int \mathbb{B}_{\varpi_{t}}(\mu)(d x)\|x\|\right)
$$

On the other hand, we have

$$
\eta\left(\varpi_{t}\right) \geqslant \eta\left(\varpi_{\infty}\right)>0 \quad \text { with } \quad \log \varpi_{\infty}(x)=-\frac{1}{2} x^{\prime} \Delta_{\infty}(0) x
$$

as well as the uniform estimate

$$
\int \eta(d x) \varpi_{t}(x)\|x\| \leqslant \int \eta(d x) \varpi_{\delta}(x)\|x\| \leqslant \sup _{x \in \mathbb{R}^{r}}\left|\varpi_{\delta}(x)\|x\|\right|=: c_{\delta}^{\prime}<\infty, \quad t \geqslant \delta>0 .
$$

Thus

$$
\int \mathbb{B}_{\varpi_{\varpi}}(\eta)(d x)\|x\|=\frac{1}{\eta\left(\varpi_{t}\right)} \int \eta(d x) \varpi_{t}(x)\|x\| \leqslant \frac{c_{\delta}^{\prime}}{\eta\left(\varpi_{\infty}\right)},
$$

which completes the proof of the theorem.

Observe that

$$
\eta=\mathcal{N}(x, P) \Longrightarrow\left\{\begin{aligned}
\mathbb{B}_{\varpi_{t}}(\eta) & =\mathcal{N}\left(\left(P^{-1}+\Delta_{t}(0)\right)^{-1} P^{-1} x,\left(P^{-1}+\Delta_{t}(0)\right)^{-1}\right) \\
\eta \overline{\mathcal{K}}_{t} & =\mathcal{N}\left(\mathcal{E}_{t}(0) x, \phi_{t}(0)+\mathcal{E}_{t}(0) P \mathcal{E}_{t}(0)^{\prime}\right)
\end{aligned}\right.
$$

Combining these two formula we readily check the following proposition.

Proposition 6.5. For any $t \geqslant 0$, we have the Gaussian preserving property

$$
\eta_{0}=\mathcal{N}(x, P) \Longrightarrow \eta_{t}=\mathcal{N}\left(\widehat{X}_{t}(x, P), \phi_{t}(P)\right)
$$

with the mean vector and covariance matrices given by

$$
\left\{\begin{aligned}
\hat{X}_{t}(x, P) & =\mathcal{E}_{t}(0)\left(P^{-1}+\Delta_{t}(0)\right)^{-1} P^{-1} x \\
\phi_{t}(P) & =\phi_{t}(0)+\mathcal{E}_{t}(0)\left(P^{-1}+\Delta_{t}(0)\right)^{-1} \mathcal{E}_{t}(0)^{\prime}
\end{aligned}\right.
$$

### 6.4 Some stability properties

### 6.4.1 Relative entropy

For any initial conditions of the form given in (52), the Boltzmann-Kullback Leibler relative entropy of $\Phi_{t}\left(\eta_{0}\right)$ with respect to $\Phi_{t}\left(\mu_{0}\right)$ has a closed form (see for instance the article 93] and formula (A.23) in [83]) given by the formula

$$
\begin{align*}
& \operatorname{Ent}\left(\Phi_{t}\left(\eta_{0}\right) \mid \Phi_{t}\left(\mu_{0}\right)\right) \\
& \qquad \begin{aligned}
&=\frac{1}{2}\left(\operatorname{Tr}\left(\phi_{t}(P) \phi_{t}(Q)^{-1}-I\right)+\log \operatorname{det}\left(\phi_{t}(Q) \phi_{t}(P)^{-1}\right)\right. \\
&\left.\quad+\left(\hat{X}_{t}(x, P)-\hat{X}_{t}(y, Q)\right)^{\prime} \phi_{t}(Q)^{-1}\left(\hat{X}_{t}(x, P)-\hat{X}_{t}(y, Q)\right)\right)
\end{aligned}
\end{aligned} \begin{aligned}
& \\
& \left.\begin{array}{rl} 
\\
\hline
\end{array}\right) \tag{84}
\end{align*}
$$

When $P=0=Q$ the above formula reduces to

$$
\operatorname{Ent}\left(\Phi_{t}\left(\delta_{x}\right) \mid \Phi_{t}\left(\delta_{y}\right)\right)=\frac{1}{2}(x-y)^{\prime} \mathcal{E}_{t}(0)^{\prime} \phi_{t}(0)^{-1} \mathcal{E}_{t}(0)(x-y)
$$

To estimate determinants of matrices close to the identity we use the following lemma.
Lemma 6.6 ([43). For any $(r \times r)$-matrix $A$ we have

$$
\|A\|_{F}<\frac{1}{2} \Longrightarrow|\log \operatorname{det}(I-A)| \leqslant \frac{3}{2}\|A\|_{F} .
$$

For any $n \geqslant 1$ and $\delta>0$ we set

$$
t_{n, \delta}:=\delta \vee \frac{1}{2 \beta} \log \left(2 n \alpha_{\delta}\right) \quad \text { with } \quad \alpha_{\delta}:=\left(\alpha \chi_{\delta}\right)^{2}\left(r \lambda_{\max }\left(\Pi_{-, \delta}^{-1}\right) \operatorname{Tr}\left(\Pi_{-, \delta}^{-1}\right)\right)^{1 / 2}
$$

with the positive matrix $\Pi_{-, \delta}$ and the parameters $\left(\alpha, \beta, \chi_{\delta}\right)$ defined in (34) and Theorem 5.2.
Theorem 6.7. For any initial conditions

$$
\eta_{0}=\mathcal{N}(x, P) \quad \text { and } \quad \mu_{0}=\mathcal{N}(y, Q) \quad \text { s.t. } \quad\|P-Q\| \leqslant n,
$$

and for any $t \geqslant t_{\delta, n}$ with $n \geqslant 1$ and $\delta>0$, we have the exponential decay estimate

$$
\begin{aligned}
& \operatorname{Ent}\left(\Phi_{t}\left(\eta_{0}\right) \mid \Phi_{t}\left(\mu_{0}\right)\right) \\
& \leqslant\left(\frac{5}{4} \alpha_{\delta}\|P-Q\|+\lambda_{\max }\left(\Pi_{-, \delta}^{-1}\right)\left(\alpha \chi_{\delta}\right)^{2} \quad\left(\left(\chi_{\delta}\left\|\Delta_{\infty}\right\|\right)^{2}\|x\|^{2}\|P-Q\|^{2}+\|x-y\|^{2}\right)\right) e^{-2 \beta t} .
\end{aligned}
$$

Proof. We start by controlling the log det term on the right hand side of (84) using Lemma 6.6. First note that, by (34), for any $t \geqslant \delta>0$ we have

$$
0<\Pi_{+, \delta}^{-1} \leqslant \phi_{t}(Q)^{-1} \leqslant \Pi_{-, \delta}^{-1} \Longrightarrow \operatorname{Tr}\left(\phi_{t}(Q)^{-2}\right) \leqslant r \lambda_{\max }\left(\Pi_{-, \delta}^{-1}\right) \operatorname{Tr}\left(\Pi_{-, \delta}^{-1}\right) .
$$

Combining this with the Lipschitz estimates stated in Theorem 5.3 we check that

$$
\left\|I-\phi_{t}(Q)^{-1} \phi_{t}(P)\right\|_{F} \leqslant\left(r \lambda_{\max }\left(\Pi_{-, \delta}^{-1}\right) \operatorname{Tr}\left(\Pi_{-, \delta}^{-1}\right)\right)^{1 / 2}\left(\alpha \chi_{\delta}\right)^{2} e^{-2 \beta t}\|P-Q\| .
$$

For any $t \geqslant t_{n, \delta}$ we have

$$
\begin{aligned}
& t \geqslant \delta \quad \text { and } \quad e^{-2 \beta t} \leqslant \frac{1}{2 n \alpha_{\delta}} \quad \text { with } \quad \alpha_{\delta}:=\left(\alpha \chi_{\delta}\right)^{2}\left(r \lambda_{\max }\left(\Pi_{-, \delta}^{-1}\right) \operatorname{Tr}\left(\Pi_{-, \delta}^{-1}\right)\right)^{1 / 2} \\
& \Longrightarrow\left\|I-\phi_{t}(Q)^{-1} \phi_{t}(P)\right\|_{F} \leqslant \frac{1}{2 n}\|P-Q\| .
\end{aligned}
$$

Applying Lemma 6.6 to $A=\phi_{t}(Q)^{-1}\left(\phi_{t}(Q)-\phi_{t}(P)\right)$, for any $t \geqslant t_{n, \delta}$ and $\|P-Q\| \leqslant n$ we have the estimate

$$
\begin{aligned}
\left|\log \operatorname{det}\left(\phi_{t}(P) \phi_{t}(Q)^{-1}\right)\right| & \leqslant \frac{3}{2}\left\|\phi_{t}(P)-\phi_{t}(Q)\right\|_{F}\left\|\phi_{t}(Q)^{-1}\right\|_{F} \\
& \leqslant \frac{3}{2}\left(r \lambda_{\max }\left(\Pi_{-, \delta}^{-1}\right) \operatorname{Tr}\left(\Pi_{-, \delta}^{-1}\right)\right)^{1 / 2}\left(\alpha \chi_{\delta}\right)^{2} e^{-2 \beta t}\|P-Q\|
\end{aligned}
$$

Similarly, for any $t \geqslant \delta$ we have

$$
\begin{aligned}
\left|\operatorname{tr}\left(I-\phi_{t}(Q)^{-1} \phi_{t}(P)\right)\right| & \leqslant\left\|\phi_{t}(Q)^{-1}\right\|_{F}\left\|\phi_{t}(P)-\phi_{t}(Q)\right\|_{F} \\
& \leqslant\left(r \lambda_{\max }\left(\Pi_{-, \delta}^{-1}\right) \operatorname{Tr}\left(\Pi_{-, \delta}^{-1}\right)\right)^{1 / 2}\left\|\phi_{t}(P)-\phi_{t}(Q)\right\| \\
& \leqslant\left(r \lambda_{\max }\left(\Pi_{-, \delta}^{-1}\right) \operatorname{Tr}\left(\Pi_{-, \delta}^{-1}\right)\right)^{1 / 2}\left(\alpha \chi_{\delta}\right)^{2} e^{-2 \beta t}\|P-Q\| .
\end{aligned}
$$

Finally, we notice that

$$
\left|\left(\hat{X}_{t}(x, P)-\hat{X}_{t}(y, Q)\right)^{\prime} \phi_{t}(Q)^{-1}\left(\widehat{X}_{t}(x, P)-\hat{X}_{t}(y, Q)\right)\right| \leqslant \lambda_{\max }\left(\Pi_{-, \delta}^{-1}\right) \|\left(\hat{X}_{t}(x, P)-\widehat{X}_{t}(y, Q) \|^{2} .\right.
$$

Applying Theorem 5.5 for any $t \geqslant \delta$ we check that

$$
\begin{aligned}
& \left|\left(\hat{X}_{t}(x, P)-\hat{X}_{t}(y, Q)\right)^{\prime} \phi_{t}(Q)^{-1}\left(\hat{X}_{t}(x, P)-\hat{X}_{t}(y, Q)\right)\right| \\
& \leqslant \lambda_{\max }\left(\Pi_{-, \delta}^{-1}\right)\left(\alpha \chi_{\delta}\right)^{2} e^{-2 \beta t}\left(\chi_{\delta}\left\|\Delta_{\infty}\right\|\|x\|\|P-Q\|+\|x-y\|\right)^{2},
\end{aligned}
$$

which concludes the proof.

Applying the above theorem to $P=0$ and $(y, Q)=\left(0, P_{\infty}\right)$ we check the following corollary

Corollary 6.8. For any $t \geqslant t_{\delta, n}$ with $n=\left\lfloor\left\|P_{\infty}\right\|\right\rfloor$ and $\delta>0$, we have the exponential decay estimate

$$
\operatorname{Ent}\left(\Phi_{t}\left(\delta_{x}\right) \mid \eta_{\infty}\right) \leqslant\left(\frac{5}{4} \alpha_{\delta}\left\|P_{\infty}\right\|+\lambda_{\max }\left(\Pi_{-, \delta}^{-1}\right)\left(\alpha \chi_{\delta}\right)^{2}\left(1+\left(\chi_{\delta}\left\|\Delta_{\infty}\right\|\left\|P_{\infty}\right\|\right)^{2}\right)\|x\|^{2}\right) e^{-2 \beta t}
$$

In addition, for any $t \geqslant \delta>0$ and any $x, y \in \mathbb{R}^{r}$ we have

$$
\operatorname{Ent}\left(\Phi_{t}\left(\delta_{x}\right) \mid \Phi_{t}\left(\delta_{y}\right)\right) \leqslant \frac{1}{2} \lambda_{\max }\left(\Pi_{-, \delta}^{-1}\right)\left(\alpha \chi_{\delta}\right)^{2} e^{-2 \beta t}\|x-y\|^{2}
$$

### 6.4.2 Wasserstein distances

For any initial conditions of the form (52) we have

$$
\mathbb{W}_{2}\left(\Phi_{t}\left(\mu_{0}\right), \Phi_{t}\left(\eta_{0}\right)\right)^{2} \leqslant\left\|\hat{X}_{t}(x, P)-\hat{X}_{t}(y, Q)\right\|^{2}+\left\|\phi_{t}(P)^{1 / 2}-\phi_{t}(Q)^{1 / 2}\right\|_{F}^{2}
$$

For any $P, Q \in \mathcal{S}_{r}^{+}$we also have the Ando-Hemmen inequality

$$
\begin{equation*}
\left\|P^{1 / 2}-Q^{1 / 2}\right\| \leqslant\left[\lambda_{\text {min }}^{1 / 2}(P)+\lambda_{\text {min }}^{1 / 2}(Q)\right]^{-1}\|P-Q\| \tag{85}
\end{equation*}
$$

for any unitary invariant matrix norm $\|$.$\| (including the spectral and the Frobenius norms).$ See for instance Theorem 6.2 on page 135 in [56], as well as Proposition 3.2 in [4]. For a more thorough discussion on the geometric properties of positive semidefinite matrices and square roots we refer to [57].

Using (34) and theorem 5.3 for any $t \geqslant \delta>0$ we check that

$$
\left\|\phi_{t}(P)^{1 / 2}-\phi_{t}(Q)^{1 / 2}\right\|_{F} \leqslant \sqrt{r}\left[2 \lambda_{\min }^{1 / 2}\left(\Pi_{-, \delta}\right)\right]^{-1}\left(\alpha \chi_{\delta}\right)^{2} e^{-2 \beta t}\|P-Q\|
$$

Using theorem 5.5 we obtain the following theorem
Theorem 6.9. For any $t \geqslant \delta>0$ and any initial conditions

$$
\eta_{0}=\mathcal{N}(x, P) \quad \text { and } \quad \mu_{0}=\mathcal{N}(y, Q)
$$

we have the exponential decay estimate

$$
\begin{aligned}
& \mathbb{W}_{2}\left(\Phi_{t}\left(\mu_{0}\right), \Phi_{t}\left(\eta_{0}\right)\right) \\
& \leqslant \alpha \chi_{\delta} e^{-\beta t}\left(\|x-y\|+\chi_{\delta}\left(\left\|\Delta_{\infty}\right\|\|x\|+\alpha \sqrt{r}\left[2 \lambda_{\min }^{1 / 2}\left(\Pi_{-, \delta}\right)\right]^{-1} e^{-\beta t}\right)\|P-Q\|\right)
\end{aligned}
$$

### 6.4.3 Proof of Theorem 3.3

Observe that

$$
\mathcal{K}_{t}\left(h_{0}\right)(x)=e^{-\lambda_{0} t} h_{0}(x) \Longrightarrow e^{\lambda_{0} t} \mathcal{K}_{t}(1)(x)=\frac{h_{0}(x)}{\overline{\mathcal{K}}_{t}\left(h_{0}\right)(x)}=\frac{h_{0}(x)}{\eta_{\infty}\left(h_{0}\right)} k_{t}(x)
$$

with

$$
k_{t}(x):=\eta_{\infty}\left(h_{0}\right) / \overline{\mathcal{K}}_{t}\left(h_{0}\right)(x)=\eta_{\infty}\left(h_{0}\right) / \Phi_{t}\left(\delta_{x}\right)\left(h_{0}\right)
$$

Observe that

$$
k_{t}(x)=\left(\frac{\operatorname{det}\left(I+\phi_{t}(0) Q_{\infty}\right)}{\operatorname{det}\left(I+P_{\infty} Q_{\infty}\right)}\right)^{1 / 2} \exp \left(\frac{1}{2} \hat{X}_{t}(x, 0)^{\prime}\left(I+Q_{\infty} \phi_{t}(0)\right)^{-1} \hat{X}_{t}(x, 0)\right)
$$

This shows that

$$
k_{t}(x) \longrightarrow_{|x| \rightarrow+\infty}+\infty \quad \text { and } \quad k_{t}(x) \longrightarrow_{t \rightarrow \infty} 1
$$

This shows that one cannot expect uniform upper bound with respect to the state variable. The estimates (51) are now a direct consequences of the Lipschitz estimates presented in section 5.3, which we now detail.

Applying (75) to $P=0$ we check the formula

$$
\left(I+\phi_{t}(0) Q_{\infty}\right)\left(I+P_{\infty} Q_{\infty}\right)^{-1}=I-\mathcal{E}_{t}\left(P_{\infty}\right) \mathbb{F}_{t}(0)^{-1} P_{\infty} \mathcal{E}_{t}\left(P_{\infty}\right)^{\prime}\left(Q_{\infty}^{-1}+P_{\infty}\right)^{-1}
$$

On the other hand, by (71) for any $t \geqslant \delta>0$ we have

$$
\left\|\mathcal{E}_{t}\left(P_{\infty}\right) \mathbb{F}_{t}(0)^{-1} P_{\infty} \mathcal{E}_{t}\left(P_{\infty}\right)^{\prime}\left(Q_{\infty}^{-1}+P_{\infty}\right)^{-1}\right\| \leqslant \chi_{\delta}^{3}\left\|\mathcal{E}_{t}\left(P_{\infty}\right)\right\|^{2}\left\|P_{\infty}\left(Q_{\infty}^{-1}+P_{\infty}\right)^{-1}\right\|
$$

Using (34) this implies that

$$
\left\|\mathcal{E}_{t}\left(P_{\infty}\right) \mathbb{F}_{t}(0)^{-1} P_{\infty} \mathcal{E}_{t}\left(P_{\infty}\right)^{\prime}\left(Q_{\infty}^{-1}+P_{\infty}\right)^{-1}\right\|_{F} \leqslant \sqrt{r} \chi_{\delta}^{3} \alpha^{2} e^{-2 \beta t}\left\|P_{\infty} Q_{\infty}\left(I+P_{\infty} Q_{\infty}\right)^{-1}\right\|
$$

Applying lemma 6.6 for any

$$
t>t_{\delta}:=\frac{1}{2 \beta} \log \left(2 \sqrt{r} \chi_{\delta}^{3} \alpha^{2}\left\|P_{\infty} Q_{\infty}\left(I+P_{\infty} Q_{\infty}\right)^{-1}\right\|\right)
$$

we have

$$
\left|\log \left(\frac{\operatorname{det}\left(I+\phi_{t}(0) Q_{\infty}\right)}{\operatorname{det}\left(I+P_{\infty} Q_{\infty}\right)}\right)^{1 / 2}\right| \leqslant \frac{3}{4} \sqrt{r} \chi_{\delta}^{3} \alpha^{2} e^{-2 \beta t}\left\|P_{\infty} Q_{\infty}\left(I+P_{\infty} Q_{\infty}\right)^{-1}\right\|
$$

On the other hand, we have

$$
\widehat{X}_{t}(x, 0)^{\prime}\left(I+Q_{\infty} \phi_{t}(0)\right)^{-1} \widehat{X}_{t}(x, 0) \leqslant\left\|\phi_{t}(0)^{-1}\right\|\left\|\left(\phi_{t}(0)^{-1}+Q_{\infty}\right)^{-1}\right\|\left\|\widehat{X}_{t}(x, 0)\right\|^{2}
$$

By (34) for any $t \geqslant \delta>0$ we have

$$
\phi_{t}(0)^{-1} \leqslant \Pi_{-, \delta}^{-1} \quad \text { and } \quad\left(\phi_{t}(0)+Q_{\infty}\right)^{-1} \leqslant\left(\Pi_{-, \delta}+Q_{\infty}\right)^{-1}
$$

combining the above with the estimates (34) and (71) we check that

$$
\widehat{X}_{t}(x, 0)^{\prime}\left(I+Q_{\infty} \phi_{t}(0)\right)^{-1} \widehat{X}_{t}(x, 0) \leqslant\left\|\Pi_{-, \delta}^{-1}\right\|\left\|\left(\Pi_{-, \delta}+Q_{\infty}\right)^{-1}\right\|\left(\alpha \chi_{\delta}\right)^{2} e^{-2 \beta t}\|x\|^{2}
$$

To finish the proof of the theorem, note that for any time horizon $t \geqslant 0$ and any $f \in \mathbb{L}_{1}\left(\eta_{\infty}\right)$ we have the decomposition

$$
e^{\lambda_{0} t} \mathcal{K}_{t}(f)(x)=\frac{h_{0}(x)}{\eta_{\infty}\left(h_{0}\right)}\left(\eta_{\infty}(f)+\widetilde{K}_{t}(f)(x)\right) k_{t}(x)
$$

with the integral operator

$$
\widetilde{K}_{t}(f)(x)=\bar{K}_{t}(f)(x)-\eta_{\infty}(f)=\Phi_{t}\left(\delta_{x}\right)(f)-\eta_{\infty}(f)
$$

This ends the proof of theorem 3.3 .

## 7 Path integral formulations

### 7.1 Particle absorption models

For any time horizon $t \geqslant 0$, any measurable function $F_{t}$ on $\mathcal{C}\left([0, t], \mathbb{R}^{r}\right)$ and any starting point $x \in \mathbb{R}^{r}$, we have the Feynman-Kac path-integral formula

$$
\mathbb{E}\left(F_{t}\left(\left(X_{s}\right)_{s \in[0, t]}\right) \exp \left(-\int_{0}^{t} V\left(X_{u}\right) d s\right) \mid X_{0}^{c}=x\right)=\mathbb{E}\left(F_{t}\left(\left(X_{s}^{c}\right)_{s \in[0, t]}\right) 1_{\tau^{c} \geqslant t} \mid X_{0}=x\right) .
$$

We recover the Feynman-Kac propagator formula (6) by choosing functions that only depend on the terminal time.

Theorem 7.1. For all $x \in \mathbb{R}^{r}$, we have

$$
\begin{equation*}
h_{0}^{-1} \mathcal{L}\left(h_{0}\right)(x)=V(x)-\lambda_{0}, \tag{86}
\end{equation*}
$$

where $h_{0}$ was defined in (8). In addition, for any time horizon $t \geqslant 0$, any measurable function $F_{t}$ on $\mathcal{C}\left([0, t], \mathbb{R}^{r}\right)$ and any starting point $x \in \mathbb{R}^{r}$, we have the Feynman-Kac pathintegral formula

$$
\begin{align*}
& \mathbb{E}\left(F_{t}\left(\left(X_{s}^{c}\right)_{s \in[0, t]}\right) 1_{\tau^{c} \geqslant t} \mid X_{0}=x\right) \\
& \quad=\exp \left(-\lambda_{0} t\right) h_{0}(x) \mathbb{E}\left(F_{t}\left(\left(X_{s}^{h}\right)_{s \in[0, t]}\right) h_{0}^{-1}\left(X_{t}^{h}\right) \mid X_{0}^{h}=x\right), \tag{87}
\end{align*}
$$

where $X_{t}^{h}$ stands for the diffusion with generator defined by

$$
\mathcal{L}^{h}(f)=\mathcal{L}(f)+h_{0}^{-1} \Gamma_{\mathcal{L}}\left(h_{0}, f\right),
$$

with the carré-du-champ operator

$$
\Gamma_{\mathcal{L}}\left(h_{0}, f\right)(x):=\left(B \nabla h_{0}(x)\right)^{\prime}(B \nabla f(x))=-h_{0}(x)\left(R Q_{\infty} x\right)^{\prime} \nabla f(x) .
$$

Proof. From (8), we have the gradient formula

$$
\begin{aligned}
& \nabla \log h_{0}(x)=-Q_{\infty} x \quad \text { and } \quad \nabla^{2} \log h_{0}(x)=-Q_{\infty} \\
& \Longrightarrow h_{0}^{-1}(x) \nabla h_{0}(x)=-Q_{\infty} x \quad \text { and } \quad h_{0}^{-1}(x) \nabla^{2} h_{0}(x)=-Q_{\infty}+\left(Q_{\infty} x\right)\left(Q_{\infty} x\right)^{\prime} .
\end{aligned}
$$

This implies that

$$
\begin{aligned}
h_{0}^{-1} \mathcal{L}\left(h_{0}\right)(x) & =h_{0}^{-1}(x)\left((A x)^{\prime} \nabla h_{0}(x)+\frac{1}{2} \operatorname{Tr}\left(R \nabla^{2} h_{0}\right)\right) \\
& =-x^{\prime} A^{\prime} Q_{\infty} x+\frac{1}{2} \operatorname{Tr}\left(R\left(Q_{\infty} x\right)\left(Q_{\infty} x\right)^{\prime}\right)-\frac{1}{-} 2 \operatorname{Tr}\left(R Q_{\infty}\right)
\end{aligned}
$$

from which it follows that

$$
\begin{aligned}
h_{0}^{-1} \mathcal{L}\left(h_{0}\right)(x)-V(x) & =-\frac{1}{2} x^{\prime}\left(A^{\prime} Q_{\infty}+Q_{\infty} A\right) x+\frac{1}{2} x^{\prime}\left(Q_{\infty} R Q_{\infty}\right) x-\frac{1}{2} x^{\prime} S x-\frac{1}{2} \operatorname{Tr}\left(R Q_{\infty}\right) \\
& =-\lambda_{0},
\end{aligned}
$$

where the last equality follows from the fact that $A^{\prime} Q_{\infty}+Q_{\infty} A-Q_{\infty} R Q_{\infty}+S=0$, as in (8).

This yields the exponential change of probability formula

$$
\begin{aligned}
& \exp \left(\lambda_{0} t\right) \mathbb{E}\left(F\left(\left(X_{s}\right)_{s \in[0, t]}\right) \exp \left(-\int_{0}^{t} V\left(X_{s}\right) d s\right)\right) \\
& =\mathbb{E}\left(F\left(\left(X_{s}\right)_{s \in[0, t]}\right) \frac{h_{0}\left(X_{0}\right)}{h_{0}\left(X_{t}\right)}\left(\frac{h_{0}\left(X_{t}\right)}{h_{0}\left(X_{0}\right)} \exp \left(-\int_{0}^{t}\left(h_{0}^{-1} \mathcal{L} h_{0}\right)\left(X_{s}\right) d s\right)\right)\right) \\
& =\eta_{0}\left(h_{0}\right) \mathbb{E}\left(F\left(\left(X_{s}^{h}\right)_{s \in[0, t]}\right) h_{0}^{-1}\left(X_{t}^{h}\right)\right),
\end{aligned}
$$

which ends the proof of the theorem.

Thus, combining this with Lemma 5.1, Theorem 3.1 is now proved. Moreover, Theorem 3.2 is a now a direct consequence of (87). Indeed, using (87) we verify that the law $\eta_{t}^{h}$ of the random states $X_{t}^{h}$ of the $h$-process defined in (36) and the distribution of the non-absorbed particle defined in 13 are connected by the Boltzmann-Gibbs transformation (18). The Gaussian preserving property of the linear diffusion process $X_{t}^{h}$ is immediate. The formulae given in (50) are easily checked using the the Boltzmann-Gibbs transformation (18). Moreover, we can check that the pair $\left(\widehat{X}_{t}, P_{t}\right)$ given by (50) satisfies 21) using brute force calculations, or by checking that the Gaussian distributions with mean and covariance matrices $\left(\widehat{X}_{t}, P_{t}\right)$ solves the nonlinear equation (14).

### 7.2 Backward $h$-processes

For a fixed time horizon $t \geqslant 0$, we let $\bar{X}_{t}$ be a random sample from $\mathcal{N}\left(\hat{X}_{t}, P_{t}\right)$. We also denote by $X_{t, s}^{h}(x)$, with $s \in[0, t]$, be the backward diffusion defined by

$$
d X_{t, s}^{h}(x)=\left(A X_{t, s}^{h}(x)+R P_{s}^{-1}\left(X_{t, s}^{h}(x)-\hat{X}_{s}\right)\right) d s+B d W_{s},
$$

starting at $X_{t, t}^{h}(x)=x$ at time $s=t$. In the above display, $P_{s}$ stands for the solution of the Riccati matrix differential equation defined in 21. We assume that $\bar{X}_{t}$ and $\left(W_{s}\right)_{s \leqslant t}$ are independent.

Rewritten in terms of the density $g_{s}$ of the Gaussian distribution $\mathcal{N}\left(\hat{X}_{s}, P_{s}\right)$, we have

$$
\begin{equation*}
\bar{X}_{t, s}^{h}:=X_{t, s}^{h}\left(\bar{X}_{t}\right) \Longrightarrow d \bar{X}_{t, s}^{h}=\left(A \bar{X}_{t, s}^{h}-R \nabla \log g_{s}\left(\bar{X}_{t, s}^{h}\right)\right) d s+B d W_{s} . \tag{88}
\end{equation*}
$$

The following theorem, taken from [10] links the non-absorbed particle process with the above backward diffision
Theorem 7.2 (10). Assume that $X_{0} \sim \mathcal{N}\left(\hat{X}_{0}, P_{0}\right)$. In this situation, for any $t \geqslant 0$ we have the backward formulation of the Feynman-Kac path integral

$$
\mathbb{E}\left(F\left(\left(X_{s}^{c}\right)_{s \in[0, t]}\right) \mid \tau^{c} \geqslant t\right)=\mathbb{E}\left(F\left(\left(\bar{X}_{t, s}^{h}\right)_{s \in[0, t]}\right)\right) .
$$

The random state $\bar{X}_{t, s}^{h}$ is a Gaussian variable with a mean $\hat{X}_{t, s}^{h}$ and covariance matrix $P_{t, s}^{h}$ satisfying the backward equations

$$
\left\{\begin{array}{l}
\partial_{s} \hat{X}_{t, s}^{h}=A \widehat{X}_{t, s}^{h}+R P_{s}^{-1}\left(\hat{X}_{t, s}^{h}-\widehat{X}_{s}\right) \\
\partial_{s} P_{t, s}^{h}=\left(A+R P_{s}^{-1}\right) P_{t, s}^{h}+P_{t, s}^{h}\left(A+R P_{s}^{-1}\right)^{\prime}-R
\end{array}\right.
$$

with the terminal condition $\left(\hat{X}_{t, t}^{h}, P_{t, t}^{h}\right)=\left(\hat{X}_{t}, P_{t}\right)$, where $\left(\hat{X}_{s}, P_{s}\right)$ is the solution to the forward equations described in (21).

### 7.3 Extensions to nonlinear diffusions

The $h$-process methodology can be extended to more general generators $\mathcal{L}$ and other choices of the potential function $V$. We now assume that $\mathcal{L}$ is the generator of the diffusion equation

$$
\begin{equation*}
d X_{t}=A\left(X_{t}\right) d t+B\left(X_{t}\right) d W_{t} \tag{89}
\end{equation*}
$$

for some drift function $A(x)$ and some diffusion matrix valued function $B(x)$ with appropriate dimensions. We also assume there exists some ground state $h_{0}$ associated with some energy $\lambda_{0}$; that is, we have that

$$
h_{0}^{-1} \mathcal{L}\left(h_{0}\right)(x)=V(x)-\lambda_{0}
$$

In this situation, the $h$-process $X_{t}^{h}$ is a diffusion with generator defined by

$$
\mathcal{L}^{h}(f)=\mathcal{L}(f)+h_{0}^{-1} \Gamma_{\mathcal{L}}\left(h_{0}, f\right)
$$

with the carré-du-champ operator

$$
\Gamma_{\mathcal{L}}\left(h_{0}, f\right)(x):=\left(B(x) \nabla h_{0}(x)\right)^{\prime}(B(x) \nabla f(x))=\left(R(x) \nabla h_{0}(x)\right)^{\prime} \nabla f(x),
$$

where we have defined $R(x):=B(x) B(x)^{\prime}$. Equivalently, the $h$-process is defined by the diffusion

$$
d X_{t}^{h}=\left(A\left(X_{t}^{h}\right)+R\left(X_{t}^{h}\right) \nabla \log h_{0}\left(X_{t}^{h}\right)\right) d t+B\left(X_{t}^{h}\right) d W_{t}
$$

Let $\bar{X}_{t}$ a random sample from the Feynman-Kac probability measures $\eta_{t}$ defined as in (78) for some potential function $V$.

Whenever it exists, let $g_{s}$ be the density of the normalised or unnormalised Feynman-Kac measures $\eta_{s}$ or $\gamma_{s}$. In this situation, following the analysis developed in [10], the assertion of Theorem 7.2 remains valid with the backward diffusion

$$
\begin{equation*}
d \bar{X}_{t, s}^{h}=\left(A\left(\bar{X}_{t, s}^{h}\right)-\operatorname{div}_{R} \log g_{s}\left(\bar{X}_{t, s}^{h}\right)\right) d s+B\left(\bar{X}_{t, s}^{h}\right) d W_{s} \tag{90}
\end{equation*}
$$

with the terminal condition $\bar{X}_{t, t}^{h}=\bar{X}_{t}$ and the $R$-divergence $m$-column vector operator with $j$-th entry given by the formula

$$
\operatorname{div}_{R}(f)(x)^{j}:=\sum_{1 \leqslant i \leqslant r} \partial_{x_{i}}\left(R_{i, j}(x) f(x)\right)
$$

## 8 McKean-Vlasov interpretations

### 8.1 Interacting jump processes

Let $\bar{X}_{t}$ be a nonlinear jump diffusion process with generator

$$
\mathcal{L}_{\bar{\eta}_{t}}(f)(x)=\mathcal{L}(f)(x)+V(x) \int(f(y)-f(x)) \bar{\eta}_{t}(d y) \quad \text { where } \quad \bar{\eta}_{t}:=\operatorname{Law}\left(\bar{X}_{t}\right) .
$$

The process starts at $\bar{X}_{0}=X_{0}$. Between the jumps the process $\bar{X}_{t}$ evolves as $X_{t}$. At rate $V\left(\bar{X}_{t}\right)$ the process jumps onto a new location randomly selected according to the distribution $\bar{\eta}_{t}$. Observe that

$$
\partial_{t} \bar{\eta}_{t}(f)=\bar{\eta}_{t}\left(\mathcal{L}_{\bar{\eta}_{t}}(f)\right)=\bar{\eta}_{t}(\mathcal{L}(f))-\bar{\eta}_{t}(f V)+\bar{\eta}_{t}(f) \bar{\eta}_{t}(V) .
$$

This shows that $\bar{\eta}_{t}$ satisfies the same evolution equation as the one satisfied by $\eta_{t}$ given in (14). Thus, for any choice of the generator $\mathcal{L}$ and any choice of the potential function $V$ we have that

$$
\bar{\eta}_{t}(d x)=\eta_{t}(d x):=\mathbb{P}\left(X_{t}^{c} \in d x \mid \tau^{c}>t\right) .
$$

The mean field particle interpretation of the nonlinear process $\bar{X}_{t}$ is defined by a system of $N$ walkers, $\xi_{t}^{i}$, evolving independently as $X_{t}$ with jump rate $V_{t}\left(X_{t}\right)$, for $1 \leqslant i \leqslant N$. At each jump time, the particle $\xi_{t}^{i}$ jumps onto a particle uniformly chosen in the pool. The occupation measure of system is given by the empirical measure

$$
\begin{equation*}
\eta_{t}^{N}=\frac{1}{N} \sum_{1 \leqslant i \leqslant N} \delta_{\xi_{t}^{i}} \longrightarrow N \rightarrow \infty \quad \eta_{t} \longrightarrow t \rightarrow \infty \tag{91}
\end{equation*}
$$

Mimicking (80) we also define the normalising constant approximations

$$
\begin{equation*}
\frac{1}{t} \int_{0}^{t} \eta_{s}^{N}(V) d s:=-\frac{1}{t} \log \gamma_{t}^{N}(1) \longrightarrow_{N \rightarrow \infty}-\frac{1}{t} \log \gamma_{t}(1) \longrightarrow_{t \rightarrow \infty} \cdot \lambda_{0}=\eta_{\infty}(V) \tag{92}
\end{equation*}
$$

The interacting particle system discussed above belongs to the class of diffusion Monte Carlo algorithms, see for instance the series of articles [23, 24, 67, 68, 80, 81, as well as [37, 39, 40, 41] and the references therein. Observe that the $N$ ancestral lines $\zeta_{t}^{i}:=$ $\left(\xi_{t}^{i}\right)_{0 \leqslant s \leqslant t}$ of length $t$ of the above genetic-type process can also be seen as a system of $N$ path-valued particles evolving independently as the historical process $Y_{t}=\left(X_{s}\right)_{0 \leqslant s \leqslant t}$ of $X_{t}$, with a jump rate $V_{t}\left(X_{t}\right)$ that only depends on the terminal state $X_{t}$ of the ancestral line $Y_{t}$.

### 8.2 Interacting diffusions

For any probability measure $\eta$ on $\mathbb{R}^{r}$ we let $\mathcal{P}_{\eta}$ denote the $\eta$-covariance

$$
\begin{equation*}
\eta \mapsto \mathcal{P}_{\eta}:=\eta\left([e-\eta(e)][e-\eta(e)]^{\prime}\right) \tag{93}
\end{equation*}
$$

where $e(x):=x$ is the identity function and $\eta(f)$ is a column vector whose $i$-th entry is given by $\eta\left(f^{i}\right)$ for some measurable function $f: \mathbb{R}^{r} \rightarrow \mathbb{R}^{r}$.

We now consider three different nonlinear McKean-Vlasov-type diffusion process,

$$
\begin{align*}
d \bar{X}_{t} & =\left(A-\mathcal{P}_{\bar{\eta}_{t}} S\right) \bar{X}_{t} d t+\mathcal{P}_{\bar{\eta}_{t}} S^{1 / 2} d \mathcal{W}_{t}+B d \overline{\mathcal{W}}_{t}  \tag{1}\\
d \bar{X}_{t} & =\left(A \bar{X}_{t}-\frac{1}{2} \mathcal{P}_{\bar{\eta}_{t}} S\left(\bar{X}_{t}+\bar{\eta}_{t}(e)\right)\right) d t+B d \overline{\mathcal{W}}_{t}  \tag{2}\\
\partial_{t} \bar{X}_{t} & =A \bar{X}_{t}-\frac{1}{2} \mathcal{P}_{\bar{\eta}_{t}} S\left(\bar{X}_{t}+\bar{\eta}_{t}(e)\right)+\left(R+M_{t}\right) \mathcal{P}_{\bar{\eta}_{t}}^{-1}\left(\bar{X}_{t}-\bar{\eta}_{t}(e)\right) \tag{3}
\end{align*}
$$

for any skew symmetric matrix $M_{t}^{\prime}=-M_{t}$ that may also depend $\bar{\eta}_{t}$. In all three cases $\left(\mathcal{W}_{t}, \overline{\mathcal{W}}_{t}\right)$ are independent copies of $W_{t}$; and $\bar{X}_{0}$ is an independent copies of $X_{0}$. We also assume that $\left(\mathcal{W}_{t}, \mathcal{W}_{t}, \bar{X}_{0}\right)$ are independent. In all three cases in (94), $\bar{\eta}_{t}$ stands for the probability distribution of $\bar{X}_{t}$; that is, we have that

$$
\begin{equation*}
\bar{\eta}_{t}:=\operatorname{Law}\left(\bar{X}_{t}\right) . \tag{95}
\end{equation*}
$$

Observe that, in all three cases the stochastic processes discussed above depend in some nonlinear fashion on the law of the diffusion process itself.

Theorem 8.1. In all the three cases presented in (94), for any $t \geqslant 0$ we have the Gaussian preserving property

$$
\eta_{0}=\mathcal{N}\left(\hat{X}_{0}, P_{0}\right)=\bar{\eta}_{0} \Longrightarrow \bar{\eta}_{t}=\mathcal{N}\left(\hat{X}_{t}, P_{t}\right)=\eta_{t}
$$

Proof. Let $\bar{X}_{t}$ be the process defined as in (1) by replacing $\mathcal{P}_{\bar{\eta}_{t}}$ by $P_{t}$. In this case, we have

$$
d\left(\bar{X}_{t}-\mathbb{E}\left(\bar{X}_{t}\right)\right)=\left(A-P_{t} S\right)\left(\bar{X}_{t}-\mathbb{E}\left(\bar{X}_{t}\right)\right) d t+P_{t} S^{1 / 2} d \mathcal{W}_{t}+B d \overline{\mathcal{W}}_{t}
$$

Applying Ito's formula and taking expectations we obtain

$$
\partial_{t} \mathcal{P}_{\bar{\eta}_{t}}=\left(A-P_{t} S\right) \mathcal{P}_{\bar{\eta}_{t}}+\mathcal{P}_{\bar{\eta}_{t}}\left(A-P_{t} S\right)^{\prime}+P_{t} S P_{t}+R .
$$

This yields the linear system

$$
\partial_{t}\left(\mathcal{P}_{\bar{\eta}_{t}}-P_{t}\right)=\left(A-P_{t} S\right)\left(\mathcal{P}_{\bar{\eta}_{t}}-P_{t}\right)+\mathcal{P}_{\bar{\eta}_{t}}\left(A-P_{t} S\right)^{\prime}\left(\mathcal{P}_{\bar{\eta}_{t}}-P_{t}\right) \Longrightarrow P_{t}=\mathcal{P}_{\bar{\eta}_{t}} .
$$

We conclude that $\bar{X}_{t}$ is a linear diffusion with mean $\hat{X}_{t}$ and covariance matrix $P_{t}$. The proof for the other two cases follows the same lines of arguments, thus we leave the details to the reader.

The mean-field particle interpretation of the first nonlinear diffusion process in (94) is given by the Mckean-Vlasov type interacting diffusion process

$$
\begin{equation*}
d \xi_{t}^{i}=\left(A-P_{t}^{N} S\right) \bar{X}_{t} d t+P_{t}^{N} S^{1 / 2} d \mathcal{W}_{t}^{i}+B d \overline{\mathcal{W}}_{t}^{i}, \quad i=1, \ldots, N \tag{96}
\end{equation*}
$$

where $\left(\mathcal{W}_{t}^{i}, \overline{\mathcal{W}}_{t}^{i}, \xi_{0}^{i}\right)_{1 \leqslant i \leqslant N}$ are $N$ independent copies of $\left(\mathcal{W}_{t}, \overline{\mathcal{W}}_{t} \bar{X}_{0}\right)$. In the above display, the $P_{t}^{N}$ are the rescaled empirical covariance matrices given by the formulae

$$
\begin{equation*}
P_{t}^{N}:=\left(1-\frac{1}{N}\right)^{-1} \mathcal{P}_{\eta_{t}^{N}}=\frac{1}{N-1} \sum_{1 \leqslant i \leqslant N}\left(\xi_{t}^{i}-m_{t}^{N}\right)\left(\xi_{t}^{i}-m_{t}^{N}\right)^{\prime} \tag{97}
\end{equation*}
$$

with the empirical measures

$$
\eta_{t}^{N}:=\frac{1}{N} \sum_{1 \leqslant i \leqslant N} \delta_{\xi_{t}^{i}} \text { and the sample mean } m_{t}^{N}:=\frac{1}{N} \sum_{1 \leqslant i \leqslant N} \xi_{t}^{i} .
$$

Note that (96) is a set of $N$ stochastic differential equations coupled via the empirical covariance matrix $P_{t}^{N}$. The mean-field particle interpretation of the second and third nonlinear diffusion processes in (94) are defined as above by replacing $\mathcal{P}_{\eta_{t}}$ by the sample covariance matrices $P_{t}^{N}$. The quasi-invariant measure $\eta_{\infty}$ and the parameter $\lambda_{0}$ are computed using the limiting formulae (91) and (92).

The interacting diffusions discussed above belong to the class of Ensemble Kalman filters, see for instance the pioneering article by Evensen [49], the series of articles [14, 15, 16, as well as [43, 44] and the references therein.

In contrast with the interacting jump process discussed in section 8.1 none of the nonlinear diffusions discussed in (94) can be extended to more general generators $\mathcal{L}$ and other choices of the potential function $V$.

We end this section with an application of the seminal feedback particle filter methodology recently developed by Mehta and Meyn and their co-authors [87, 88, 89, 90, 91] to Feynman-Kac models. Consider the diffusion

$$
d \bar{X}_{t}=\left(A\left(\bar{X}_{t}\right)+U_{t}\left(\bar{X}_{t}\right)\right) d t+B\left(\bar{X}_{t}\right) d W_{t}
$$

where $U_{t}(x)$ is the solution of the Poisson equation

$$
\sum_{1 \leqslant i \leqslant r} \frac{1}{g_{t}(x)} \partial_{x_{i}}\left(U_{t}^{i}(x) g_{t}(x)\right)=\left(V(x)-\eta_{t}(V)\right), \quad t \geqslant 0
$$

In the above display $g_{t}(x)$ stands for the density of the distribution $\bar{\eta}_{t}$ of the random state $\bar{X}_{t}$. The generator $\mathcal{L}_{\bar{\eta}_{t}}$ of the above time varying diffusion satisfies the equation

$$
\bar{\eta}_{t}\left(\mathcal{L}_{\bar{\eta}_{t}}(f)\right)=\bar{\eta}_{t}(\mathcal{L}(f))+\sum_{1 \leqslant i \leqslant r} \int U_{t}^{i}(x) \partial_{x_{i}} f(x) g_{t}(x) d x .
$$

Integrating by part the last term we obtain the formula

$$
\bar{\eta}_{t}\left(\mathcal{L}_{\bar{\eta}_{t}}(f)\right)=\bar{\eta}_{t}(L(f))-\int f(x)\left(V(x)-\bar{\eta}_{t}(V)\right) \bar{\eta}_{t}(d x),
$$

from which we conclude that

$$
\bar{\eta}_{t}\left(\mathcal{L}_{\bar{\eta}_{t}}(f)\right)=\bar{\eta}_{t}(L(f))-\bar{\eta}_{t}(f V)+\bar{\eta}_{t}(f) \bar{\eta}_{t}(V) .
$$

This shows that $\bar{\eta}_{t}=\operatorname{Law}\left(\bar{X}_{t}\right)=\eta_{t}$ coincides with the normalised Feynman-Kac measures.
For linear-Gaussian models we have $\eta_{t}=\mathcal{N}\left(\hat{X}_{t}, P_{t}\right)$. Thus, the Poisson equation resumes to the formula

$$
\begin{aligned}
\sum_{1 \leqslant i \leqslant r} \partial_{x_{i}} U_{t}^{i}(x)-\left(x-\hat{X}_{t}\right)^{\prime} P_{t}^{-1} U_{t}(x) & =\frac{1}{2}\left(x^{\prime} S x-\hat{X}_{t}^{\prime} S \hat{X}_{t}-\operatorname{Tr}\left(S P_{t}\right)\right) \\
& =\frac{1}{2}\left(x-\hat{X}_{t}\right)^{\prime} S\left(x-\hat{X}_{t}\right) .
\end{aligned}
$$

The solution of the above equation is clearly given by

$$
U_{t}(x)=-\frac{1}{2} P_{t} S\left(x+\widehat{X}_{t}\right) \Longrightarrow \sum_{1 \leqslant i \leqslant r} \partial_{x_{i}} U_{t}^{i}(x)=\operatorname{Tr}\left(P_{t} S\right)
$$

The resulting diffusion coincides with the second case in (94).

## 9 Spectral decompositions

The main focus of this section is the proof of Theorem 3.5 and Theorem 3.7, and the corresponding corollaries. Thus, in what follows, we assume that $R>0$ and $A^{\prime}=R^{-1} A R$. Before giving the proofs, we first spend some time discussing some properties of the reversible $h$-process introduced in section 2.5 and the Chebychev-Hermite polynomials introduced in section 3.2 .

### 9.1 Reversible $h$-processes

Due to the reversibility conditions, the fixed points of the algebraic Riccati equation (29) are given by the formulae

$$
\begin{equation*}
\left(P_{\infty}^{-}\right)^{-1}=-R^{-1} A-R^{-1}\left(A^{2}+R S\right)^{1 / 2}<0<P_{\infty}^{-1}=-R^{-1} A+R^{-1}\left(A^{2}+R S\right)^{1 / 2} \tag{98}
\end{equation*}
$$

with the square root $\left(A^{2}+R S\right)^{1 / 2}$ that has all positive eigenvalues. A proof of the above result can be found in [17]. To check that this square root is well-defined, observe that

$$
\begin{equation*}
A^{\prime}=R^{-1} A R \Longrightarrow A^{2}+R S=R\left(A^{\prime} R^{-1} A+S\right)=R\left(\left(A^{\prime}\right)^{2}+S R\right) R^{-1} \tag{99}
\end{equation*}
$$

which has positive eigenvalues. We also have the formulae

$$
\begin{equation*}
Q_{\infty}=P_{\infty}^{-1}+2 R^{-1} A \quad \text { and } \quad A-R Q_{\infty}=-\left(A^{2}+R S\right)^{1 / 2} \tag{100}
\end{equation*}
$$

which yields

$$
\operatorname{Spec}\left(A-R Q_{\infty}\right)=\left\{-|\lambda|^{1 / 2}: \lambda \in \operatorname{Spec}\left(A^{2}+R S\right)\right\}=\left\{-\lambda_{1}^{h}, \ldots,-\lambda_{r}^{h}\right\} \subset \mathbb{R}_{-}
$$

This implies that the spectral abcissa satisfies,

$$
\varsigma\left(A-R Q_{\infty}\right)=-\lambda_{1}^{h}<0
$$

Observe that in general situations, even though $\left(A-R Q_{\infty}\right)$ and $\left(A-R Q_{\infty}\right)^{\prime}$ have the same eigenvalues we have

$$
\left(A-R Q_{\infty}\right)^{\prime}=-\left(\left(A^{\prime}\right)^{2}+S R\right)^{1 / 2} \neq-\left(A^{2}+R S\right)^{1 / 2}=\left(A-R Q_{\infty}\right)
$$

Thus even when $\mu(A)<0$ there are situations where

$$
\varsigma\left(A-R Q_{\infty}\right)<0<\mu\left(A-R Q_{\infty}\right)
$$

For a more thorough discussion on these situations, we refer the reader to section 4.1 in the article [43]. Using the formula (100), as well as the definitions of $h_{0}$ and $v$ given in (8) and (40), respectively, we have

$$
v(d x) h_{0}(x)=\exp \left(-\frac{1}{2} x^{\prime} P_{\infty}^{-1} x\right) \quad \text { and } \quad v\left(h_{0}\right):=\int v(d x) h_{0}(x)=\sqrt{\operatorname{det}\left(2 \pi P_{\infty}\right)} .
$$

This implies that

$$
\mathbb{B}_{h}(v)=\eta_{\infty} \quad \text { and } \quad \eta_{\infty}^{h}=\mathbb{B}_{h}\left(\eta_{\infty}\right)=\mathbb{B}_{h^{2}}(v) .
$$

The limiting covariance matrix of the $h$-process is given more explicitly by the formulae

$$
\begin{equation*}
P_{\infty}^{h}:=\left(P_{\infty}^{-1}+Q_{\infty}\right)^{-1}=\frac{1}{2}\left(P_{\infty}^{-1}+R^{-1} A\right)^{-1}=\frac{1}{2} R\left(A^{2}+R S\right)^{-1 / 2} \tag{101}
\end{equation*}
$$

where we have used (100) and (98). Combining this with the second equality in (100), we obtain

$$
\begin{equation*}
Q_{\infty}-R^{-1} A=R^{-1}\left(A^{2}+R S\right)^{1 / 2}=\left(2 P_{\infty}^{h}\right)^{-1}=\frac{1}{2}\left(P_{\infty}^{-1}+Q_{\infty}\right), \tag{102}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
102 \Longrightarrow v\left(h_{0}^{2}\right)=(2 \pi)^{r / 2} / \sqrt{\operatorname{det}\left(P_{\infty}^{-1}+Q_{\infty}\right)} . \tag{103}
\end{equation*}
$$

Finally notice that

$$
\begin{equation*}
A R=R A^{\prime} \Longleftrightarrow\left(A-R Q_{\infty}\right) P_{\infty}^{h}+P_{\infty}^{h}\left(A-R Q_{\infty}\right)^{\prime}+R=0 . \tag{104}
\end{equation*}
$$

Thus, our condition ensures the reversibility property (42) of the $h$-process.
Remark 9.1. Assume that $S>0$ and $S A=A^{\prime} S$. In this situation, the fixed point matrices ( $P_{\infty}^{-}, P_{\infty}$ ) are given by (cf. [17])

$$
\begin{equation*}
P_{\infty}^{-}=A S^{-1}-\left(A^{2}+R S\right)^{1 / 2} S^{-1}<0<P_{\infty}=A S^{-1}+\left(A^{2}+R S\right)^{1 / 2} S^{-1} . \tag{105}
\end{equation*}
$$

Thus, whenever $S, R>0$ and $S A S^{-1}=A^{\prime}=R^{-1} A R$ we have

$$
\begin{equation*}
\left(A-R Q_{\infty}\right)=-\left(A^{2}+R S\right)^{1 / 2}=\left(A-P_{\infty} S\right) \quad \text { and } \quad R Q_{\infty}=P_{\infty} S \tag{106}
\end{equation*}
$$

Using (67) we also have

$$
\begin{aligned}
& \left(P_{\infty}^{h}\right)^{-1}=P_{\infty}^{-1}+Q_{\infty}=2\left(P_{\infty}^{-1}+R^{-1} A\right)=2 R^{-1}\left(A^{2}+R S\right)^{1 / 2}=-2 R^{-1}\left(A-P_{\infty} S\right) \\
& \Longrightarrow \operatorname{det}\left(P_{\infty}^{-1}+Q_{\infty}\right)=2^{r} \sqrt{\left|\operatorname{det}\left(A^{2}+R S\right)\right|} / \operatorname{det}(R) .
\end{aligned}
$$

This implies that

$$
R Q_{\infty}=P_{\infty} S=R P_{\infty}^{-1}+2 A=A+\left(A^{2}+R S\right)^{1 / 2}
$$

Whenever $S>0$, up to a change of basis, there is no loss of generality to assume that $S=I$. More precisely the matrices $\bar{P}_{t}:=S^{1 / 2} P_{t} S^{1 / 2}$ satisfy the same Riccati equation as $P_{t}$ when we replace $(A, R, S)$ by the matrices

$$
\begin{equation*}
(\bar{A}, \bar{R}, \bar{S}):=\left(S^{1 / 2} A S^{-1 / 2}, S^{1 / 2} R S^{1 / 2}, I\right) \tag{107}
\end{equation*}
$$

### 9.2 Chebychev-Hermite polynomials

Before moving on to the proofs of the spectral theorems, we start with a brief review on multivariate Chebychev-Hermite polynomials.

The generating function for the family of multivariate Chebychev-Hermite polynomials $\mathbb{H}_{n}^{r}(x)$ indexed by $n \in \mathbb{N}^{r}$ is defined for any $u, x \in \mathbb{R}^{r}$ as the convergent series expansion

$$
\mathbb{S}_{u}^{r}(x):=\sum_{n \in \mathbb{N}^{r}} \frac{u^{n}}{n!} \mathbb{H}_{n}^{r}(x)=\exp \left(u^{\prime} x-\frac{1}{2} u^{\prime} u\right)
$$

with the multiple index notation

$$
n=\left(n_{1}, \ldots, n_{r}\right) \in \mathbb{N}^{r} \quad u=\left(u_{1}, \ldots, u_{r}\right) \in \mathbb{R}^{r} \Longrightarrow u^{n}:=u_{1}^{n_{1}} \times \ldots \times u_{r}^{n_{r}}
$$

Recall that $\frac{1}{\sqrt{n!}} \mathbb{H}_{n}^{r}$ forms an orthonormal basis of the Hilbert space $\mathbb{L}_{2}(\nu)$, where $\nu=\mathcal{N}(0, I)$ stands for the centered Gaussian measure on $\mathbb{R}^{r}$ with unit covariance. Observe that (100) implies

$$
\begin{align*}
& \left(A-R Q_{\infty}\right)=-\left(A^{2}+R S\right)^{1 / 2}=-\frac{1}{2} R\left(P_{\infty}^{h}\right)^{-1} \\
\Longrightarrow & \Lambda^{h}=\left(P_{\infty}^{h}\right)^{-1 / 2}\left(A-R Q_{\infty}\right)\left(P_{\infty}^{h}\right)^{1 / 2}=-\frac{1}{2}\left(P_{\infty}^{h}\right)^{-1 / 2} R\left(P_{\infty}^{h}\right)^{-1 / 2}<0 . \tag{108}
\end{align*}
$$

In addition, we have

$$
\begin{equation*}
\operatorname{Spec}\left(\Lambda^{h}\right)=\left\{-|\lambda|^{1 / 2}: \lambda \in \operatorname{Spec}\left(A^{2}+R S\right)\right\} \subset \mathbb{R}_{-} \tag{109}
\end{equation*}
$$

Definition 9.2. We denote by $z_{i}$ an orthonormal eigenvector of the matrix $\Lambda^{h}$ associated with an eigenvalue $\lambda_{i}\left(\Lambda^{h}\right):=-\lambda_{i}^{h}<0$, with $i \in\{1, \ldots, r\}$, and we set

$$
\mathcal{Z}:=\left(z_{1}, \ldots, z_{r}\right) \Longrightarrow \mathcal{Z}^{\prime} \mathcal{Z}=I \quad \text { and } \quad \mathcal{E}_{t}^{h}\left(Q_{\infty}\right):=\exp \left(\Lambda^{h} t\right)
$$

Lemma 9.3. For any $t \geqslant 0$ we have

$$
I-\left(P_{\infty}^{h}\right)^{-1 / 2} P_{t}^{h}\left(P_{\infty}^{h}\right)^{-1 / 2}=\mathcal{E}_{t}^{h}\left(Q_{\infty}\right)^{2} \quad \text { and } \quad \mathcal{E}_{t}^{h}\left(Q_{\infty}\right)^{\prime}=\mathcal{E}_{t}^{h}\left(Q_{\infty}\right) .
$$

Proof. Observe that

$$
\begin{aligned}
A R=R A^{\prime} & \Longrightarrow R^{-1}\left(A-R Q_{\infty}\right)=\left(A-R Q_{\infty}\right)^{\prime} R^{-1} \\
& \Longrightarrow \quad \forall n \geqslant 1 \quad R^{-1}\left(A-R Q_{\infty}\right)^{n} R=\left(\left(A-R Q_{\infty}\right)^{\prime}\right)^{n}
\end{aligned}
$$

This yields the formula

$$
P_{t}^{h}=P_{\infty}^{h}\left(I-R^{-1} e^{2\left(A-R Q_{\infty}\right) t} R\right)=P_{\infty}^{h}\left(I-e^{2\left(A-R Q_{\infty}\right)^{\prime} t}\right)
$$

and therefore

$$
P_{t}^{h}=\left(I-e^{2\left(A-R Q_{\infty}\right) t}\right) P_{\infty}^{h}
$$

This implies that

$$
\left(P_{\infty}^{h}\right)^{-1 / 2} P_{t}^{h}\left(P_{\infty}^{h}\right)^{-1 / 2}=I-\left(P_{\infty}^{h}\right)^{-1 / 2} e^{2\left(A-R Q_{\infty}\right) t}\left(P_{\infty}^{h}\right)^{1 / 2} .
$$

By (108), we have the commutative property

$$
\begin{equation*}
\left(P_{\infty}^{h}\right)^{-1 / 2}\left(A-R Q_{\infty}\right)\left(P_{\infty}^{h}\right)^{1 / 2}=\left(P_{\infty}^{h}\right)^{1 / 2}\left(A-R Q_{\infty}\right)^{\prime}\left(P_{\infty}^{h}\right)^{-1 / 2}, \tag{110}
\end{equation*}
$$

which implies that

$$
P_{\infty}^{h} e^{t\left(A-R Q_{\infty}\right)^{\prime}}=e^{t\left(A-R Q_{\infty}\right)} P_{\infty}^{h} \Longleftrightarrow e^{t\left(A-R Q_{\infty}\right)}=P_{\infty}^{h} e^{t\left(A-R Q_{\infty}\right)^{\prime}}\left(P_{\infty}^{h}\right)^{-1} .
$$

Thus, we have

$$
\begin{aligned}
& \left(P_{\infty}^{h}\right)^{-1 / 2} e^{2\left(A-R Q_{\infty}\right) t}\left(P_{\infty}^{h}\right)^{1 / 2} \\
& =\left(\left(P_{\infty}^{h}\right)^{-1 / 2} e^{\left(A-R Q_{\infty}\right) t}\left(P_{\infty}^{h}\right)^{1 / 2}\right)\left(\left(P_{\infty}^{h}\right)^{1 / 2} e^{t\left(A-R Q_{\infty}\right)^{\prime}}\left(P_{\infty}^{h}\right)^{-1 / 2}\right)
\end{aligned}
$$

and can conclude that

$$
\mathcal{E}_{t}^{h}\left(Q_{\infty}\right)^{2}=\mathcal{E}_{t}^{h}\left(Q_{\infty}\right) \mathcal{E}_{t}^{h}\left(Q_{\infty}\right)^{\prime} .
$$

Lemma 9.4. For any $u, x \in \mathbb{R}^{r}$ and any $t \geqslant 0$ we have

$$
\begin{equation*}
\mathbb{E}\left(\mathbb{S}_{u}^{r}\left(\left(P_{\infty}^{h}\right)^{-1 / 2} X_{t}^{h}(x)\right)\right)=\mathbb{S}_{\mathcal{E}_{t}^{h}\left(Q_{\infty}\right) u}^{r}\left(\left(P_{\infty}^{h}\right)^{-1 / 2} x\right) \tag{111}
\end{equation*}
$$

Proof. Using the decomposition

$$
\left(P_{\infty}^{h}\right)^{-1 / 2} X_{t}^{h}(x) \stackrel{l a w}{=}\left(P_{\infty}^{h}\right)^{-1 / 2} \widehat{X}_{t}^{h}(x)+\left(P_{\infty}^{h}\right)^{-1 / 2}\left(P_{t}^{h}\right)^{1 / 2} W_{1},
$$

where $W_{1} \sim \mathcal{N}(0, I)$, it follows that

$$
\begin{aligned}
& \log \mathbb{E}\left(\exp \left(u^{\prime}\left(P_{\infty}^{h}\right)^{-1 / 2} X_{t}^{h}(x)-\frac{1}{2} u^{\prime} u\right)\right) \\
& =u^{\prime}\left(P_{\infty}^{h}\right)^{-1 / 2} e^{\left(A-R Q_{\infty}\right) t} x-\frac{1}{2} u^{\prime}\left(I-\left(P_{\infty}^{h}\right)^{-1 / 2} P_{t}^{h}\left(P_{\infty}^{h}\right)^{-1 / 2}\right) u \\
& =u^{\prime}\left(P_{\infty}^{h}\right)^{-1 / 2} e^{\left(A-R Q_{\infty}\right) t}\left(P_{\infty}^{h}\right)^{1 / 2}\left(P_{\infty}^{h}\right)^{-1 / 2} x-\frac{1}{2} u^{\prime}\left(P_{\infty}^{h}\right)^{-1 / 2} e^{2\left(A-R Q_{\infty}\right) t}\left(P_{\infty}^{h}\right)^{1 / 2} u .
\end{aligned}
$$

This implies that

$$
\begin{align*}
& \log \mathbb{E}\left(\exp \left(u^{\prime}\left(P_{\infty}^{h}\right)^{-1 / 2} X_{t}^{h}(x)-\frac{1}{2} u^{\prime} u\right)\right)  \tag{112}\\
& =\left(\mathcal{E}_{t}^{h}\left(Q_{\infty}\right) u\right)^{\prime}\left(P_{\infty}^{h}\right)^{-1 / 2} x-\frac{1}{2}\left(\mathcal{E}_{t}^{h}\left(Q_{\infty}\right) u\right)^{\prime}\left(\mathcal{E}_{t}^{h}\left(Q_{\infty}\right) u\right),
\end{align*}
$$

from which the result now follows.

### 9.3 Proofs of the spectral theorems

We are now in position to prove the spectral theorems, Theorem 3.5 and Theorem 3.7.

### 9.3.1 Proof of Theorem 3.5

It suffices to show that

$$
\mathbb{E}\left(\mathbb{S}_{u}^{r}\left(\mathcal{Z}^{\prime}\left(P_{\infty}^{h}\right)^{-1 / 2} X_{t}^{h}(x)\right)\right)=\mathbb{S}_{e^{t \bar{\Omega}^{h}} u}^{r}\left(\mathcal{Z}^{\prime}\left(P_{\infty}^{h}\right)^{-1 / 2} x\right),
$$

where $\mathcal{Z}$ was defined in Definition 9.2 and $\bar{\Lambda}^{h}:=\mathcal{Z}^{\prime} \Lambda^{h} \mathcal{Z}=\operatorname{Diag}\left(-\lambda_{1}^{h}, \ldots,-\lambda_{r}^{h}\right)$.
To this end, observe that for any $x, u \in \mathbb{R}^{r}$, we have

$$
\mathbb{S}_{u}^{r}\left(\mathcal{Z}^{\prime} x\right)=\exp \left(u^{\prime} \mathcal{Z}^{\prime} x-\frac{1}{2} u^{\prime} \mathcal{Z}^{\prime} \mathcal{Z} u\right)=\mathbb{S}_{\mathcal{Z} u}^{r}(x)
$$

Also note that

Thus, combining these observations with Lemma 9.4, we have

$$
\begin{aligned}
\mathbb{E}\left(\mathbb{S}_{u}^{r}\left(\mathcal{Z}^{\prime}\left(P_{\infty}^{h}\right)^{-1 / 2} X_{t}^{h}(x)\right)\right) & =\mathbb{E}\left(\mathbb{S}_{\mathcal{Z} u}^{r}\left(\left(P_{\infty}^{h}\right)^{-1 / 2} X_{t}^{h}(x)\right)\right) \\
& =\mathbb{S}_{\mathcal{E}_{t}^{r}\left(Q_{\infty}\right) \mathcal{Z} u}^{r}\left(\left(P_{\infty}^{h}\right)^{-1 / 2} x\right) \\
& =\mathbb{S}_{\mathcal{Z} e^{t \Lambda^{h}} u}^{r}\left(\left(P_{\infty}^{h}\right)^{-1 / 2} x\right) \\
& =\mathbb{S}_{e^{t \bar{\Lambda}^{h}} u}^{r}\left(\mathcal{Z}^{\prime}\left(P_{\infty}^{h}\right)^{-1 / 2} x\right) .
\end{aligned}
$$

### 9.3.2 Proof of Corollary 3

We first prove the estimate 55). Using the decomposition from Theorem 3.5, it is straightforward to show that for any function $f \in \mathbb{L}_{2}\left(\eta_{\infty}^{h}\right)$ we have

$$
\begin{aligned}
\left\|\mathcal{K}_{t}^{h}(f)-\eta_{\infty}^{h}(f)\right\|_{2, \eta_{\infty}^{h}}^{2} & =\sum_{n \in \mathbb{N}^{r}-\{(0)\}} e^{-2 \lambda_{n}^{h} t} \eta_{\infty}^{h}\left(f \varphi_{n}^{h}\right)^{2} \\
& \leqslant e^{-2 \lambda_{1}^{h} t} \sum_{n \in \mathbb{N}^{r}-\{(0)\}} \eta_{\infty}^{h}\left(f \varphi_{n}^{h}\right)^{2} \\
& =e^{-2 \lambda_{1}^{h} t}\left\|f-\eta_{\infty}^{h}(f)\right\|_{2, \eta_{\infty}^{h}}^{2} .
\end{aligned}
$$

Now let us prove that this is equivalent to (56). For small values of the time parameter $t<\left(2 \lambda_{1}^{h}\right)^{-1}$ an elementary second order Taylor expansion of the exponential function yields

$$
e^{-2 \lambda_{1}^{h} t}\left\|f-\eta_{\infty}^{h}(f)\right\|_{2, \eta_{\infty}^{h}}^{2}=\left(1-2 \lambda_{1}^{h} t\right)\left\|f-\eta_{\infty}^{h}(f)\right\|_{2, \eta_{\infty}^{h}}^{2}+\mathrm{o}(t) .
$$

In the same vein, we have

$$
\begin{aligned}
& \left\|\mathcal{K}_{t}^{h}(f)-\eta_{\infty}^{h}(f)\right\|_{2, \eta_{\infty}^{h}}^{2} \\
& =\left\|f-\eta_{\infty}^{h}(f)\right\|_{2, \eta_{\infty}^{h}}^{2}+t \eta_{\infty}^{h}\left(\frac{1}{t}\left(\mathcal{K}_{t}^{h}(f)-f\right)\left(\mathcal{K}_{t}^{h}(f)+f\right)\right) \\
& =\left\|f-\eta_{\infty}^{h}(f)\right\|_{2, \eta_{\infty}^{h}}^{2}-2 t E_{h}(f, f)+\mathrm{o}(t) .
\end{aligned}
$$

Using (55) we obtain the Poincaré inequality (56).
On the other hand, suppose (56) holds. The Markov transitions $\mathcal{K}_{t}^{h}$ satisfy the ChapmanKolmogorov evolution equation given in weak form by the formulae

$$
\begin{equation*}
\partial_{t} \mathcal{K}_{t}^{h}=\mathcal{K}_{t}^{h} \mathcal{L}^{h}=\mathcal{L}^{h} \mathcal{K}_{t}^{h} . \tag{113}
\end{equation*}
$$

This yields the Dirichlet form equation

$$
\partial_{t} \eta_{\infty}^{h}\left(f \mathcal{K}_{t}^{h}(g)\right)_{\mid t=0}=-E_{h}(f, g):=\eta_{\infty}^{h}\left(f \mathcal{L}^{h}(g)\right),
$$

and hence

$$
\begin{equation*}
\partial_{t}\left\|\mathcal{K}_{t}^{h}(f)-\eta_{\infty}^{h}(f)\right\|_{2, \eta_{\infty}^{h}}^{2}=-2 E_{h}\left(\mathcal{K}_{t}^{h}(f), \mathcal{K}_{t}^{h}(f)\right) . \tag{114}
\end{equation*}
$$

Combining this with (56) yields (55).

### 9.3.3 Proof of Theorem 3.7

Recall that $\mathcal{K}_{t}^{h}$ and $\mathcal{K}_{t}$ are connected via

$$
e^{\lambda_{0} t} \mathcal{K}_{t}=\Upsilon_{h} \circ \mathcal{K}_{t} \circ \Upsilon_{h}
$$

where the isometry $\Upsilon_{h}$ was defined in (25). Using this and the formula $\eta_{\infty}^{h}=\mathbb{B}_{h_{0}^{2}}(v)$, it is straightforward to show that

$$
\mathcal{K}_{t}(x, \delta y)=\sum_{n \in \mathbb{N}^{r}} e^{-\lambda_{n} t} \varphi_{n}(x) \varphi_{n}(y) v(d y),
$$

where

$$
\varphi_{n}(x)=\Upsilon_{h}\left(\varphi_{n}^{h}\right)=\frac{h_{0}(x)}{\sqrt{v\left(h_{0}^{2}\right)}} \varphi_{n}^{h}(x)=\frac{h_{0}(x) \varphi_{n}^{h}(x)}{\sqrt{v\left(h_{0}\right) \eta_{\infty}\left(h_{0}\right)}} \Longrightarrow \varphi_{0}(x)=\frac{h_{0}(x)}{\sqrt{v\left(h_{0}^{2}\right)}}
$$

and $\lambda_{n}=\lambda_{0}+\lambda_{n}^{h}$. To complete the proof, note that from the definitions of $\eta_{\infty}, h_{0}$ and $v$ given in (22), (8) and (40), respectively, we observe that

$$
\eta_{\infty}\left(h_{0}\right)=\left(\operatorname{det}\left(I+P_{\infty} Q_{\infty}\right)\right)^{-1 / 2} \quad \text { and } \quad v\left(h_{0}\right)=\left(\operatorname{det}\left(2 \pi P_{\infty}\right)\right)^{1 / 2} .
$$

This yields the formulae

$$
v\left(h_{0}\right) \eta_{\infty}\left(h_{0}\right)=(2 \pi)^{r / 2}\left(\operatorname{det}\left(P_{\infty}^{-1}+Q_{\infty}\right)\right)^{-1 / 2},
$$

which ends the proof of the theorem.

### 9.3.4 Proof of Corollary 3.8

We have the decomposition

$$
\begin{equation*}
e^{\lambda_{0} t} \mathcal{K}_{t}(f)(x)-\frac{h_{0}(x)}{\eta_{\infty}\left(h_{0}\right)} \eta_{\infty}(f)=\sum_{n \in \mathbb{N}^{r}-\{0\}} e^{-\lambda_{n}^{h} t} \varphi_{n}(x) v\left(\varphi_{n} f\right) . \tag{115}
\end{equation*}
$$

The proof of (59) is now a direct consequence of the formulae $\eta_{\infty}=\mathbb{B}_{h_{0}}(v)$ and

$$
\sum_{n \in \mathbb{N}^{r}-\{0\}} v\left(f \varphi_{n}\right)^{2}=\|f\|_{2, v}^{2}-v\left(\varphi_{0} f\right)^{2}=v\left(f^{2}\right)-\left(v\left(\frac{h_{0} f}{\sqrt{v\left(h_{0}^{2}\right)}}\right)\right)^{2} .
$$

## 10 Appendix

Here we provide the proofs of the assertions (45)-(48) stated in section 2.5. Thus we assume that the matrices $(A, R, S)$ satisfy the rank condition (3) and that we have $R>0$ and $A R=R A^{\prime}$. We prove the four assertions in the order they are stated.

By the density transport formula (43) we have

$$
\eta_{0}^{h}(d x)=f_{0}(x) \eta_{\infty}^{h}(d x) \Longrightarrow \partial_{t} \operatorname{Ent}\left(\eta_{t}^{h} \mid \eta_{\infty}^{h}\right)=\int\left(1+\log \mathcal{K}_{t}^{h}\left(f_{0}\right)\right) \mathcal{L}^{h}\left(\mathcal{K}_{t}^{h}\left(f_{0}\right)\right) d \eta_{\infty}^{h}
$$

Applying the integration by parts formula (44) to $g=1+\log \mathcal{K}_{t}^{h}\left(f_{0}\right)$ we find the de Bruijn identity (45)

$$
\partial_{t} \operatorname{Ent}\left(\eta_{t}^{h} \mid \eta_{\infty}^{h}\right)=-\frac{1}{2} \int \frac{\left\|\nabla \mathcal{K}_{t}^{h}\left(f_{0}\right)\right\|^{2}}{\mathcal{K}_{t}^{h}\left(f_{0}\right)} d \eta_{\infty}^{h}:=-\frac{1}{2} \mathcal{J}\left(\eta_{t}^{h} \mid \eta_{\infty}^{h}\right) .
$$

Next, observe that using (38) we obtain

$$
\nabla \hat{X}_{t}^{h}(x)=\exp \left(\left(A-R Q_{\infty}\right)^{\prime} t\right)
$$

Also note that

$$
\nabla \mathcal{K}_{t}^{h}\left(f_{0}\right)(x)=\nabla \mathbb{E}\left(f_{0}\left(\hat{X}_{t}^{h}(x)\right)\right)=\mathbb{E}\left(\nabla \hat{X}_{t}^{h}(x)\left(\nabla f_{0}\right)\left(\hat{X}_{t}^{h}(x)\right)\right.
$$

This yields the commutative property

$$
\begin{aligned}
& \nabla \mathcal{K}_{t}^{h}\left(f_{0}\right)=e^{\left(A-R Q_{\infty}\right)^{\prime} t} \mathcal{K}_{t}^{h}\left(\nabla f_{0}\right) \\
& \Longrightarrow \mathcal{J}\left(\eta_{t}^{h} \mid \eta_{\infty}^{h}\right)=\int \frac{\mathcal{K}_{t}^{h}\left(\nabla f_{0}\right)(x)^{\prime}}{\sqrt{\mathcal{K}_{t}^{h}\left(f_{0}\right)(x)}} e^{\left(A-R Q_{\infty)}\right)} e^{\left(A-R Q_{\infty}\right)^{\prime} t} \frac{\mathcal{K}_{t}^{h}\left(\nabla f_{0}\right)(x)}{\sqrt{\mathcal{K}_{t}^{h}\left(f_{0}\right)(x)}} \eta_{\infty}^{h}(d x) .
\end{aligned}
$$

Applying Cauchy Schwartz inequality we find that

$$
\begin{aligned}
\mathcal{J}\left(\eta_{t}^{h} \mid \eta_{\infty}^{h}\right) & \leqslant\left\|e^{\left(A-R Q_{\infty}\right) t}\right\|^{2} \int \eta_{\infty}^{h}(d x) \frac{\left\|\mathcal{K}_{t}^{h}\left(\sqrt{f_{0}}\left(\nabla f_{0} / \sqrt{f_{0}}\right)\right)(x)\right\|^{2}}{\mathcal{K}_{t}^{h}\left(f_{0}\right)(x)} \\
& \leqslant\left\|e^{\left(A-R Q_{\infty}\right) t}\right\|^{2} \int \eta_{\infty}^{h}(d x) \mathcal{K}_{t}^{h}\left(\left\|\nabla f_{0}\right\|^{2} / f_{0}\right)(x) \\
& =\left\|e^{\left(A-R Q_{\infty}\right) t}\right\|^{2} \eta_{\infty}^{h}\left(\left\|\nabla f_{0}\right\|^{2} / f_{0}\right) .
\end{aligned}
$$

This yields the Fisher information exponential decays (46)

$$
\mathcal{J}\left(\eta_{t}^{h} \mid \eta_{\infty}^{h}\right) \leqslant\left\|\exp \left(\left(A-R Q_{\infty}\right) t\right)\right\|^{2} \mathcal{J}\left(\eta_{0}^{h} \mid \eta_{\infty}^{h}\right) \longrightarrow_{t \rightarrow \infty} 0 .
$$

Applying the de Bruijn identity we have

$$
\operatorname{Ent}\left(\eta_{0}^{h} \mid \eta_{\infty}^{h}\right)=-\int_{0}^{\infty} \partial_{s} \operatorname{Ent}\left(\eta_{s}^{h} \mid \eta_{\infty}^{h}\right) d s=\frac{1}{2} \int_{0}^{\infty} \mathcal{J}\left(\eta_{s}^{h} \mid \eta_{\infty}^{h}\right) d s
$$

which yields the log-Sobolev inequality (47)

$$
\operatorname{Ent}\left(\eta_{0}^{h} \mid \eta_{\infty}^{h}\right) \leqslant\left(\frac{1}{2} \int_{0}^{\infty}\left\|\exp \left(\left(A-R Q_{\infty}\right) s\right)\right\|^{2} d s\right) \mathcal{J}\left(\eta_{0}^{h} \mid \eta_{\infty}^{h}\right) .
$$

Finally, applying the Log-Sobolev inequality to $\eta_{t}^{h}$, the de Bruijn identity now yields the free energy exponential decays (48)

$$
\partial_{t} \operatorname{Ent}\left(\eta_{t}^{h} \mid \eta_{\infty}^{h}\right)=-\frac{1}{2} \mathcal{J}\left(\eta_{t}^{h} \mid \eta_{\infty}^{h}\right) \leqslant-\left(\int_{0}^{\infty}\left\|e^{\left(A-R Q_{\infty}\right) s}\right\|^{2} d s\right)^{-1} \operatorname{Ent}\left(\eta_{t}^{h} \mid \eta_{\infty}^{h}\right)
$$
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