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Abstract

Despite the widespread usage of discrete generation Ensemble Kalman particle filter-
ing methodology to solve nonlinear and high dimensional filtering and inverse problems,
little is known about their mathematical foundations. As genetic-type particle filters
(a.k.a. sequential Monte Carlo), this ensemble-type methodology can also be interpreted
as mean-field particle approximations of the Kalman-Bucy filtering equation. In contrast
with conventional mean-field type interacting particle methods equipped with a globally
Lipschitz interacting drift-type function, Ensemble Kalman filters depend on a nonlinear
and quadratic-type interaction function defined in terms of the sample covariance of the
particles.

Most of the literature in applied mathematics and computer science on these sophis-
ticated interacting particle methods amounts to designing different classes of useable
observer-type particle methods. These methods are based on a variety of inconsistent but
judicious ensemble auxiliary transformations or include additional inflation/localisation-
type algorithmic innovations, in order to avoid the inherent time-degeneracy of an insuf-
ficient particle ensemble size when solving a filtering problem with an unstable signal.

To the best of our knowledge, the first and the only rigorous mathematical analysis
of these sophisticated discrete generation particle filters is developed in the pioneering
articles by Le Gland-Monbet-Tran and by Mandel-Cobb-Beezley, which were published
in the early 2010s. Nevertheless, besides the fact that these studies prove the asymptotic
consistency of the Ensemble Kalman filter, they provide exceedingly pessimistic mean-
error estimates that grow exponentially fast with respect to the time horizon, even for
linear Gaussian filtering problems with stable one dimensional signals.

In the present article we develop a novel self-contained and complete stochastic
perturbation analysis of the fluctuations, the stability, and the long-time performance
of these discrete generation ensemble Kalman particle filters, including time-uniform
and non-asymptotic mean-error estimates that apply to possibly unstable signals. To
the best of our knowledge, these are the first results of this type in the literature on
discrete generation particle filters, including the class of genetic-type particle filters and
discrete generation ensemble Kalman filters. The stochastic Riccati difference equations
considered in this work are also of interest in their own right, as a prototype of a new
class of stochastic rational difference equation.

Keywords : Ensemble Kalman Filter, stochastic Riccati difference equation, rational
difference equations, non-central χ-square, Feynman-Kac formulae, uniform estimates
with respect to the time horizon, exponential stability, stochastic perturbation theorems.
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1 Introduction

The Ensemble Kalman filter (abbreviated EnKF) is a class of interacting particle system
methodologies for solving nonlinear filtering and inverse problems. They were introduced
by Evensen in the seminal article [44] published in 1994, see also [45, 46] for a more recent
overview. In the last three decades the EnKF methodology has become one of the most used
numerical techniques for solving high dimensional forecasting and data assimilation problems
in a variety of applications including ocean and atmosphere sciences [1, 67, 68, 58, 73],
fluid mechanics [14, 74, 78], image inverse problems [15], weather forecasting [3, 4, 30, 49],
environmental and ecological statistics [43, 52] and oil reservoir simulations [47, 72, 82, 83,
94]. To connect these EnKF techniques with particle filtering methodology for solving high
dimensional problems arising in fluid mechanics, we also refer to [59].

In contrast with genetic-type particle filters (a.k.a. Sequential Monte Carlo, often ab-
breviated SMC), the EnKF is defined by a system of particles evolving as the signal in some
state space with an interaction function that depends on the sample covariance matrices of
the system. For a detailed mathematical description of particle filters and ensemble Kalman
filter methodologies in both continuous and discrete time settings we refer, for instance, to
the book [39] and the references therein. See also section 2.2 in the present article dedicated
to nonlinear Kalman-Bucy type Markov chains and their mean-field particle interpretations.

There exists a vast literature in data assimilation theory dedicated to the numerical
analysis of the EnKF view as a useable observer-type algorithm with a very small sample
size and equipped with a variety of judicious ensemble square-root type transformations, as
well as inflation/localisation-type algorithmic innovations to control the unstable directions
of the signal, see for instance [5, 6, 60, 61, 92, 93], as well as [21, 23] and the references
therein. From this point of view, the EnKF is no longer interpreted as a true approximation
of the optimal filter but as an observer. Here, the terminology “well-posedness” is not
understood as a traditional mathematical consistency-type property of some Monte Carlo
statistical estimate but as a lack of divergence of the algorithm with respect to the time
horizon.

Despite the widespread use of EnKF techniques to solve nonlinear and high dimensional
filtering and inverse problems, little is known about their theoretical performance and their
mathematical foundations. The first rigorous mathematical analysis of discrete generation
EnKF appeared in 2011 in the independent pioneering works of Le Gland, Monbet and
Tran [48], and Mandel, Cobb and Beezley [70]. These two seminal articles provide mean
error estimates for discrete generation EnKF and show that the EnKF converges towards
the Kalman filter for linear-Gaussian problems as the number of samples, say N , tends to
infinity. The article [48] also shows that the EnKF doesn’t converge to the optimal filter for
nonlinear or non-Gaussian filtering problems.

The consistent-type EnKF methodology for linear-Gaussian models can be extended
to nonlinear filtering problems using the new class feedback particle filter methodology
introduced by Mehta and Meyn and their co-authors in the series of seminal articles [84,
85, 86, 87, 91]. To obtain a consistent EnKF for nonlinear filtering problems one needs to
solve a Poisson-type equation at every time step, which often requires an additional level of
approximation. The theoretical analysis of this type of sophisticated nonlinear EnKF is not
discussed in the present article but we refer the reader to [91, 89, 90] for the analysis of its
performance and the convergence.
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Besides these fundamental theoretical advances in the understanding of EnKF filters
in linear-Gaussian models, the non-asymptotic analysis developed in the aforementioned
articles yields exceedingly pessimistic estimates that grow exponentially fast with respect
to the time horizon. Note that for a time horizon t “ 39 an innocent exponential bound of
the form 55ˆ e5t{N ě 1086{N will require a sample size N that is 10 times larger than the
number 1086 of elementary particles of matter in the visible universe in order to obtain a
poor 10% accuracy after 39 runs.

The mathematical analysis of the continuous-time version of the EnKF methodology
has started more recently in [37, 38], followed by the series of articles [18, 20, 22], see also
review article [23]. Some extensions to nonlinear filtering problems are also developed in the
series of more recent articles [62, 63, 64, 65, 75]. In contrast with the feedback particle filter
methodology discussed above, these articles are concerned with a class of EnKF particle
filters that are only consistent for linear-Gaussian models. As expected, for nonlinear or
non-Gaussian filtering problems, none of these EnKF converge to the optimal filter as the
number of particles tends to infinity.

From a probabilistic viewpoint, in the linear-Gaussian case, continuous time EnKF are
represented by a Kalman-Bucy-type diffusion coupled with a stochastic Riccati matrix
nonlinear diffusion equation (see for instance Theorem 3.1 in [37]). In the series of arti-
cles [37, 38, 18, 20, 22], the authors present a refined stochastic stability analysis of these
rather sophisticated diffusion-type perturbation models, including central limit theorems, as
well as uniform bias and mean error estimates with respect to the time horizon for several
classes of consistent EnKF stochastic models.

To describe briefly these results, as underlined in the review article [23], we emphasise
that the continuous-time EnKF methodology (for linear-Gaussian models) may be broadly
divided into three different classes of probabilistic models, according to the level of fluctua-
tion added via sampling noise needed to ensure that the EnKF sample mean and covariance
are consistent in the linear-Gaussian setting. By chronological order of appearance in the
literature, these three different classes of continuous-time EnKF are briefly discussed below.

The continuous time version of the EnKF discussed in section 2.2 in the present article
coincides with the so-called “Vanilla” discrete time original form of the EnKF [44, 30]. This
first class of continuous-time EnKF exhibits the most fluctuations due to sampling both
signal and observation noises (see for instance the evolution equation (6)).

The second class of EnKF is a continuous-time version of the Sakov and Oke square root
filter (a.k.a. “deterministic EnKF”) introduced in [80, 81], see also [76, 77]. Unfortunately,
this class of “deterministic EnKF” is only consistent for continuous time models. In the
discrete time situation, it fails to converge to the optimal filter as the number of particles
tends to infinity, even in linear-Gaussian settings, see for instance [23] and references therein.
This class of discrete generation EnKF is not discussed in the present article.

Finally, the third class consists of purely deterministic transport-inspired EnKF with
randomness coming only from the initial conditions. By construction, this class of filters
can be analysed directly using the evolution semigroup of the optimal filter and that of
the Riccati matrix equations. Further details on this subject can be found in the review
article [23] on continuous time EnKF particle filters and in the articles [16, 17] dedicated
to the stability of Kalman-Bucy diffusion processes and related Riccati matrix differential
equations.

The stochastic analysis of the Riccati matrix diffusion associated with the sample covari-
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ance of these three classes of continuous-time EnKF is rather well understood for multivari-
ate models. The articles [37, 38, 18, 20, 22] present several multivariate fluctuation theorems
for Riccati matrix diffusions, as well as a refined non-asymptotic analysis, including several
time-uniform mean error estimates. The extension of these uniform results to the Vanilla
EnKF is developed in [37, 38] but only for stable and ergodic signals. The stability analysis
and the long-time performance of Vanilla EnKF with possibly unstable and multivariate
transient signals remains partially understood.

To understand the difficulties that arise these problems it is worth mentioning that
even for elementary one-dimensional problems, the stochastic Riccati diffusions describing
the random evolution of the sample variances of the EnKF may exhibit surprisingly heavy
tailed or Gaussian tailed invariant distributions, depending on the class of EnKF one uses
as well as the number of samples [22, 23]. In this setting, some raw moments of the sample
variances of the Vanilla continuous time EnKF for one-dimensional filtering problems are
infinite, for any chosen finite sample size lower than some critical value.

To the best of our knowledge, the question of finding uniform mean error estimates for the
Vanilla EnKF sample means remains an important open research question for both discrete
generation and continuous-time multivariate models. The only work in this direction appears
to be the recent article [22]. This article is dedicated to the long time performance and the
stability properties of the stochastic Riccati diffusion associated with the three different
classes of continuous-time EnKF filters discussed above for one-dimensional and linear-
Gaussian filtering problems with possibly unstable and transient signals. The extension of
these results to multivariate models remains open.

The main advantage in working with continuous-time models comes from the fact that
the sample mean and the sample covariance of the EnKF filters satisfy a coupled nonlinear
diffusion equation which can be handled using conventional stochastic analysis. Note how-
ever that in the multivariate case, the sample covariance matrices satisfy a stochastic Riccati
equation involving matrix valued martingales which require one to develop an appropriate
and more sophisticated stochastic analysis in matrix spaces [18, 20].

Physical systems and most of the filtering problems arising in signal processing and
tracking are typically defined by continuous time models. Nevertheless, for obvious reasons,
any numerical integration of these models including all known filtering sensors are defined
by discrete-time models. As a result, the stochastic analysis used for the continuous-time
EnKF is no longer applicable without adding an additional level of approximation.

The analysis of discrete generation EnKF is more delicate. To handle the structure and
the statistical difficulty of discrete time models, new stochastic tools need to be developed.
For instance, in contrast with continuous-time models, discrete generation EnKF are not
defined by a single coupled diffusion process but in terms of coupled two-step prediction-
updating process (a.k.a. forecasting-analysis steps in EnKF and data assimilation litera-
ture). Furthermore, the Gaussian-nature of the diffusion models arising in the analysis of
continuous-time EnKF theory is also lost. Another inherent difficulty is that discrete gener-
ation EnKF involve more sophisticated non-central χ-square nonlinear fluctuations (cf. for
instance Theorem 3.1 and Corollary 3.4).

We expect the multivariate version of the EnKF evolution to involve a similar two-
step prediction-updating transition involving sophisticated non-central Wishart matrix local
fluctuations. Up to some additional technicalities and at the cost of multi-index and tensor
theoretical notation, we believe that the analysis of multivariate and discrete generation
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stochastic Riccati equations can be conducted by extending the theory of discrete generation
one-dimensional models developed in the present article in the spirit of the stochastic analysis
of continuous time EnKF models developed in [18, 22]. As for continuous time models, we
also believe that one cannot expect to directly deduce uniform state estimates from those
at the level of the sample covariance matrices.

Due to these reasons, in the present article we have chosen to concentrate our study to
one-dimensional models. We intend to extend these results to more sophisticated multivari-
ate models in a subsequent article.

The main objective of this article is to develop a novel and complete stochastic analysis on
the fluctuations and the long time performance of discrete generation EnKF particle filters
that applies to filtering problems involving possibly unstable signals. Our main contributions
are listed succinctly below. For more precise statements of the results, we refer the reader
to the series of theorems stated in section 3.
‚ Up to some orthogonal transformations on the sample space, our first main result,

Theorem 3.1, states that the sample variances of the EnKF satisfy an autonomous stochas-
tic Riccati-type evolution equation, which is independent of the sequence of observations,
and that the EnKF sample means evolve as a Kalman filter driven by sample variances.
In addition, the local perturbations of the EnKF and the sample variance Riccati equa-
tions are independent. An alternative Markov chain realisation of the stochastic Riccati
difference equation is also discussed in Corollary 3.4. Theorem 3.1 is an extended version
of the stochastic perturbation theorem presented in [37, Theorem 3.1]. The continuous
time version of the sample variance equations stated in Theorem 3.1 also coincides with the
one-dimensional stochastic Riccati equation discussed in [22], see also [18] for the extended
matrix version of these models in the context of multivariate filtering problems.
‚ Section 3.2 is concerned with the stability properties of the optimal filter and the

stochastic Riccati equations describing the evolution of the sample variances of the EnKF
for possibly unstable signals. In this context, we show that the discrete generation stochastic
Riccati equations converge exponentially fast to a single invariant measure. The contraction
theorem, Theorem 3.6, and the exponential semigroup estimates (20) stated in Theorem 3.7
are partial extensions to discrete generation models of Theorem 2.2 in the article [22],
dedicated to the stability of one dimensional stochastic Riccati equations. In Theorem 3.8
we also show that the sample variances and the difference between the sample means and
the true (possibly transient) signal forms a Markov chain that converges exponentially fast
to a unique invariant measure. This seems to be the first result of this kind in the field of
interacting particle-type filters, including EnKF and genetic-type particle filters.
‚ Our third main result is concerned with uniform mean-error and bias estimates with

respect to the time horizon for both the sample variances and the sample means delivered
by the EnKF. Theorem 3.9 shows that the sample variances are uniformly close to the
true optimal variances for all times, even when the signal and the ensemble are transient.
The EnKF sample mean uniform accuracy for possibly unstable signals is discussed in
theorem 3.7. This result ensures that the sample means are uniformly close to the true
optimal filter at any time horizon. The continuous time version of these results are discussed
in Corollary 2.4 in [22].
‚ Last, but not least, we present a novel fluctuation analysis of EnKF filters. Theo-

rems 3.13 and 3.14 present new multivariate central limit theorems for the sample mean
and the sample variance processes. These fluctuation results, at the level of the processes,
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are an extended multivariate version of central limit theorem presented in [22] in the context
of continuous time models.

2 Description of the models

2.1 The Kalman filter

Consider a one dimensional, time homogeneous linear-Gaussian filtering model of the fol-
lowing form

"

Yn “ C Xn `DVn
Xn`1 “ AXn `BWn`1,

n ě 0. (1)

In the above display, pVn,Wn`1q is a sequence of 2-dimensional Gaussian centered random
variables with unit variance, the initial condition of the signal X0 is a Gaussian random
variable with mean and variance denoted by p pX´0 , P0q (independent of pVn,Wn`1q), and
pA,B,C,Dq are some non-zero parameters. The latter condition can be interpreted as a
controllability and observability condition for one-dimensional filtering problems.

Let Yn “ σ pYk, k ď nq be the filtration generated by the observation process. The
optimal filter is defined by the conditional distribution pηn of the signal state Xn given Yn.
The distribution pηn is a Gaussian distribution with conditional mean and variance

pXn :“ EpXn | Ynq and pPn :“ E
ˆ

´

Xn ´ pXn

¯2
˙

.

The optimal one-step predictor is defined by the conditional distribution ηn of the signal
state Xn given Yn´1. The distribution ηn is also a Gaussian distribution with conditional
mean and variance

pX´n :“ EpXn | Yn´1q and Pn :“ E
ˆ

´

Xn ´ pX´n

¯2
˙

.

The updating-prediction steps are described by the following synthetic diagram

p pX´n , Pnq ÝÑ p pXn, pPnq ÝÑ p pX´n`1, Pn`1q,

with the well-known updating-prediction Kalman filter equations:
#

pXn “ pX´n `Gn

´

Yn ´ C pX´n

¯

pPn “ p1´GnCqPn
and

#

pX´n`1 “ A pXn

Pn`1 “ A2
pPn `R,

(2)

where R “ B2. In the above display, Gn stands for the so-called gain parameter defined by
the formula

Gn :“ CPn{pC
2Pn `D

2q ùñ 1´GnC “ 1{p1` SPnq with S :“ pC{Dq2.

The evolution equations of the variance parameters pPn, pPnq satisfy the Riccati rational
difference equations

Pn`1 “ φ pPnq :“
aPn ` b

cPn ` d
and pPn`1 “ pφ

´

pPn

¯

:“
pa pPn `pb

pc pPn ` pd
(3)
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with the parameters

pa, b, c, dq :“
`

A2 `RS,R, S, 1
˘

and ppa,pb,pc, pdq “ pA2, R,A2S, 1` SRq

ùñ ad´ bc “ A2 “ pa pd´pbpc ą 0.

(4)

One-dimensional rational difference equations are rather well understood, see for instance [26].
Section 4.2 also provides a refined stability analysis and several comparison properties of
rational difference equations including non-asymptotic Taylor expansions any order.

2.2 Ensemble Kalman filters

Let pX0,Wn,Vnq be independent copies of pX0,Wn, Vnq. Consider the nonlinear Markov
chain starting at X0 and defined sequentially for any n ě 0 by the updating-correction
formulae
$

&

%

pXn “ Xn ` Gηn pYn ´ pC Xn `DVnqq with Gηn :“ CQηn{pC
2Qηn `D

2q

Xn`1 “ A Xn `BWn`1.

(5)

In the above display, Qηn stands for the variance parameter

Qηn :“

ż
ˆ

x´

ż

z ηnpdzq

˙2

ηnpdxq indexed by ηn “ LawpXn | Yn´1q.

Using a simple induction argument, it is straightforward to show that

ηn “ N
´

pX´n , Pn

¯

and pηn “ N
´

pXn, pPn

¯

“ LawppXn | Ynq.

Also observe that the above stochastic model can be interpreted as a Markov chain with a
two-step updating-prediction transition described by the following synthetic diagram

Xn ÝÑ pXn ÝÑ Xn`1.

Note that the updating transition Xn ÝÑ pXn depends on the observation Yn delivered by the
sensor as well as on the conditional law of Xn given the information Yn´1.

The EnKF associated to the filtering problem (1) coincides with the mean-field particle
interpretation of the nonlinear Markov chain (5). To define these models, we let ξ0 “

pξi0q1ďiďN`1 be a sequence of pN ` 1q independent copies of X0, for some parameter N ě 1.
We also denote by Wn “ pW i

nqiě1 and Vn “ pV inqiě1 a sequence of independent copies of
Wn and Vn.

The mean field particle interpretation of the nonlinear Markov chain discussed above is
given by the interacting particle system defined sequentially for any 1 ď i ď N ` 1 and
n ě 0 by the formulae

$

&

%

pξin “ ξin ` gn pYn ´ pCξ
i
n `DV inqq with gn :“ Cpn{pC

2pn `D
2q

ξin`1 “ A pξin `BW i
n`1.

(6)
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In the above display pn stands for the normalised sample variance

pn :“
1

N

ÿ

1ďiďN`1

pξin ´mnq
2 “

ˆ

1`
1

N

˙

QηNn with ηNn :“
1

N ` 1

ÿ

1ďiďN`1

δξin .

We also consider the sample means

mn :“
1

N ` 1

ÿ

1ďiďN`1

ξin and pmn :“
1

N ` 1

ÿ

1ďiďN`1

pξin (7)

and the σ-field filtrations

Gn :“ σpξ0,Wk,Vk, 0 ď k ď nq Ą σpξk, pξk, 0 ď k ď nq,

pFn :“ Yn _ Gn Ą Fn :“ pFn´1 _ σpWnq Ą pFn´1 _ σpξnq.

Note that this implies that

pFn Ą Yn and Fn Ą Yn´1.

In the rest of the article we shall assume that ξ0, Vn and Wn are column vectors. We
also write X P F when a random variable is F-measurable. With this notation, at every
time n ě 0, the updating-prediction steps of the ensemble Kalman filter are described by
the following synthetic diagram

pmn, pnq P Fn ÝÑ ppmn, ppnq P pFn ÝÑ pmn`1, pn`1q P Fn`1.

2.3 Some basic notation

This section presents some basic notation and preliminary results necessary for the statement
of our main results.

Throughout the rest of the article, we write τ , τk as well as τplq and τkplq for some
collection of non-universal constants whose values may vary from line to line, but only
depend on the parameters k and l in some given parameter spaces. We use the letters ι, ιk,
ιplq, ιkplq as well as ε and εk Ps0, 1s when these constants may also depend on the parameters
pA,B,C,Dq of the filtering model. Importantly these constants do not depend on the time
parameter nor on the number of particles.

We denote by χ2
N,Nx a collection a non-central χ-square random variables indexed by

the degree of freedom N ě 1 and non centrality parameter Nx ě 0. We recall that for any
N ě 1, we have

1

N
χ2
N,Nx “

1

N

ÿ

1ďiďN

`

Zi `
?
x
˘2
“ 1` x`

?
x

2

N

ÿ

1ďiďN

Zi `

?
2

N

ÿ

1ďiďN

Z2
i ´ 1
?

2
,

for some given sequence pZiqiě1 of independent and centered Gaussian random variables.
Rewritten in a slightly different form, for any u, v with v “ 0 we have

v

N
χ2
N,Npu{vq2 “ v `

u2

v
`

2
?
N

u qZ `
c

2

N
v rZ, (8)
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where

qZ :“
1
?
N

ÿ

1ďiďN

Zi and rZ :“
1
?
N

ÿ

1ďiďN

Z2
i ´ 1
?

2
.

Note that these definitions imply that qZ is a centred Gaussian random variable with unit
variance and rZ is a centered χ-square variable. We also consider the extended random
vector

∆ :“

¨

˚

˝

pZ
qZ
rZ

˛

‹

‚

with pZ :“
1

?
N ` 1

ÿ

1ďiďN`1

ZN`i. (9)

In a similar manner, we define pp∆n,∆n`1q as the sequence of random vectors

p∆n :“

¨

˚

˝

p∆1
n

p∆2
n

p∆3
n

˛

‹

‚

“

¨

˚

˝

pVn
qVn
rVn

˛

‹

‚

and ∆n`1 :“

¨

˝

∆1
n`1

∆2
n`1

∆3
n`1

˛

‚“

¨

˚

˝

xWn`1

|Wn`1

ĂWn`1

˛

‹

‚

(10)

indexed by the time parameter n ě 0 and defined as ∆ by replacing the sequence pZiqiě1

by the sequences of Gaussian variables Vn “ pV inqiě1 and Wn`1 “ pW i
n`1qiě1 introduced in

in the definition of the EnKF (6). For n “ 0 we also set

∆0 :“

ˆ

∆1
0

∆2
0

˙

“

˜

xW0

ĂW0

¸

with xW0 and ĂW0 defined as pZ and rZ by replacing the sequence Zi with the sequence of
Gaussian variables

W i
0 :“

ξi0 ´
pX´0?
P0

,

where we recall that the ξi0 are independent copies of the Gaussian initial condition X0 of
the signal used to initialise the EnKF in (6). In this notation, up to a sequence of Helmert
orthogonal transformations on the sequence of Gaussian vectors W i

0, the initial condition of
the ensemble Kalman filter is given by the stochastic perturbation formulae

m0 “ pX´0 `
1

?
N ` 1

υ0 and p0 “ P0 `
1
?
N

ν0, (11)

with the initial local perturbations defined by

υ0 :“
a

P0 ∆1
0 and ν0 :“

?
2 P0 ∆2

0.

Observe that the sample means are written in terms of random perturbations υ0 which are
independent of the perturbations ν0 of the sample variances. The independence between
the complete sufficient statistic m0 and the ancillary statistic p0 can also be checked using
Basu’s theorem [11]. An alternative algebraic and direct approach based on Helmert or-
thogonal matrices can be conducted using the same arguments as those used in the proof of
Theorem 3.1.
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3 Statement of the main results

3.1 Local perturbation theorems

Consider the local stochastic perturbations defined for any n ě 0 by the formulae

$

&

%

pυn :“ ´gnD p∆1
n

pνn :“ ´2gnDp1´ gnCq
?
pn p∆2

n `
?

2 g2
nD

2
p∆3
n

$

&

%

υn`1 :“ B ∆1
n`1

νn`1 :“ 2AB
a

ppn ∆2
n`1 `

?
2 R ∆3

n`1.

(12)

In the above display, p∆n, p∆nqně0 are the random vectors defined in (10), and gn is the
particle gain defined in (6).

Theorem 3.1. Up to a sequence of orthogonal transformations on the sequence of Gaussian
vectors Wn and Vn, the ensemble Kalman filter and the Riccati equation are given by the
initial condition (11) and the updating-prediction transitions for n ě 0

$

’

’

’

&

’

’

’

%

pmn “ mn ` gn pYn ´ Cmnq `
1

?
N ` 1

pυn

ppn “ p1´ gnCq pn `
1
?
N

pνn

$

’

’

’

&

’

’

’

%

mn`1 “ A pmn `
1

?
N ` 1

υn`1

pn`1 “ A2
ppn `R`

1
?
N

νn`1.

The proof of the above theorem is provided in section 5.1. Merging the updating and
prediction steps we check the following corollary.

Corollary 3.2. The sample variance pn of the EnKF satisfies the stochastic Riccati rational
difference equation given by the formula

pn`1 “ φppnq `
1
?
N

δn`1 with δn`1 :“ A2
pνn ` νn`1. (13)

In the above display, φppq is the one step mapping of the Riccati equation defined in (3),
and the random variables ppνn, νn`1q on the right hand side of (13) are the local fluctuations
defined in (12).

Let Rn :“ σppk, 0 ď k ď nq _ Yn be the σ-field generated by the stochastic Riccati
equation pk and the observation sequence up to the time horizon k ď n and set

pmr
n :“ Eppmn | Rnq and mr

n`1 :“ Epmn`1 | Rnq.

Using this notation, the next corollary is a direct consequence of Theorem 3.1.

Corollary 3.3. Given the sample variances and the sequence of observations, for any n ě 0,
the updating-prediction steps of the sample mean of the EnKF satisfy the quenched Kalman-
filter equations

pmr
n “ mr

n ` gnpYn ´ Cm
r
nq and mr

n`1 “ A pmr
n,

with the initial condition mr
0 “

pX´0 .

10



The next corollary provides an alternative interpretation of the updating-prediction steps
in terms of a two-steps Markov chain involving non-central χ-square random variables.

Corollary 3.4. The updating-prediction steps of the stochastic Riccati difference equations
stated in Theorem 3.1 take the following form

ppn “

ˆ

pn
1` Spn

˙2 S

N
pχ
pn,2q
N,N{pSpnq

and pn`1 “
R

N
χ
pn`1,2q
N,NpA2{Rqppn

, (14)

with the initial condition

p0 “
P0

N
χ
p0,2q
N,0 .

In the above display, χ
pn,2q
N,x and pχ

pn,2q
N,x stand for a collection of independent non-central χ-

square random variables with N degrees of freedom and non-centrality parameter x, which
are independent of the local perturbation sequence pυk`1, pυkq of the EnKF filter defined in
Theorem 3.1.

The proof of the above corollary is a direct consequence of the decomposition (8), thus
it is left as an exercise for the reader.

3.2 Stability theorems

We denote by φn “ φn´1 ˝ φ the composition evolution semigroup of the Riccati difference
equation (3). We also let pXnpx, pq be the solution of the Kalman filter associated with the
initial values p pX0, P0q “ px, pq. The next theorem summarises the main stability properties
of the Kalman filter and the Riccati difference equations.

Theorem 3.5. The Riccati equation (3) has an unique positive fixed point P8 “ φpP8q ą 0
and for any n ě 0 and any p “ pp1, p2q P R2

`, we have the exponential contraction estimates

|φnpp1q ´ φ
npp2q| ď ι1 p1´ ε1q

n
|p1 ´ p2|. (15)

In addition, there exists some integer kpp1q ě 1 such that for any x “ px1, x2q P R2 we have

E
ˆ

´

pXnpx1, p1q ´ pXnpx2, p2q

¯2
˙1{2

ď ιpx, pq p1´ ε2q
n´kpp1q p|p1 ´ p2| ` |x1 ´ x2|q . (16)

The proof of the above theorem is provided in section 4.3.
Let Ppp, dqq denote the Markov transitions associated with the stochastic Riccati Markov

chain pn discussed in (13). Given some non-negative function U on R` :“ r0,8r we define
the U-norm of some function f : R` Ñ R and some locally finite signed measure µpdpq on
R` by

}f}U :“ sup
pě0

ˇ

ˇ

ˇ

ˇ

fppq

Uppq ` 1{2

ˇ

ˇ

ˇ

ˇ

and }µ}U :“ sup t|µpfq| : f s.t. }f}U ď 1u. (17)

The U-Dobrushin ergodic coefficient of P is defined by

βU pPq “ sup
pp,qqPR2

`

}Ppp, ¨q ´ Ppq, ¨q}U
1` Uppq ` Upqq

. (18)

The next theorem concerns the stability properties of the stochastic Riccati rational differ-
ence equation presented in corollary 3.2.

11



Theorem 3.6. There exists an unique invariant measure π such that π “ πP and some
Lyapunov function of the form Uppq “ up ` v such that βU pPq ă 1 for some u, v ą 0. In
addition, for any probability measures µ1 and µ2 on R` and for any n ě 1 we have

}µ1Pn ´ µ2Pn}U ď βU pPqn}µ1 ´ µ2}U .

Moreover, for any function f such that |fppq| ď 1{2` Uppq, for any p P R`, we have

|Pnpfqppq ´ πpfq| ď βU pPqn p1` Uppq ` πpUqq.

The above theorem comes from the fact that the Riccati map φppq is a uniformly bounded
function (cf. for instance (37) and (49)). In addition, using (13) or (14) we readily check
that Ppp, dqq has a continuous density kpp, qq ą 0 with respect to the variables pp, qq and
the Lebesgue measure dq on R`. It is rather well-known that these two properties ensure
the existence of a Lyapunov function of the form Upu, vq “ up ` v such that βU pPq ă 1.
For the convenience of the reader a detailed proof of the above theorem is provided in the
appendix. The above theorem is an extension of the stability theorem for stochastic Riccati
diffusions presented in the article [22] (see also section 2.2 and Theorem 2.4 in [18] for the
multivariate case) to the stochastic Riccati rational equations presented in Corollary 13.

We now turn to quantifying the stability properties of the EnKF sample means. Since
the one-step optimal predictor pX´n is a minimal variance estimate of Xn we already know
that

Mn :“ pmn ´Xnq ùñ Pn “ Epp pX´n ´Xnq
2q ď EpM2

nq.

Thus for small sample sizes we expect Eppmn ´Xnq
2q to be much larger than Pn. To find

some useful quantitative estimate, observe that

Mn`1 “
A

1` Spn
Mn `Υn`1, (19)

with the conditionally centered Gaussian random variables

Υn`1 :“ AgnDVn ´BWn`1 `
1

?
N ` 1

pA pυn ` υn`1q .

The decomposition (19) shows that the global stability of the stochastic process Mn depends
on the long-time behavior of the random products defined for any 0 ď l ď n by the formula

El,n :“
ź

lďkďn

A

1` Spk
.

For stable signal drifts, i.e. when |A| ă 1, the exponential decays of these random products
is immediate. In the unstable case, that is when |A| ą 1, none of the uniform estimates
stated later in Theorem 3.9 appear to be useful to quantify directly these random products.

Theorem 3.7. For any k ě 1 there exist some parameters Nk ě 1 and εk Ps0, 1s such
that for any N ě Nk and any time horizon n ě l ě 1 we have the uniform almost sure
exponential decays and the time-uniform estimates

E
´

|El,n|k | pl´1

¯

ď ιk p1´ εkq
n´l and E

´

|Mn|
k
¯

ď ιk. (20)

12



The proof of this theorem is provided at the end of section 7.1.

LetMppp, xq, dpq, zqq denote the Markov transitions associated with the coupled Markov
chain ppn,Mnq defined by formulae (13) and (19). The V-norms and the V-Dobrushin ergodic
coefficient βVpMq ofM associated with some non-negative function V on R`ˆR are defined
as in (17) and (18) by replacing the state space R` by R` ˆ R and the function U by V.
For any ε Ps0, 1s there exists some time horizon k ě 1 such that

Vpp, xq “ p` |x| ùñMkpVqpp, xq ď ε Vpp, xq ` ι. (21)

A proof of the above Lyapunov inequality is provided in section 7.2. Arguing as in the proof
of Theorem 3.6 we readily prove the following theorem.

Theorem 3.8. There exists a unique invariant measure µ such that µ “ µM, a Lyapunov
function of the form Vpp, xq “ up ` v|x| ` w for some u, v, w ą 0, and some integer k ě 1
such that βVpMkq ă 1. In addition, for any probability measures η1 and η2 on R` ˆR and
any n ě 1 we have

}η1Mnk ´ η2Mnk}V ď βVpMkqn}η1 ´ η2}V .

Moreover, for any function f on R`ˆR such that |fpp, xq| ď 1{2`Vpp, xq, for any pp, xq P
R` ˆ R, we have

|Mnkpfqpp, xq ´ µpfq| ď βVpMkqn p1` Vpp, xq ` µpVqq.

3.3 Uniform mean-error estimates

The next theorem provides uniform mean-error and bias estimates for the particle gain
defined in (6) and the stochastic Riccati equations presented in Theorem 3.1.

Theorem 3.9. For any k ě 1 and any N ě 1 and n ě 0 we have the time uniform estimates

E
´

|pn ´ Pn|
k
¯1{k

_ E
´

|ppn ´ pPn|
k
¯1{k

_ E
´

|gn ´Gn|
k
¯1{k

ď ιk p1_ P0q{
?
N. (22)

In addition, we have the uniform bias estimate

0 ď Pn ´ Eppnq ď
ι1
N
r1_ P0s

2 and 0 ď Gn ´ Epgnq ď
ι2
N
r1_ P0s

2 . (23)

The same formula on the l.h.s. of the above display holds by replacing ppn, Pnq by pppn, pPnq .

The proof of the uniform mean error estimates stated in the above theorem is provided
in section 6.1. The proof of the bias estimates is provided in the end of section 6.2.

Now we turn to quantifying the fluctuations of the sample means around the optimal
filter. We set

pmo
n :“ Eppmn | Ynq and mo

n`1 :“ Epmn`1 | Ynq.

The next theorem provides uniform mean-error and bias estimates for the sample means of
the EnKF filter defined in (7).

13



Theorem 3.10. For any k ě 1 there exists some parameter Nk ě 1 such that for any
N ě Nk and n ě 0 we have the time-uniform estimates

E
´

|mn ´ pX´n |
k
¯1{k

_ E
´

|pmn ´ pXn|
k
¯1{k

ď ιk{
?
N. (24)

In addition, we have the time-uniform bias estimates

E
´

|mo
n ´

pX´n |
k
¯1{k

_ E
´

|pmo
n ´

pXn|
k
¯1{k

ď ιk p1_ P0q
2{N. (25)

The proof of the mean error estimates (24) is provided in the beginning of section 7.2.
The uniform bias estimates (25) are proved in the end of section 7.2.

3.4 Central limit theorems

In the further development of this section, Zik and pZik stand for a sequence of independent,
centered Gaussian random variables with unit variance indexed by i ě 1, k ě 0. We also
consider the variables

pU0,V0q :“ p
a

P0 Z
1
0 ,
?

2 P0 Z
2
0 q

and the sequence of the Gaussian random variables

$

&

%

pUn :“ ´GnD pZ1
n

pVn :“ ´2GnDp1´GnCq
a

Pn pZ2
n `

?
2 G2

nD
2
pZ3
n

$

’

&

’

%

Un`1 :“ B Z1
n`1

Vn`1 :“ 2AB

b

pPn Z
2
n`1 `

?
2 R Z3

n`1.

Observe that the above sequence of independent and centered Gaussian variables are defined
in a similar manner to the local stochastic perturbations (12) by replacing the sample
variances by their limiting values and the random vectors pp∆n,∆n`1q by the Gaussian
random variables p pZn, Zn`1q.

Theorem 3.11. For any time horizon n ě 0 we have the weak convergence

pυ0, ν0, ppυk, pνk, υk`1, νk`1q0ďkďnq ãÝÑNÑ8 pU0,V0, ppUk, pVk,Uk`1,Vk`1q0ďkďnq.

The proof of the above theorem is provided in section 6.2. Applying the continuous
mapping theorem we obtain the following corollary.

Corollary 3.12. For any time horizon n ě 0 we have the weak convergence

pν0, pδkq1ďkďnq ãÝÑNÑ8 pZ0, pZkq1ďkďnq,

with the independent Gaussian random variables Zn defined by

Zn`1 :“ A2
pVn ` Vn`1 and Z0 “ V0.

In the above display, ν0 and δk are the local fluctuations of the stochastic Riccati equation
discussed in (13).

We now consider the collection of stochastic processes ppQN
n ,QN

n`1q indexed by N ě 1
defined for any n ě 0 by the updating-prediction synthetic diagram

QN
n :“

?
Nppn ´ Pnq ÝÑ pQN

n :“
?
Npppn ´ pPnq ÝÑ QN

n`1.
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Theorem 3.13. The stochastic processes ppQN
n ,QN

n`1q converge in law in the sense of con-
vergence of finite dimensional distributions, and as the number of particles N Ñ 8, to a
sequence of centered stochastic processes ppQn,Qn`1q with initial condition Q0 “ V0 and
updating-prediction transitions given by

$

&

%

pQn “ p1´GnCq
2 Qn ` pVn

Qn`1 “ A2
pQn ` Vn`1.

(26)

The proof of the above theorem is provided in section 6.2.
We consider the collection of stochastic processes ppXNn ,XNn`1q indexed by N ě 1 and

defined for any n ě 0 by the updating-prediction synthetic diagram

XNn :“
?
Npmn ´ pX´n q ÝÑ

pXNn :“
?
Nppmn ´ pXnq ÝÑ XNn`1.

Theorem 3.14. The stochastic processes ppXNn ,XNn`1q converge in law in the sense of conver-
gence of finite dimensional distributions, as the number of particles N Ñ 8, to a sequence
of centered stochastic processes ppXn,Xn`1q with initial condition X0 “ U0 and updating-
prediction transitions given by

$

&

%

pXn “ p1´GnCqXn `Gn pYn ´ C pX´n q `
pUn

Xn`1 “ A pXn ` Un`1.

(27)

3.5 Some comments and comparisons

As shown in section 2.2, the EnKF is a rather simple numerical filtering-type technique
defined by an ensemble of particles mimicking the evolution of well-known Kalman filter
equations, replacing ‘the true’ covariances by the ensemble sample-covariances. Besides
the fact that the EnKF is only consistent for linear Gaussian filtering problems (cf. [48]),
these popular particle methodologies are applied to complex nonlinear and high dimensional
filtering problems arising in fluid mechanics [14, 74, 78], weather forecasting [3, 4, 30, 49],
geosciences and reservoir simulation [47, 72, 82, 83, 94], and many other data assimilation
disciplines.

To reduce the computational cost, the ensemble sample size is generally chosen to be
several orders of magnitude below the very large effective dimension of the underlying signal.
To prevent the ensemble covariance degeneracy in time, small sample EnKF requires one
to combine several customisation techniques such as adaptive covariance/gain inflation and
related localisation methodologies [12, 77, 21, 93]. The first rigorous analysis of the bias
and the consistency of these additional levels of approximations for linear Gaussian models
can be found in [21, 23].

As shown in [38], for nonlinear filtering problems, the EnKF can be interpreted as
particle-type extended Kalman filter. As any observer-type algorithm, the well-posedness
is not connected to any kind of distance to the optimal filter for any small or large sample
sizes, but in terms of non-degeneracy of the observer with respect to time.

As underlined by Majda and Tong in [69] “Why EnKF works well with a small ensemble
has remained a complete mystery. Practitioners often attribute the EnKF success to the
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existence of a low effective filtering dimension. But the definition of the effective filtering
dimension has remained elusive, as its associated subspace often evolves with the dynamics”.
In the article [69], the authors suggest several theoretical guidelines to choose judiciously
the ensemble sample size using covariance inflation and spectral projection techniques on
the unstable directions of the signal.

From a purely mathematical perspective, the first important question is clearly to find
conditions that ensure that the EnKF is well-founded and consistent, in the sense that it
converges to the optimal filter as the ensemble sample size, or equivalently the computational
power, tends to infinity (cf. for instance [48, 70] in discrete time settings and [37, 38] for
continuous time EnKF models).

Of course, the consistency property and asymptotic analysis of any statistical Monte
Carlo estimate such as the sample means or the sample covariances delivered by EnKF is
reassuring but it only gives a partial answer to the performance of these ensemble filters
when used with small sample sizes.

The non-asymptotic analysis for finite sample sizes is clearly a more delicate subject
as the continuous or the discrete generation EnKF belong to unconventional classes of
nonlinear Markov processes and mean-field particle processes interacting through the sample
covariance of the system. Here the interaction covariance function of the EnKF particle
filter is not a bounded nor a Lipschitz function as is it is commonly assumed in traditional
nonlinear and interacting diffusion theory. As a result, none of the stochastic tools developed
in this field, including the rather elementary variational methodology for nonlinear diffusions
developed in [9, 10] nor the more recent powerful differential calculus developed in [31],
can be used to analyse this class of continuous-time models equipped with a nonlinear
quadratic-type interacting function. Here, the sample covariance matrices satisfy a rather
sophisticated quadratic-type stochastic Riccati matrix diffusion equation, which requires
one to develop new stochastic analysis tools [18]. For a more thorough discussion on mean-
field type particle systems and a probabilistic description of genetic type particle filters
and Ensemble Kalman type particle filters within this framework we refer to the review
article [23], the books [35, 37, 39] and references therein.

The analysis of the discrete generation EnKF discussed in the present article is more
delicate and requires the development of new stochastic methodologies. For instance, in
discrete time settings, the EnKF particle system evolves as the Kalman filter (2) in terms of
a two-step prediction-updating interacting Markov chain (6). In contrast with the Gaussian
nature of the continuous time EnKF and stochastic Riccati diffusions discussed above, The-
orem 3.1 presented in this article shows that these two transitions combine both Gaussian
and χ-square type perturbations. To the best of our knowledge, the analysis of stochastic
Riccati rational difference equations, such as those discussed in Corollary 3.2, has not been
covered in the literature. Corollary 3.4 also provides an alternative description of the sam-
ple variances in terms of a Markov chain with non-central χ-square nonlinear fluctuations.
Again, to the best of our knowledge, these stochastic perturbation theorems and the stabil-
ity analysis of the analysis of stochastic Riccati rational difference equations are the first of
this type in the applied probability literature.

In a study by Tong, Majda and Kelly [93], the authors analyse the long-time behaviour
and ergodicity of discrete generation EnKF using Foster-Lyapunov techniques ensuring that
the filter is asymptotically stable with respect to any erroneous initial condition as soon
as the signal is stable. These important properties ensure that the EnKF has a single

16



invariant measure and initialisation errors of the EnKF will dissipate with respect to the
time parameter.

Nevertheless, the only ergodicity of the signal and thus the ensemble process does not
give any useful information on the convergence and the accuracy of the EnKF towards the
optimal filter as the number of samples tends to infinity, nor does it allow one to quantify
the fluctuations around the optimal filter for a given small or even very large ensemble
sample size. On the other hand, effective unstable directions are connected to unstable-
transient signals that may grow exponentially fast. In this context, for obvious reasons, any
well tracking EnKF needs to be an unstable-transient particle process. As a consequence,
we cannot expect to obtain any type of filter ergodicity properties, nor any time-uniform
estimates for the raw moments of the EnKF filter.

From our point of view, the terminology ”effective filtering dimensions” discussed above
should be understood as the unstable directions of the signal. For time varying and mul-
tivariate linear-Gaussian filtering problems, these effective dimensions are rarely known as
they are partially observed and they may change in time. For a more detailed discussion
on the stability properties of systems of time varying linear stochastic differential equations
with random coefficients we refer to [19].

To avoid the time degeneracy of any type of filtering approximation, a crucial question
in practice is to check wether or not the convergence is uniform with respect to the time
parameter. Equivalently, we need to obtain estimates of the error between the optimal
filter and its approximation that are uniform with respect to any time horizon even if the
signal and thus any well tracking approximating filter are both unstable and transient. We
emphasise that in this setting, any good approximating filter will diverge. In this context,
the filtering step is part of a control loop that allows one to track the transient signal at all
times.

The main advantage of one-dimensional filtering problems over multivariate problems
with unstable signals is that they have a single effective dimension. In this context, the EnKF
is also unstable and transient but the theorems 3.9 and 3.10 presented in this article show
that the EnKF tracks and converges to the optimal filter uniformly in time. These theorems
also ensure that the precision error to the optimal filter can be quantified for any given finite
sample size, and it will not degrade with respect to the time horizon. Theorem 3.1 also
indicates that the sample variances satisfy an autonomous stochastic Riccati-type evolution
equation, independent of the sequence of observations. From a different angle, theorem 3.6
also shows that the sample variances of the EnKF behaves as a Markov chain that converge
exponentially fast as the time horizon tends to infinity to a single invariant measure, even
if the signal of the filtering problem is transient.

To the best of our knowledge, this stability theorem and the non-asymptotic theorems
discussed above are the first results of this type in the literature on particle filter theory,
including the literature of discrete generation EnKF. Next we provide a more detailed dis-
cussion on the stability of particle filters and their particle approximations, with precise
reference pointers. We also suggest an avenue of open research problems.

Most of the stability properties of genetic-type particle filters [34, 36], including contin-
uous time interacting jump Feynman-Kac particle systems [8], are only valid for stable and
ergodic signals. It is clearly out the scope of this article to review in detail all contributions
related to the stability of genetic type particle filters, thus we refer to the books [34, 35, 36]
and references therein. The analysis of these continuous-time or discrete generation genetic
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type processes for unstable signals remains an important and open research question.
Continuous time EnKF filters for stable signals are also discussed in [16, 38], including in

the context of the extended Kalman filter. The analysis of unstable and possibly transient
signals is more recent, starting at the end of the 2010s in the context of continuous time
filtering problems [20, 18, 22], see also [23] for a comprehensive review of this subject. The
articles [18, 20] analyse the stability and the fluctuation properties of the sample covariance
matrices of continuous time EnKF filters for multivariate models under natural and minimal
observability and controllability conditions.

To better understand the difficulty in handling unstable effective signal directions, we
recall that under natural observability and controllability conditions the Kalman filtering
theory developed by Kalman and Bucy in the end of the 1960s ensures that the optimal filter
is able to track any possibly unstable signals uniformly with respect to the time horizon. To
answer any stability question related to EnKF particle filters or genetic type particle filters,
we first need to extend the theory of Kalman and Bucy to this class of approximating
particle filters. This research project remains open for genetic type filters. The present
article provide a partial answer for discrete generation EnKF particle filters.

To better understand the difficulty in handling and extending the stability theory of
Kalman and Bucy to particle filters, it is worth noting a brief of history.

The stability properties of continuous time or discrete generation Kalman filters and their
associated Riccati equations for multidimensional filtering problems are usually conducted
under some observability/controllability-type conditions using sophisticated and tedious ma-
trix manipulations.

The first stability properties for continuous time models go back to the beginning of
the 1960s with the celebrated work of Kalman and Bucy [57], with related prior work by
Kalman [53, 54, 56] and later work by Bucy [27]. In [2], the stability of this filter was
analysed under a relaxed controllability condition. The first stability properties for discrete
time models go back to to the end of the 1960s with the work of Deyst and Price [41], which
was incorporated in the seminal lecture book of Jazwinski [51].

However, as noted in [50], there was in both cases a crucial and commonly made error
in the proof which invalidated the results, see [71] and the more recent articles [16, 79] for a
more detailed discussion and references on these issues. This error was repeated in numerous
subsequent works. A first correction [28] was noted in a reply to [50]; see Bucy’s reply [29]
and a separate reply by Kalman [55]. However, a complete reworking of the result did not
appear in entirety until 2001 by Delyon in [40].

The stability of Kalman filter and Riccati equations is nowadays rather well understood.
Nevertheless it is not always simple to find a self-contained, rigorous and easy-to-read study
on these subjects. For a complete and self-contained analysis on the stability and con-
vergence of Kalman-Bucy filtering in continuous time settings, we also refer to [16]. A
self-contained analysis of Riccati differential equations and discrete-time Kalman filters for
one-dimensional models is provided in section 4.2 and section 4.3 in the present article, see
also Theorem 3.5.

The stability analysis of continuous time stochastic Riccati matrix diffusions is also
rather well understood, see for instance [16, 18, 20, 23]. The extension of these multivariate
results in the discrete time case remains an important open question. Theorem 3.5 as well
as (19) and Theorem 3.7 provide a complete answer to the stability of discrete generation
EnKF for one dimensional filtering problems, with possibly unstable signals, yielding what
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seems to be the first results of this type for this class of particle filters, including both EnKF
and genetic type particle filters.

4 Some preliminary results

In this section we give several technical results that will be useful in the further development
of the article. We start by considering the inverse moments of the non-central χ-square
random variables introduced in (8). We then provide a self-contained analysis of the Riccati
difference equations defined in (3).

4.1 Non-central χ-square moments

In this section, we will prove the following technical result that allows one to estimate the
inverse raw moments of non-central χ-square random variables.

Proposition 4.1. For any k ě 0 and n ą pk ` 1q we have the uniform estimate

0 ď E

¨

˝

˜

2n

χ2
2n,2nx

¸k
˛

‚´
1

p1` xqk
ď
k ` 1

n
k

ˆ

1`
k ` 1

n´ pk ` 1q

˙k

. (28)

In addition, there exists a constant ωk such that, for any n ě 2pk ` 2q we have

E

¨

˝

˜

1` x
1

2nχ
2
2n,2nx

´ 1

¸k
˛

‚ď
ωk
n
p1` xqk . (29)

In order to prove this result, let us first consider the following Taylor series expansion,

e´x “
ÿ

0ďkďn

p´xqk

k!
`
p´xqn`1

pn` 1q!
τn`1pxq, n ě 0,

with the collection of integral remainders given by

τn`1pxq “ pn` 1q

ż 1

0
p1´ tqne´tx dt “ 1´

x

n` 2
τn`2pxq.

For any k ě 1 we denote by τ
pkq
n s the k-th differential of the function τn. In this notation,

the inverse moment of a non-central χ-square random variable (cf. section 3 in [25]) are
given, for any k ě 0, by the formulae

E

¨

˝

˜

2

χ2
2pn`1q,2x

¸pk`1q
˛

‚ “
p´1qk

k!

1

n´ k
τ
pkq
n´kpxq.

Setting k “ 0 we find the formulae

1

n
τnpxq “ E

˜

2

χ2
2pn`1q,2x

¸

ě
2

Epχ2
2pn`1q,2xq

“
1

x` n` 1
,
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where we have used Jensen’s inequality to obtain the lower bound. This combined with
another application of Jensen’s inequality implies that

p´1qk

k!

1

n´ k
τ
pkq
n´kpxq “ E

¨

˝

˜

2

χ2
2pn`1q,2x

¸pk`1q
˛

‚ ě

ˆ

1

n
τnpxq

˙k`1

ě
1

px` n` 1qk`1
.

On the other hand, note that for any 0 ď z ă 1 we have

log p1´ zq ď ´z ùñ n log
´

1´
s

m

¯

´ sx ď ´
´

x`
n

m

¯

s.

This yields the upper bound

mτnpmxq “

ż m

0

´

1´
s

m

¯n
e´sx ds ď

ż m

0
e´px`

n
mqs ds “

1

x` n
m

´

1´ e´px`
n
mqm

¯

ď
1

x` n
m

.

Thus, for any m,n ě 1 and any x ě 0 we have the estimate

1

x` pn` 1q{m
ď
m

n
τnpmxq ď

1

x` pn´ 1q{m
.

More generally, for any k,m, n ě 0 we have

p´1qk

n` 1
τ
pkq
n`1pmxq “

ż 1

0
tk p1´ tqn e´mxt dt

“
1

m

ż m

0

´ s

m

¯k ´

1´
s

m

¯n
e´sx ds

ď
1

mk`1

ż m

0
sk e´px`

n
mqs ds ď

1

mk`1

1
`

x` n
m

˘

k!
`

x` n
m

˘k
.

This discussion can be summarised with the following lemma.

Lemma 4.2. For any n ą k ě 0, m ě 1 and any x ě 0 we have the estimate

1
`

x` n`1
m

˘k`1
ď
p´1qk

k!

mk`1

n´ k
τ
pkq
n´kpmxq ď

1
`

x` n´k´1
m

˘k`1
.

With this lemma in hand, we are now in a position to prove Proposition 4.1.

Proof of Proposition 4.1. By Lemma 4.2 we have

1
`

x` n`1
m

˘k`1
ď E

¨

˝

˜

2m

χ2
2pn`1q,2mx

¸pk`1q
˛

‚ ď
1

`

x` n´k´1
m

˘k`1
.

This yields the estimate

1

p1` xqk
ď E

¨

˝

˜

2n

χ2
2n,2nx

¸k
˛

‚ď
1

`

p1` xq ´ k`1
n

˘k
.
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This implies that for any n ą k we have

0 ď E

¨

˝

˜

2n

χ2
2n,2nx

¸k
˛

‚´
1

p1` xqk
ď θkpxq ď

k ` 1

n

k
´

x` n´pk`1q
n

¯k
p1` xq

with the function

θkpxq :“
1

`

p1` xq ´ k`1
n

˘k
´

1

p1` xqk
.

This ends the proof of the first assertion.
This first estimate also yields, for any n ě k ` 2, the rather crude estimate

0 ď E

¨

˝

˜

1` x
1

2nχ
2
2n,2nx

¸k
˛

‚´ 1 ď
k

n
pk ` 1q p1` xqk pk ` 2qk ď

1

n
p1` xqk pk ` 2qk`2 .

This implies that

0 ď E

¨

˝

˜

1` x
1

2nχ
2
2n,2nx

¸k
˛

‚´ 1 ď
ωk
n
p1` xqk with ωk :“ pk ` 2qk`2 . (30)

Using the decomposition

py ´ 1qk “
ÿ

0ďlďk

ˆ

k
l

˙

p´1ql yk´l “
ÿ

0ďlăk

ˆ

k
l

˙

p´1ql
´

yk´l ´ 1
¯

,

we check that

E

¨

˝

˜

1` x
1

2nχ
2
2n,2nx

´ 1

¸k
˛

‚“
ÿ

0ďlăk

ˆ

k
l

˙

p´1ql

¨

˝E

¨

˝

˜

1` x
1

2nχ
2
2n,2nx

¸k´l
˛

‚´ 1

˛

‚

looooooooooooooooooomooooooooooooooooooon

ě0

.

Thus, for any n ě 2p2k ` 2q we have the estimate

E

¨

˝

˜

1` x
1

2nχ
2
2n,2nx

´ 1

¸2k
˛

‚ ď
ÿ

1ďlďk

ˆ

2k
2l

˙

¨

˝E

¨

˝

˜

1` x
1

2nχ
2
2n,2nx

¸2l
˛

‚´ 1

˛

‚.

Using (30), this implies that

E

¨

˝

˜

1` x
1

2nχ
2
2n,2nx

´ 1

¸2k
˛

‚ď
1

n
p1` xq2k ω12k.

with

ω12k :“
ÿ

1ďlďk

ˆ

2k
2l

˙

p2pl ` 1qq2pl`1q .
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In the same vein, for any n ě 2pp2k ` 1q ` 2q we have

E

¨

˝

˜

1` x
1

2nχ
2
2n,2nx

´ 1

¸2k`1
˛

‚ ď
ÿ

0ď2lă2k`1

ˆ

2k ` 1
2l

˙

¨

˝E

¨

˝

˜

1` x
1

2nχ
2
2n,2nx

¸2pk´lq`1
˛

‚´ 1

˛

‚

loooooooooooooooooooooomoooooooooooooooooooooon

ě0

ď
ÿ

0ďlďk

ˆ

2k ` 1
2pk ´ lq

˙

¨

˝E

¨

˝

˜

1` x
1

2nχ
2
2n,2nx

¸2l`1
˛

‚´ 1

˛

‚

looooooooooooooooooomooooooooooooooooooon

ď
ω2l`1
n

p1`xq2l`1

.

This implies that

E

¨

˝

˜

1` x
1

2nχ
2
2n,2nx

´ 1

¸2k`1
˛

‚ď
ω12k`1

n
p1` xq2k`1

with

ω12k`1 “
ÿ

0ďlďk

ˆ

2k ` 1
2pk ´ lq

˙

p2l ` 3q2l`3.

This ends the proof of the proposition.

4.2 Riccati difference equations

We associate with some parameters pa, b, c, dq P R4
` satisfying c ą 0 and ad ą bc the Riccati

difference equation on R` :“ r0,8r given by the recursion

Pn :“ φpPn´1q with φpxq :“
ax` b

cx` d
with x ě 0. (31)

Observe that

Bφpxq “
ρ

pcx` dq2
ą 0 and B2φpxq “ ´

2ρc

pcx` dq3
ă 0 with ρ :“ ad´ bc ą 0. (32)

(33)

This shows that φ is an increasing and concave function. Rational difference equation of the
form (31) can be solved explicitly. This section provides a brief review on these equations.
We set

pu, v, wq :“ pa{c, d{c, b{cq P R4
` and λ “ λ1{λ2 Ps0, 1r

with the parameters

λ2 ´ v :“
u´ v

2
`

d

ˆ

v ´ u

2

˙2

` w ą 0 and v ´ λ1 :“
v ´ u

2
`

d

ˆ

v ´ u

2

˙2

` w ą 0.

(34)

Observe that

pv ´ λ1qpλ2 ´ vq “ w and r “ φprq ą 0 ðñ r “ λ2 ´ v. (35)
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Lemma 4.3. For any x ě 0 and n ě 1 the evolution semigroup φn “ φ˝φn´1 of the Riccati
difference equation (31) is positive and is given by the formula

φnpxq “ r ` px´ rq
pλ2 ´ λ1q λ

n

px` pv ´ λ1qq p1´ λnq ` pλ2 ´ λ1q λn
(36)

with the parameters λ and pλ1, λ2q defined in (34) and the unique positive fixed point r given
in (35). In addition, for any n ě 1 and any x P R` we have the estimates

b{d ď φnpxq ď a{c. (37)

For any x, y P R` and n ě 0 we have the exponential decay to equilibrium

|φnpxq ´ r| ď
λ2 ´ λ1

v ´ λ1
λn |x´ r| and |φnpxq ´ φnpyq| ď |x´ y|

ˆ

λ2 ´ λ1

v ´ λ1

˙2

λn. (38)

In addition, we have the first order derivative

Bφnpyq :“
pλ2 ´ λ1q

2 λn
`

py ` pv ´ λ1qq p1´ λnq ` pλ2 ´ λ1q λn
˘2 “

ź

0ďkăn

ρ

pcφkpyq ` dq2
, (39)

where the parameter ρ was defined in (32), which satisfies the second order estimate

|φnpxq ´ φnpyq ´ Bφnpyqpx´ yq| ď
pλ2 ´ λ1q

2

pv ´ λ1q
3
px´ yq2 λn, (40)

and the Lipschitz estimate

|Bφnpxq ´ Bφnpyq| ď ι |y ´ x| λn. (41)

The proof of the above lemma is rather technical so it is housed in the appendix.
We end this short section with some comparison properties and Riccati differential in-

equalities. For any ε ě 0 we have

φεpxq :“ φpxq ` ε “
aεx` bε
cx` d

(42)

with the parameters

paε, bεq “ ppa` εcq, pb` εdqq P R2
` ùñ aεd´ bεc “ ad´ bc ą 0.

This shows that the boundedness properties of Riccati type differential inequalities of the
form rn ď φεprn´1q can be deduced from those of the solution to the evolution equation
sn “ φεpsn´1q. For instance, since φε is increasing we have

φεprn´1q ď φnε pxq ď x_ sε ď x_
aε
c
“ x_ pε`

a

c
q with the fixed point sε :“ φεps

εq ą 0.

(43)
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Moreover, observe that for any ε ď ε1 we have

0 ă 2c sε “ a´ d` εc`

b

ppa´ dq ` εcq2 ` 4c pb` εdq

ď a´ d`
a

2pa´ dq2 ` 4bc` 2

c

ε1c
´

d`
ε1c

2

¯

` ε1c.

In the same vein, for any k ě 1 we have

φpxqk “

ˆ

ax` b

cx` d

˙k

ď φkpx
kq with φkpxq :“

akx` bk
ckx` dk

(44)

and where
pak, bk, ck, dkq :“ p2k´1ak, 2k´1b, ck, dkq P R4

`.

Note that we have

akdk ´ bkck “ 2k´1ppadqk ´ pbcqkq ą 0 since ad´ bc ą 0.

As above, this shows that the boundedness properties of Riccati type inequalities of the form
rn ď φprn´1q

k can be deduced from the solution of the recursion sn “ φkpsn´1q. Indeed,
since φk is increasing we have

rn ď φprn´1q
k ď φnkpr0q ď x_ sk with the fixed point sk :“ φkps

kq ą 0. (45)

4.3 Stability of Kalman filters

This section is mainly concerned with the proof of Theorem 3.5. Note that Lemma 4.3 yields
the existence of the positive fixed point P8 “ φpP8q ą 0, as well as the estimate (15). The
fixed point P8 can be written in closed form in terms of the parameters pa, b, cq (defined in
(4)) by the formula

P8 “
pa´ 1q ` r

2c
with r :“

b

pa´ 1q2 ` 4bc ă a` 1. (46)

In order to prove (16) we need to consider the random products defined for any 0 ď k ď n
and p ě 0 by

Ek,nppq :“
ź

kălďn

A

1` Sφlppq
, (47)

since in this notation, for any given p ě 0 and for any px1, x2q P R2 and n ě 0 we have

pXnpx1, pq ´ pXnpx2, pq “ E0,nppq px1 ´ x2q. (48)

When k “ 0, we simplify notation and we write Enppq instead of E0,nppq. When k “ n
we use the convention En,nppq “ 1. With this in mind, for any k ă l ă n we readily check
the semigroup properties

Ek,nppq “ En´k

´

φkppq
¯

and En´kppq “ El´kppq ˆ En´lpφ
l´kppqq.
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To obtain appropriate bounds for the products Ek,n, recall that thanks to (37), for any
n ě 1 and any starting point P0 we have the uniform estimates

R ď φnpP0q ď A2{S `R, (49)

which implies that

Ek,nppq ď

ˆ

|A|

1` SB2

˙n´k

. (50)

Also observe that

A2 ´ 1

2
ě |A| ´ 1 ùñ P8 “

1

S

ˆ

A2 ´ 1

2

˙

`
RS ` r

2S
ą
|A| ´ 1

S
.

This implies that

|A|p1´G8Cq “: 1´ ε8 ă 1, (51)

where G8 is he gain associated with the steady state P8 of the Riccati equation and is
given by

G8 “ CP8{pC
2P8 `D

2q ðñ 1´G8C “ 1{p1` SP8q.

On the other hand, using (15), for any p ě 0 there exists some integer kppq ě 1 such
that for any k ą kppq,

1` SP8
1` Sφkppq

“ 1`
S

1` Sφkppq
pP8 ´ φ

kppqq ď 1` S κ1 p1´ ε1q
k
|p´ P8| ď 1` ε8.

with the parameter ε8 defined in (51). This yields the following technical lemma.

Lemma 4.4. For any p ě 0 there exists some integer kppq ě 1 such that for any n ą kppq
we have

a

|pBφqpφnppqq| “
|A|

1` Sφnppq
ď 1´ ε28,

with the parameter ε8 defined in (51). In addition, for any n ě k ě kppq ě l we have

|El,nppq| ď

ˆ

|A|

1` SB2

˙kppq´l

p1´ ε28q
n´kppq and |Ek,nppq| ď p1´ ε

2
8q

n´k. (52)

We are now in position to state and to prove the main result of this section, which also
completes the proof of Theorem 3.5.

Theorem 4.5. For any p1 ě 0 there exists some integer kpp1q ě 1 for any n ą kpp1q and
any x1, x2 P R we have the almost sure estimate

ˇ

ˇ

ˇ

pXnpx1, p1q ´ pXnpx2, p1q

ˇ

ˇ

ˇ
ď

ˆ

|A|

1` SB2

˙kpp1q

p1´ ε28q
n´kpp1q |x1 ´ x2|. (53)

with the parameter ε8 defined in (51). In addition, for any p2 ě 0 we have

E
ˆ

´

pXnpx1, p1q ´ pXnpx2, p2q

¯2
˙1{2

ď κpp1, p2, x2q p1´ ε
2
8q

n´kpp1q |x1 ´ x2|. (54)
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Proof. The estimate (53) is a direct consequence of the formula (48) and the exponential
estimate (52). On the other hand, we have

pXnpx, pq ´Xn “
1

1` Sφnppq
pA pXn´1px, pq ´Xnq `

Sφnppq

1` Sφnppq
pC´1 Yn ´Xnq

“
A

1` Sφnppq
p pXn´1px, pq ´Xn´1q ` pUnppq,

where

pUnppq :“
Sφnppq

1` Sφnppq

Vn
?
S
´

1

1` Sφnppq
BWn ùñ EppUnppq2q ď R` 1{S.

Iterating, this implies that

pXnpx, pq ´Xn “ Enppqpx´X0q `
ÿ

1ďkďn

Ek,nppq pUkppq

and hence

E
ˆ

´

pXnpx, pq ´Xn

¯2
˙

“ |E0,nppq| Eppx´X0q
2q `

ÿ

1ďlďn

|El,nppq| EppUlppq2q.

Using (52) we check the uniform estimate

E
ˆ

´

pXnpx, pq ´Xn

¯2
˙

ď κ1ppq p1` Eppx´X0q
2qq. (55)

In the same vein, for any given q P R and for any pp1, p2q P R2
` we check that

pXnpx, p1q ´ pXnpx, p2q “
ÿ

1ďlďn

El,npp1q ρlpp1, p2q Ulpx, p2q

with the function

ρnpp1, p2q :“
Spφnpp1q ´ φ

npp2qq

p1` Sφnpp1qqp1` Sφnpp2qq
ď Sκ2

1 p1´ ε1q
n
|p1 ´ p2| (by (15)q

and the collection of random variables

Unpx, pq :“ ApXn´1 ´ pXn´1px, pqq `BWn ` Vn{
?
S

ùñ E
`

Unpx, pq
2
˘

ď A2κ1ppq p1` Eppx´X0q
2qq `R` 1{S (by (55)).

This implies that

E
ˆ

´

pXnpx, p1q ´ pXnpx, p2q

¯2
˙1{2

ď

˜

ÿ

1ďlďn

|El,npp1q| ρlpp1, p2q

¸

κ2px, p2q

with
κ2px, pq :“ pA2κ1ppq `B

2 ` 1{Sq p1` Eppx´X0q
2qq.

Using (52), for any n ą kpp1q we have
ÿ

1ďlďn

|El,npp1q| ρlpp1, p2q ď κ3pp1q p1´ ε
2
8q

n´kpp1q |p1 ´ p2|.

This ends the proof of (54) and hence the theorem.

Summing the two estimates (53) and (54) we obtain the estimate (16) with ε2 “ ε28.
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5 Stochastic perturbation analysis

This section is mainly concerned with the proof of Theorem 3.1. In addition, we also consider
the bias and some time-uniform bounds for the sample covariances pn and ppn.

5.1 A local perturbation theorem

We fix some parameter N ě 1 and we let 1 be the pN ` 1q column vector with unit entries,
I the pN `1qˆ pN `1q identity matrix and J “ 111 the pN `1qˆ pN `1q matrix with unit
entries, where p¨q1 denotes the transpose operator. We also let ε be the pN ` 1q ˆ pN ` 1q
matrix given by

ε “ I ´ J{pN ` 1q ùñ ε2 “ ε.

For any given pN ` 1q-column p we have

p :“
1

N ` 1

ÿ

1ďjďN`1

pj ùñ p´ p1 :“

¨

˚

˝

p1 ´ p
...

pN`1 ´ p

˛

‹

‚

“ εp.

From the mean-field evolution equations (6) and the definitions of mn and pmn in (7), it is
straightforward to show that

$

&

%

pξin ´mnq “ A ppξin´1 ´ pmn´1q `BW
i,ε
n

ppξin ´ pmnq “ p1´ gnCqpξ
i
n ´mnq ´ gnDV

i,ε
n ,

with the random variables

W i,ε
n :“

ÿ

1ďjďN`1

εij W
j
n and V i,ε

n :“
ÿ

1ďjďN`1

εij V
j
n . (56)

Taking the square we obtain the formulae

$

&

%

pξin ´mnq
2 “ A2 ppξin´1 ´ pmn´1q

2 `B2pW i,ε
n q

2 ` 2AB ppξin´1 ´ pmn´1qW
i,ε
n

ppξin ´ pmnq
2 “ p1´ gnCq

2pξin ´mnq
2 ` g2

nD
2pV i,ε

n q
2 ´ 2gnp1´ gnCqDpξ

i
n ´mnqV

i,ε
n .

This implies that

$

’

’

’

&

’

’

’

%

pn “ A2
ppn´1 `B

2 `
1
?
N

νn

ppn “ p1´ gnCq
2pn ` g

2
nD

2 `
1
?
N

pνn “ p1´ gnCqpn `
1
?
N

pνn

with the orthogonal variables

νn :“ 2AB χn `B
2 ςn and pνn :“ ´2gnp1´ gnCqD pχn ` g

2
nD

2
pςn
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and the centered random variables

χn :“
1
?
N

ÿ

1ďiďN`1

ppξin´1 ´ pmn´1qW
i,ε
n ςn :“

?
N

˜

1

N

ÿ

1ďiďN`1

pW i,ε
n q

2 ´ 1

¸

pχn :“
1
?
N

ÿ

1ďiďN`1

pξin ´mnqV
i,ε
n pςn :“

?
N

˜

1

N

ÿ

1ďiďN`1

pV i,ε
n q

2 ´ 1

¸

.

Further, denote by H the ppN ` 1q ˆ pN ` 1qq-Helmert matrix whose first row is defined by

H1,j “ 1{
?
N ` 1 @1 ď j ď pN ` 1q ùñ H1,. “ 11{

?
N ` 1.

and whose i-th row for 2 ď i ď pN ` 1q is given by

Hi,j :“ Hi,j :“

$

’

’

’

’

&

’

’

’

’

%

1{
a

ipi´ 1q if 1 ď j ă i

´pi´ 1q{
a

ipi´ 1q if j “ i

0 if i ă j ď pN ` 1q.

This yields the matrix decomposition

H “
ˆ

11{
?
N ` 1

H

˙

with H “ pHi,jq2ďiďpN`1q,1ďjďpN`1q P RNˆpN`1q.

We check that H is an orthogonal matrix and we have the square root formula

HH1 “ I “ H1H “
1

N ` 1
J `H1 H ùñ H1 H “ I ´

1

N ` 1
J “ ε.

Also note that for any pN ` 1q-column vectors x,w we have

pHxq1pHxq “ px´ x1q1pw ´ w 1q “ x1εw.

In this notation, we readily check that

pmn “ mn ` gn pYn ´ Cmnq ´
1

?
N ` 1

gnD H1,.VpNqn

mn`1 “ A pmn `
1

?
N ` 1

B H1,.WpNq
n

with the random vectors

WpNq
n :“

¨

˚

˝

W 1
n

...
WN`1
n

˛

‹

‚

and VpNqn :“

¨

˚

˝

V 1
n
...

V N`1
n

˛

‹

‚

.

Using this notation, we may write

χn “

c

ppn´1

N
pζ 1n´1 H WpNq

n ςn “
1
?
N

ˆ

´

HWpNq
n

¯1 ´

HWpNq
n

¯

´N

˙

pχn “

c

pn
N

ζ 1n H VpNqn pςn “
1
?
N

ˆ

´

HVpNqn

¯1 ´

HVpNqn

¯

´N

˙

,
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with the random vectors on the unit sphere defined by

pζn´1 :“
H pξn´1

b

}H pξn´1}

and ζn :“
H ξn

b

}H ξn}
.

Finally observe that

HVpNqn “

˜

H1,.VpNqn

HVpNqn

¸

and HWpNq
n “

˜

H1,.WpNq
n

HWpNq
n

¸

„ N
`

0, IpN`1qˆpN`1q

˘

(57)

We end the proof of Theorem 3.1 by replacing pVpNqn ,WpNq
n q by

´

HVpNqn ,HWpNq
n

¯

. This

ends the proof of the theorem.

Corollary 5.1. For any n ě 0 we have the biasedness properties

Epppnq ă pPn and Eppn`1q ă Pn`1. (58)

Proof. Since the function

p P R` ÞÑ
p

1` Sp
P R`

is strictly concave, we have

Epp1´ gnCq pnq ă
pn

1` Spn
“ p1´ gnCq pn

with
gn “ C pn{pC

2 pn `D
2q and pn :“ Eppnq.

This implies that
Epppnq ă p1´ gnCq pn

from which we check the Riccati differential inequality

pn “ A2 Epppnq `R ă A2 pn´1

1` Spn´1

`R “ φppn´1q.

The proof of (58) then follows from comparison properties of Riccati inequalities.

5.2 Uniform raw moments estimates

For any k ě 1 there exists some finite constant τk such that for any N ě 1 and n ě 0, the
Burkholder-Davis-Gundy inequality yields the following uniform estimates

E
´

}p∆n}
k
¯

_ E
´

}∆n}
k
¯

ď τk. (59)
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Proposition 5.2. For any k ě 1, any N ě 1 and time horizon n ě 0, we have the time-
uniform estimates

Epppknq _ E
`

pνkn
˘

ď ιk

Eppknq ď ιk pP0 _ 1qk and E
`

|νn`1|
k
˘

_ Epδkn`1q ď ιk pP0 _ 1qk{2.

(60)

Proof. We first prove the last assertion. To this end, for any k P R and n ě 1, set qkn :“ Eppknq
and observe that for k ě 1,

2k´1φpxqk “ 2k´1 ppA
2 `RSqx`Rqk

pSx` 1qk
ď φkpx

kq where φkpxq :“
akx` bk
ckx` 1

,

with parameters

pak, bk, ckq “ p2
2pk´1qpA2 `RSqk, 22pk´1qRk, Skq P R3

`

ùñ ak ´ bkck “ 22pk´1q
`

pA2 `RSqk ´RkSk
˘

ą 0.

Combining the above with Corollary 3.2 and the inequality |a ` b|k ď 2k´1p|a|k ` |b|kq,
a, b P R, k ě 1, we obtain

p2k
n`1 ď φ2kpp

2k
n q `

22k´1

Nk

´

A4k
pν2k
n ` ν2k

n`1

¯

.

By Jensen’s inequality, we check that

q2k
n`1 ď φ2kpq

2k
n q `

22k´1

Nk

´

A4k Eppν2k
n q ` Epν2k

n`1q

¯

.

To control the expectations on the right hand side above, note that for any k ě 1 we have
the crude estimates

pgnDq
2k “

ˆ

Spn
1` Spn

pn
1` Spn

˙k

ď S´k,

pgnDp1´ gnCqq
k pk{2n “

˜

Spn
1` Spn

1

1` Spn

ˆ

pn
1` Spn

˙2
¸k{2

ď S´k.

Combining these estimates with (59) in (12), we check that

E
´

pνkn

¯

ď ι1pkq and Epνkn`1q ď ι2pkq
´

1_ qk{2n

¯

“ ι2pkq p1_ qnq
k{2 . (61)

Now, (49) and (58) imply that

qn ď ι0 pP0 _ 1q. (62)

Combining this with (61) yields the required bounds for νkn, pνkn and δkn. Returning to the
moments of pn, note that the previous estimates imply that

q2k
n`1 ď φ2kpq

2k
n q `

ι5pkq

Nk
pqkn _ 1q.
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Applying the above estimate to k “ 1, along with (62), we have

q2
n`1 ď φ2pq

2
nq `

ι1
N
pP0 _ 1q.

Using the comparison properties (43) and (45) we conclude that

sup
Ně1

sup
ně0

q2
n ă ι2 pP0 _ 1q2.

Iterating the argument for any k ě 1 we readily check that

sup
Ně1

sup
ně0

qkn ă ιk pP0 _ 1qk

and therefore

E
´

|νn`1|
k
¯

ď ι6pkq p1_ qnq
k{2
ď ι7pkq pP0 _ 1qk{2 and E

´

|δn`1|
k
¯

ď ιk pP0 _ 1qk{2

Finally, we have

ppn “
pn

1` Spn
`

1
?
N

pνn ùñ Epppknq ď S´k `
1

Nk{2
Ep|pνn|kq ď ιk,

which ends the proof of the proposition.

6 Stochastic Riccati equations

In this section we focus on the proof of Theorem 3.9, as well as the central limit theorems
presented in section 3.4.

6.1 Perturbation analysis

We start by proving the time uniform estimates (22). To this end, first note that we have
the telescoping sum formula

pn ´ Pn “ pφ
npp0q ´ φ

npP0qq `
ÿ

1ďkďn

´

φn´kppkq ´ φ
n´pk´1qppk´1q

¯

. (63)

To deal with the summands above, observe that

φn´kppkq ´ φ
n´pk´1qppk´1q “ φn´kppkq ´ φ

n´kpφppk´1qq

“ φn´k
ˆ

φppk´1q `
1
?
N

δk

˙

´ φn´k pφppk´1qq .

Using the Lipschitz estimates (38) we check that

|φn´kppkq ´ φ
n´kpφppk´1qq| ď

κ1
?
N
p1´ ε1q

n´k |δk| ,
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with the parameter ε1 defined in (15). Similarly, we have

|φnpp0q ´ φ
npP0q| ď

κ2
?
N
p1´ ε1q

n |ν0| .

This yields the almost sure estimate

?
N |pn ´ Pn| ď κ3

«

p1´ ε1q
n|ν0| `

ÿ

1ďkďn

p1´ ε1q
n´k |δk|

ff

.

Next we note that

|ppn ´ pPn| “

ˇ

ˇ

ˇ

ˇ

pn ´ Pn
p1` SPnqp1` Spnq

ˇ

ˇ

ˇ

ˇ

`
1
?
N
|pνn| ď |pn ´ Pn| `

1
?
N
|pνn|.

Finally, we note the following decomposition for the gain parameters

?
Npgn ´Gnq “

?
NC

ˆ

pn
C2pn `D2

´
Pn

C2Pn `D2

˙

“ CD2

?
Nppn ´ Pnq

pC2pn `D2qpC2Pn `D2q
.

The above estimates and decompositions allow one to derive several mean error bounds as
soon as we control the moments of the local errors. For instance, using the uniform moments
estimates (60) we obtain the mean error estimates stated in Theorem 3.9.

6.2 Fluctuation analysis

This section is mainly concerned with the proofs of Theorem 3.11 and Theorem 3.13. We
start with some technical results that will immediately lead to the proof of the former.

Lemma 6.1. The characteristic function of random vector ∆ defined in (9) satisfies for
any w P R3 we have the Gaussian type estimate

ˇ

ˇ

ˇ

ˇ

E
´

eiw
1∆
¯

´ e´
}w}2

2

ˇ

ˇ

ˇ

ˇ

ď εpwq e´
}w}2

2 , (64)

with the function

εpwq :“ |w3|

c

2

N

ˆ

w2
2

2
` w2

3

˙

exp

˜

|w3|

c

2

N

ˆ

w2
2

2
` w2

3

˙

¸

. (65)

The proof of the above lemma follows elementary calculations. For the convenience of
the reader a detailed proof is provided in the appendix.

Lemma 6.2. For any n ě 0 we have the weak convergence
´

∆0, pp∆
i
k,∆

i
k`1q0ďkďn, 1ďiď3

¯

ãÑNÑ8

´

pZi0q1ďiď2, p pZ
i
k, Z

i
k`1q0ďkďn, 1ďiď3

¯

,

where the Zik,
pZik are independent sequences of independent and centered Gaussian random

variables with unit variance.
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Proof. Applying (64) for any w P R3 we check the rather crude estimates

ˇ

ˇ

ˇ

ˇ

E
´

ei w
1∆n`1

¯

´ e´
}w}2

2

ˇ

ˇ

ˇ

ˇ

ď εpwq and

ˇ

ˇ

ˇ

ˇ

E
´

ei w
1
p∆n

¯

´ e´
}w}2

2

ˇ

ˇ

ˇ

ˇ

ď εpwq

with the function εpwq ÝÑNÑ8 0 defined in (65). For any u, v P R3 and n ě 0 we have the
decomposition

E
´

ei u
1∆n`1 ei v

1
p∆n

¯

´ e´
}u}2

2 e´
}v}2

2

“ E
´

ei v
1
p∆n

¯

ˆ

E
´

ei u
1∆n`1

¯

´ e´
}u}2

2

˙

`

ˆ

E
´

ei v
1
p∆n

¯

´ e´
}v}2

2

˙

e´
}u}2

2 .

This yields the estimate

ˇ

ˇ

ˇ

ˇ

E
´

ei u
1∆n`1 ei v

1
p∆n

¯

´ e´
}u}2`}v}2

2

ˇ

ˇ

ˇ

ˇ

ď εpu, vq :“ εpuq ` εpvq.

Consider the sequence of random vectors

Λn :“

ˆ

p∆n

∆n`1

˙

P R6.

In this notation, for any n ě 0 and wn P R6 we have proven the following estimate

ˇ

ˇ

ˇ

ˇ

E
´

ei w
1
nΛn

¯

´ e´
}wn}

2

2

ˇ

ˇ

ˇ

ˇ

ď εpwnq.

Using the decomposition

E
´

ei pw
1
n´1Λn´1`w1nΛnq

¯

´ e´
}wn´1}

2

2 e´
}wn}

2

2

“ E
´

ei w
1
n´1Λn´1

¯

ˆ

E
´

ei w
1
nΛn

¯

´ e´
}wn}

2

2

˙

`

ˆ

E
´

ei w
1
n´1Λn´1

¯

´ e´
}wn´1}

2

2

˙

e´
}wn}

2

2 ,

we also check that
ˇ

ˇ

ˇ

ˇ

E
´

ei pw
1
n´1Λn´1`w1nΛnq

¯

´ e´
}wn´1}

2

2 e´
}wn}

2

2

ˇ

ˇ

ˇ

ˇ

ď εpwn´1q ` εpwnq.

Iterating the argument, we conclude that

ˇ

ˇ

ˇ

ˇ

E
´

ei pu1∆1
0`u2∆2

0`
ř

0ďkďn w
1
kΛkq

¯

´ e´
u21{2`u

2
2{2`

ř

0ďkďn }wk}
2

2

ˇ

ˇ

ˇ

ˇ

.

ď εpu1, 0, u2q `
ř

0ďkďn εpwkq ÝÑNÑ8 0,
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which ends the proof of the lemma.

Combining Lemma 6.2 with Theorem 3.9 and Slutsky’s lemma yields Theorem 3.11.
We are now in position to prove theorem 3.13 and the bias estimates (23).

Proof of Theorem 3.13 :
By the second order estimate (40) we have

|φn´kppkq ´ φ
n´pk´1qppk´1q ´ Bφ

n´k pφppk´1qq
1
?
N

δk| ď
ι1
N
p1´ ε1q

n´k δ2
k.

Combining this with the telescoping sum formula (63) yields the decomposition

QN
n :“

?
Nppn ´ Pnq “ Bφ

npP0q ν0 `
ÿ

1ďkďn

Bφn´k pφppk´1qq δk ` θ
N
1 p1q,

with the remainder term

|θNn p1q| ď εNn p1q :“
ι2
?
N
p1´ ε1q

n ν2
0 `

ι1
?
N

ÿ

1ďkďn

p1´ ε1q
n´k δ2

k ÝÑNÑ8 0 a.s..

On the other hand, using the Lipschitz estimates (38) and (41), we have

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

1ďkďn

”

Bφn´kpφppk´1qq ´ Bφ
n´kpφpPk´1qq

ı

δk

ˇ

ˇ

ˇ

ˇ

ˇ

ď εNn p2q :“ ι3
ÿ

1ďkďn

p1´ εqn´k |δk| |pk´1 ´ Pk´1| ÝÑNÑ8 0 a.s..

This yields the formula
QN
n “ Fn pν0, δ1, . . . , δnq ` θ

N
n p2q

with the function

Fn pν0, δ1, . . . , δnq :“ BφnpP0q ν0 `
ÿ

1ďkďn

Bφn´k pPkq δk,

and the remainder term θNn p2q satisfying

|θNn p2q| ď εNn p1q ` ε
N
n p2q.

Combining Slutsky’s lemma with the continuous mapping theorem and Corollary 3.12, for
any time horizon n ě 0 we conclude that

pFk pν0, δ1, . . . , δkqq0ďkďn ãÝÑNÑ8 pFk pZ0,Z1, . . . ,Zkqq0ďkďn

with the Gaussian random variables Zk defined in Corollary 3.12. Thus, we have shown
that

QN
n ãÝÑNÑ8 Fn pZ0,Z1, . . . ,Znq “: Qn.
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The recursive formulation (26) comes from the decomposition

pQN
n “

1

p1` SPnqp1` Spnq
QN
n ` pνn ãÝÑNÑ8

pQn :“
1

p1` SPnq2
Qn ` pVn.

In the same vein, we have

QN
n`1 “ A2

pQN
n ` νn`1 ùñ Qn`1 “ A2

pQn ` Vn`1.

The proof of the uniform bias estimates (23) follows the second order Taylor expansions
discussed in the proof of Theorem 3.13 as we will now demonstrate.

Proof of the bias estimate (23): Using the second order Taylor expansions discussed
in the proof of Theorem 3.13 we have the bias estimates

0 ď Pn ´ Eppnq ď
ι4
N

«

Epν2
0q p1´ εq

n `
ÿ

1ďkďn

p1´ εqn´k Epδ2
kq

ff

`
ι5
?
N

ÿ

1ďkďn

p1´ εqn´k Ep|δk| |pk´1 ´ Pk´1|q.

The first bias estimte stated in (23) now follows from (60) and the estimates stated in (22).
Indeed, using (60) we check that

0 ď Pn ´ Eppnq ď
ι6
N

«

P0 p1´ εq
n ` p1_ P0q

ÿ

1ďkďn

p1´ εqn´k

ff

`
ι7
?
N
p1_ P0q

ÿ

1ďkďn

p1´ εqn´k Ep|pk´1 ´ Pk´1|
2q1{2.

The end of the proof of the l.h.s. estimate in (23) is now a consequence of (22). We also
have the second order decomposition

gn ´Gn “
CD2

pC2Pn `D2q2
ppn ´ Pnq ´

CD2

pC2Pn `D2q2pC2pn `D2q
ppn ´ Pnq

2

Using the bias estimate stated in the l.h.s. of (23) we readily check that

0 ď Gn ´ Epgnq ď
CD2

pC2Pn `D2q2

ι1
N
r1_ P0s

2
`

C

pC2Pn `D2q2
E
`

ppn ´ Pnq
2
˘

Again, using the Lk-mean error estimates stated in (22) we check the r.h.s. estimate stated
in (23). This ends the proof of the bias estimate.
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6.3 Inverse raw moments

We end the section with some bounds on the moments of ratios of the form φppnq{pn`1,
n ě 1.

Using (14) we have the formulae, which will be used throughout this section.

1

ppn
“

ˆ

S `
1

pn

˙

pΥnppnq and
1

pn`1
“

1

A2
ppn `R

Υn`1pppnq, (66)

with the inverse non-central χ-square random variables

pΥnppnq :“
1` 1{pSpnq
1
N pχ

pn,2q
N,N{pSpnq

and Υn`1pppnq :“
1`

`

A2{R
˘

ppn
1
N χ

pn`1,2q
N,NpA2{Rqppn

.

Lemma 6.3. For any n ě 0 we have

φppnq

pn`1
´ 1 “

1

N

A4

φppnq

pν2
n

φppnq `
A2
?
N

pνn
´

A2

?
N

pνn
φppnq

`
φppnq

A2
ppn `R

pΥn`1pppnq ´ 1q .

(67)

Proof. First recall that

ppn “ p1´ gnCq pn `
1
?
N

pνn.

Combining this with the second identity in (66), we have

φppnq

pn`1
“

1

1` A2
?
N

pνn
φppnq

`
φppnq

A2
ppn `R

pΥn`1pppnq ´ 1q .

The result now follows from the decomposition

1

1` A2
?
N

pνn
φppnq

“ 1´
A2

?
N

pνn
φppnq

`
1

N

A4

φppnq

pν2
n

φppnq `
A2
?
N

pνn
.

Proposition 6.4. For any n ě 0 and any even number of particles N ą 4 we have the
almost sure uniform drift estimates

1 ď E
ˆ

φppnq

pn`1
| pn

˙

ď 1`
ι

N
. (68)

Proof. First note that from the previous lemma, we have

E
ˆ

φppnq

pn`1

ˇ

ˇ

ˇ

ˇ

pn, ppn

˙

“ 1´
A2

?
N

pνn
φppnq

`
1

N

A4

φppnq

pν2
n

φppnq `
A2
?
N

pνn

`
φppnq

A2
ppn `R

E ppΥn`1pppnq ´ 1q | ppnq .
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Due to (28), for any even number of particles N ą 4 we have the estimate

0 ď E pΥnpxqq ´ 1 ď
4

N

ˆ

1`
A2

R
x

˙ ˆ

1`
4

N ´ 4

˙

.

Since both ppn and φppnq are bounded, it follows that

E
ˆ

φppnq

pn`1

ˇ

ˇ

ˇ

ˇ

pn, ppn

˙

ď 1´
A2

?
N

pνn
φppnq

`
1

N

A4

φppnq

pν2
n

φppnq `
A2
?
N

pνn
`
ι1
N
.

for some finite constant ι1. Taking the expectation we check that

E
ˆ

φppnq

pn`1
| pn

˙

ď E

˜

1`
1

N

A4

φppnq

pν2
n

φppnq `
A2
?
N

pνn
| pn

¸

`
ι1
N

ď 1`
1

N

ˆ

ι1 `
A4

R2
E
`

pν2
n | pn

˘

˙

,

where the last line follows from the estimates

φppnq ě R and R ď A2
ppn `R “ φppnq `

A2

?
N

pνn. (69)

The proposition now follows from the almost sure estimate

E
`

pν2
n | pn

˘

“ p2gnp1´ gnCqD
?
pnq

2 ` p
?

2 g2
nD

2q2

“ 2S
p3
n

p1` Spnq4
p2` Spnq ď 4S

p3
n

p1` Spnq3
ď

4

S2
. (70)

Theorem 6.5. For any even k ě 2 there exists some finite constant ιk such that for any
n ě 0 and any even parameter N ą 2pk ` 2q we have the almost sure uniform estimates

1 ď E

˜

ˆ

φppnq

pn`1

˙k

| pn

¸

ď 1`
ιk
N
. (71)

Proof. We will show that (71) holds for the cases k “ 2, 3 and then outline how the general
case may be obtained inductively. By (29), for any n ě 1 any k ě 0 and any even N ą

2pk ` 2q we have the uniform estimates

E

˜

ˆ

Υnpxq ´ 1

A2x`R

˙k
¸

ď
ιk
N
. (72)

Now, recall that

φppnq

pn`1
´ 1 “ pαnppnq ` βn`1pppnq, (73)
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with the random variables

pαnppnq “ ´
1
?
N

A2

A2
ppn `R

pνn and βn`1pppnq :“ φppnq
Υn`1pppnq ´ 1

A2
ppn `R

.

Using the estimates (69), (70) and (72), we check the almost sure uniform estimate

E pppαnppnq ` βn`1pppnqq | pnq

ď
1

N

A4

R2
Eppν2

n | pnq ` φppnq E
ˆ

Υn`1pppnq ´ 1

A2
ppn `R

| pn

˙

ď
ι1
N
.

In the same vein, we have

E
´

ppαnppnq ` βn`1pppnqq
2
| pn, ppn

¯

“ pαnppnq
2 ` φppnq

2 E

˜

ˆ

Υn`1pppnq ´ 1

A2
ppn `R

˙2

| pn, ppn

¸

`2 φppnq pαnppnq E
ˆ

Υn`1pppnq ´ 1

A2
ppn `R

| pn, ppn

˙

.

On the other hand, we have

pαnppnq E
ˆ

Υn`1pppnq ´ 1

A2
ppn `R

| pn, ppn

˙

ď pαnppnq
2 ` E

ˆ

Υn`1pppnq ´ 1

A2
ppn `R

| pn, ppn

˙2

ď pαnppnq
2 ` ι2{N

2.

Along with the almost sure uniform bound

E
`

pαnppnq
2 | pn

˘

ď ι3{N,

which follows from (60), we conclude that

E
´

ppαnppnq ` βn`1pppnqq
2
| pn

¯

ď ι4{N.

Combining this with (73), it follows that

1 ď E

˜

ˆ

φppnq

pn`1

˙2

| pn “ x

¸

ď 1` ι5{N.

For odd powers, for instance we have

E
´

ppαnppnq ` βn`1pppnqq
3
| pn, ppn

¯

“ pαnppnq
3 ` 3 pαnppnq

2φppnq E
ˆ

Υn`1pppnq ´ 1

A2
ppn `R

| ppn

˙

`3 pαnppnqφppnq
2 E

˜

ˆ

Υn`1pppnq ´ 1

A2
ppn `R

˙2

| ppn

¸

` φppnq
3 E

˜

ˆ

Υn`1pppnq ´ 1

A2
ppn `B2

˙3

| ppn

¸

.
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Now observe that

6 pαnppnqφppnq
2 E

˜

ˆ

Υn`1pppnq ´ 1

A2
ppn `R

˙2

| ppn

¸

ď
`

3pαnppnqφppnq
2
˘2
` E

˜

ˆ

Υn`1pppnq ´ 1

A2
ppn `R

˙4

| ppn

¸

ď
`

3pαnppnqφppnq
2
˘2
`
ι6
N
.

Using the estimates (72), this implies that

E
´

ppαnppnq ` βn`1pppnqq
3
| pn

¯

ď E
`

pαnppnq
3 | pn

˘

`
1

2

`

3φppnq
2
˘2 E

`

pαnppnq
2 | pn

˘

`
ι6

2N

`3φppnq E
`

pαnppnq
2 | pn

˘ ι1
N
` φppnq

3 ι3
N
.

Using the fact that

E
`

|pαnppnq|
3 | pn

˘

ď
ι7

N
?
N
,

it follows that
E
´

ppαnppnq ` βn`1pppnqq
3
| pn

¯

ď
ι8
N
.

Using (73) and Jensen’s inequality we check that

1 ď E

˜

ˆ

φppnq

pn`1

˙3

| pn

¸

ď 1`
ι9
N
.

More generally, for any l ě 2 and k ě 1 we have

E
´

|pαnppnq|
l | pn “ x

¯

ď
ιlp1q

N
and E

´

βn`1pppnq
2k | ppn “ x

¯

ď
ι2pkq

N

for some finite constants ι1pkq, ι2pkq. Also note that due to the binomial formula, we have

E

˜

ˆ

φppnq

pn`1

˙k

| pn, ppn

¸

“ 1` E pppαnppnq ` βn`1pppnqq | pn, ppnq `
ÿ

2ďlďk

ˆ

k
l

˙

E
´

ppαnppnq ` βn`1pppnqq
l
| pn, ppn

¯

.

We may estimate the above summands, for any l ě 2 by

E
´

ppαnppnq ` βn`1pppnqq
l
| pn, ppn

¯

ď |pαnppnq|
l `

1

2

ÿ

0ďiăl

ˆ

l
i

˙

´

pαnppnq
2l ` E

´

pβn`1pppnqq
2pl´iq

| pn, ppn

¯¯

ď |pαnppnq|
l `

1

2

ÿ

0ďiăl

ˆ

.l
i

˙ˆ

pαnppnq
2l `

ι2pl ´ iq

N

˙
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The end of the proof of (71) is now a direct consequence of the moment estimates stated
above.

7 Ensemble Kalman state estimates

7.1 A Feynman-Kac formula

Theorem 7.1. Let Xn be a Markov chain on some measurable state space E with Markov
transitions Mpx, dyq and starting at some state X0 “ x. Also let Hpxq be some positive
measurable function on E. Assume there exists some function h and some parameters
εh Ps0, 1r and κh Ps0,8r such that

Hhpxq :“ Hpxq hpxqMp1{hqpxq ď p1´ εhq and Mp1{hqpxq ď κh Mp1{hqpyq. (74)

Then, for any n ě 1 and any bounded measurable function F on the path space En we have
the Feynman-Kac change of measure formula

E

˜

F pX1, . . . , Xnq

˜

ź

1ďkďn

HpXkq

¸

| X0 “ x

¸

“ E

˜

F pX
1{h
1 , . . . , X1{h

n q
Mph´1qpX

1{h
0 q

Mph´1qpX
1{h
n q

˜

ź

1ďkďn

HhpX
1{h
k q

¸

| X
1{h
0 “ x

¸

.

In the above display, X
1{h
n stands for the Markov chain with Markov transitions

M1{hpx, dyq “Mpx, dyq
h´1pyq

Mph´1qpxq
. (75)

In addition, we have the uniform exponential decay estimate

sup
x

E

˜

ź

1ďkďn

HpXkq | X0 “ x

¸

ď κh p1´ εhq
n. (76)

Proof. We set h´1pxq “ 1{hpxq. Let X
1{h
n be the Markov chain starting at X

1{h
0 “ X0 “ x0

whose Markov transitions M1{h are given by (75) so that

M1{hphqpxq “
1

Mph´1qpxq
. (77)

Observe that

P1{h
n pdpx0, . . . , xnqq

:“ PppX1{h
0 , . . . , X

1{h
n q P dpx0, . . . , xnqq

“ η0pdx0q Mpx0, dx1q
h´1px1q

Mph´1qpx0q
. . .Mpxn´1, dxnq

h´1pxnq

Mph´1qpxn´1q
.
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Rewritten in terms of expectations we have

E

˜

F pX0, . . . , Xnq
ź

1ďkďn

h´1pXkq

Mph´1qpXk´1q

¸

“ E
´

F pX
1{h
0 , . . . , X1{h

n q

¯

.

Observe that

P1{h
n pdpx0, . . . , xnqq

“ Pnpdpx0, . . . , xnqq

ˆ

h´1px1q

Mph´1qpx0q
. . .

h´1pxnq

Mph´1qpxn´1q

˙

with
Pnpdpx0, . . . , xnqq :“ η0pdx0q Mpx0, dx1q . . .Mpxn´1, dxnq.

This clearly implies that

Pnpdpx0, . . . , xnqq

“ P1{h
n pdpx0, . . . , xnqq

``

hpx1q Mph
´1qpx0q

˘

. . .
`

hpxnq Mph
´1qpxn´1q

˘˘

“ P1{h
n pdpx0, . . . , xnqq

ˆ

hpx1q

M1{hphqpx0q
. . .

hpxnq

M1{hphqpxn´1q

˙

,

where we have used (77) in the final step. Rewritten in terms of expectations, the above
formula takes the following form

E

˜

F pX
1{h
0 , . . . , X1{h

n q
ź

1ďkďn

hpX
1{h
k q

M1{hphqpX
1{h
k´1q

¸

“ E pF pX0, . . . , Xnqq .

Replacing F pX0, . . . , Xnq by

F pX0, . . . , Xnq
ź

1ďkďn

HpXkq,

and again recalling (77), we obtain the formula

E

˜

F pX0, . . . , Xnq
ź

1ďkďn

HpXkq

¸

“ E

˜

F pX
1{h
0 , . . . , X1{h

n q

˜

ź

1ďkďn

HpX
1{h
k q

¸˜

ź

1ďkďn

hpX
1{h
k q

M1{hphqpX
1{h
k´1q

¸¸

“ E

˜

F pX
1{h
0 , . . . , X1{h

n q

˜

ź

1ďkďn

pHhqpX
1{h
k q

¸˜

ź

0ďkăn

Mph´1qpX
1{h
k q

¸¸

“ E

˜

F pX
1{h
0 , . . . , X1{h

n q Mph´1qpX
1{h
0 qpHhqpX1{h

n q

˜

ź

1ďkăn

pHhqpX
1{h
k qMph´1qpX

1{h
k q

¸¸

“ E

˜

F pX
1{h
0 , . . . , X1{h

n q
Mph´1qpX

1{h
0 q

Mph´1qpX
1{h
n q

˜

ź

1ďkďn

pHhqpX
1{h
k qMph´1qpX

1{h
k q

¸¸

.
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This ends the proof of the the Feynman-Kac change of measure formula. The exponential
decay estimate (76) is now a direct consequence of the regularity condition (74).

We are now in position to prove the uniform almost sure exponential decays stated in
Theorem 3.7.

Proof of first inequality in (20) Up to a time change, it suffices to prove the result
for l “ 1 and for any given initial condition p0 “ x. Recall the Markov transition, P, of the
stochastic Riccati process pn. We choose in Theorem 7.1 the function

Hpxq “

ˆ

|A|

1` Sx

˙k

and hpxq “ xk.

Suppose that |A| ă 1. In this situation, we have

E

˜

ź

1ďlďn

ˆ

|A|

1` Spl

˙k
¸

ď p1´ εkq
n with εk :“ 1´ |A|k.

Now assume that |A| ě 1. In this situation, we have |A| ă pA2 `RSq. Observe that

Hhpxq “ Hpxq hpxqPph´1qpxq “

ˆ

|A|

1` Sx

˙k

E

˜

ˆ

p0

p1

˙k

| p0 “ x

¸

.

Using (71) we check that

Hhpxq “

ˆ

|A|

1` Sx

x

φpxq

˙k

E

˜

ˆ

φpp0q

p1

˙k

| p0 “ x

¸

ď

ˆ

|A|

1` Sx

x

φpxq

˙k
´

1`
ιk
N

¯

.

This yields the estimate

Hhpxq ď

ˆ

|A|

pA2 `RSq `R{x

˙k
´

1`
ιk
N

¯

ď

ˆ

|A|

A2 `RS

˙k
´

1`
ιk
N

¯

.

Choosing N such that

N ě Nk :“ ιk

˜

1´

ˆ

|A|

A2 `RS

˙k
¸´1

yields
´

1`
ιk
N

¯

ď 1`
?
εk, with

?
εk :“

˜

1´

ˆ

|A|

A2 `RS

˙k
¸

.

We readily check that

Hhpxq ď p1´
?
εkq p1`

?
εkq “ 1´ εk ă 1.

This implies that

E

¨

˝

˜

ź

1ďlďn

|A|

1` Spl

¸k

| p0 “ x

˛

‚ď p1´ εkq
n´1 E

˜

Pph´1qpxq

Pph´1qpX
1{h
n´1q

¸

.
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On the other hand, using (49) and (71), for any even parameter N ą 2pk ` 2q we have

1

pA2{S `Rqk
ď Pph´1qpxq “

1

φpp0q
k
E

˜

ˆ

φpp0q

p1

˙k

| p0 “ x

¸

ď
1

Rk

´

1`
ιk
N

¯

We conclude that

E

¨

˝

˜

ź

1ďlďn

|A|

1` Spl

¸k
˛

‚ď p1´ εkq
n´1 `

A2R{S `R2
˘k

´

1`
ιk
N

¯

.

This ends the proof of the exponential decays estimates stated in the l.h.s. of (20).

7.2 Fluctuation analysis

Lemma 7.2. For any k ě 1 there exists some parameter Nk ě 1 such that for any N ě Nk

and n ě 0 we have the time uniform estimates

E
´

|mn ´Xn|
k
¯

_ E
´

|pmn ´Xn|
k
¯

_ E
´

|Yn ´ Cmn|
k
¯

ď ιk. (78)

Proof. Using (19) we check the recursion

pmn`1 ´Xn`1q “ αn pXn ´mnq ` βn`1,

with the random variables

αn :“ Ap1´ gnCq “
A

1` Spn

βn`1 :“ AgnDVn ´BWn`1 `
1

?
N ` 1

pApυn ` υn`1q .

This yields the formula

pmn`1 ´Xn`1q “ E0,n pX0 ´m0q ` βn`1 `
ÿ

0ďkďn

Ek,n βk. (79)

The raw moment estimates of the differences pmn´Xnq and pYn´Cmnq stated in (78) are
now a direct consequence of the exponential decay estimate stated in (20). The raw moment
estimates of the difference ppmn ´Xnq is easily checked using the following decomposition

pmn ´Xn “
A

1` Spn
pmn ´Xnq ` gnCDVn `

1
?
N ` 1

pυn

This ends the proof of the lemma.

Note that this completes the proof of Theorem 3.7. Now we come to the proof of the
Lyapunov estimate (21).
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Proof of (21): Combining (79) with the uniform almost sure exponential decays stated
in (20) we check the uniform estimate

E p|Mn`1| | pM0, p0qq ď EpE0,n | p0q |M0| ` ι1 ď ι1 ` ι2p1´ ε2q
n|M0|.

Thus, for any ε Ps0, 1s there exists some time horizon nε ě 1 such that for any n ě nε we
have

E p|Mn| | pM0, p0qq ď ε |M0| ` ι.

The estimate (21) now comes from the fact that the one-step Riccati map φ is uniformly
bounded.

Proof of Theorem 3.10: First note that

mn`1 ´ pX´n`1 “ A ppmn ´ pXnq `
1

?
N ` 1

υn`1. (80)

We also have the decomposition

ppmn ´ pXnq

“ pmn ´ pX´n q ` pgn ´Gnq pYn ´ Cmnq ´Gn Cpmn ´ pX´n q `
1

?
N ` 1

pυn

“ p1´GnCqpmn ´ pX´n q `
1
?
N

?
Npgn ´Gnq pYn ´ Cmnq `

1
?
N ` 1

pυn.

(81)

This yields the recursion

ppmn ´ pXnq “ αn ppmn´1 ´ pXn´1q `
1
?
N

βn,

with the parameters

αn :“ Ap1´GnCq “
A

1` SPn

βn :“
1

a

1` 1{N
pp1´GnCqυn ` pυnq `

?
Npgn ´Gnq pYn ´ Cmnq.

We conclude that

ppmn ´ pXnq “ EnpP0q ppm0 ´ pX0q `
1
?
N

ÿ

1ďlďn

El,npP0q βl.

Finally, observe that

ppm0 ´ pX0q “ p1´G0Cqpm0 ´ pX´0 q `
1
?
N

˜

?
Npg0 ´G0q pY0 ´ Cm0q `

1
a

1` 1{N
pυ0

¸

.

The estimate (24) is now a consequence of the exponential decays (52), the uniform bounds
(78) and the mean error estimates stated in Theorem 3.9.
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The proof of (25) follows similar arguments. Combining (80) and (81) we check the
decomposition

mn`1 ´ pX´n`1 “ A p1´GnCqpmn ´ pX´n q `Apgn ´Gnq pYn ´ C
pX´n q

´
1

N

?
N Apgn ´GnqC

?
Npmn ´ pX´n q `

1
?
N ` 1

Apυn `
1

?
N ` 1

υn`1.

Taking the expectations we obtain the formula

pmo
n`1 ´

pX´n`1q “ αn pm
o
n ´

pX´n q ` βn{N

with the parameters pαn, βnq now given by

αn :“ Ap1´GnCq “ A{p1` SPnq

βn :“ A NpEpgnq ´Gnq pYn ´ C pX´n q ´AC E
´?

N pgn ´Gnq
?
Npmn ´ pX´n q | Yn´1

¯

.

Using the uniform estimates stated in Theorem 3.9 and the gain bias estimates (23), we
obtain, for k ě 1

sup
ně0

E
´

|βn|
k
¯1{k

ď ιk p1_ P0q
2.

The end of the proof of (25) now follows the same lines of arguments as the proof of the
estimates (24), thus we leave the details as an exercise for the reader.

Proof of Theorem 3.14: First note that from the proof of (24), we have the following
decomposition

?
Nppmn ´ pXnq “ EnpP0q

?
Nppm0 ´ pX0q `

ÿ

1ď`ďn

E`,npP0qβ`, (82)

where we recall that

E`,nppq “
ź

`ăkďn

A

1` SP`ppq
,

β` “
1

a

1` 1{N
pp1´GnCqυn ` pυnq `

?
Npgn ´Gnq pYn ´ Cmnq.

We first deal with
?
Nppm0 ´ pX0q on the right hand side of (82). Again, from the proof of

(24), recall that

?
Nppm0 ´ pX0q “ p1´G0Cq

?
Npm0 ´ pX´0 q `

1
a

1` 1{N
pυ0 `

?
Npg0 ´G0q pY0 ´ Cm0q.

(83)

Further observe that

pY0 ´ Cm0q “ pY0 ´ C pX´0 q ` Cp
pX´0 ´m0q and p pX´0 ´m0q ÝÑNÑ8 0 a.e..
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Applying Slutsky’s lemma, this yields the weak convergence

?
Npg0 ´G0q Cp pX

´
0 ´m0q ãÝÑNÑ8 0.

Using the fluctuation theorems 3.11 and 3.13 we also have

?
Npm0 ´ pX´0 q ãÝÑNÑ8 U0,

?
Npg0 ´G0qpY0 ´ C pX´0 q ãÝÑNÑ8 G0pY0 ´ C pX´0 q,

1
a

1` 1{N
pυ0 ãÝÑNÑ8

pU0.

In the same vein, applying the continuous mapping theorem or the δ-method (see for instance
Theorem 9.3.3 and Lemma 9.3.1 in [36]) we check that

?
Nppm0 ´ pX0q ãÝÑNÑ8 p1´G0CqU0 ` pU0 `G0pY0 ´ C pX´0 q.

To deal with the sum on the right hand side of (82), again, thanks to Theorem 3.11,
and arguing as above β` converges weakly to

p1´G`CqU` ` pU` `G`pY` ´ C pX´` q.

In the same vein, we check that

pXNn ãÝÑNÑ8
pXn :“

ÿ

0ď`ďn

E`,npP0q

´

p1´G`CqU` ` pU` `G`pY` ´ C pX´` q
¯

.

The proof of the fluctuation theorem at the level of the process in the sense of convergence
of finite dimensional distributions is conducted combining the continuous mapping theorem
with Slutsky’s lemma. The proof of the recursive formulation (27) is also easily checked
using the decompositions (80) and (81). This ends the proof of the theorem.
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Appendix

Proof of Theorem 3.6

For the identity function Uppq :“ p, due to (37), we have

PpUqppq “ EpUppn`1q | pn “ pq “ φppq ď α “ A2{S `R.

In addition, for any ε Ps0, 1s we have

Uε :“ 1`
ε

α
U ě 1 ùñ PpUεqppq ď 1` ε ùñ PpUεq ď 1` ε Uε.

The above estimate implies that Uε ě 1 is a Lyapunov function. On the other hand,
Ppp, dqq “ kpp, qq dq has a continuous density kpp, qq ą 0 with respect to the variables pp, qq
and the Lebesgue measure dq on R`. Thus, for any compact set $ Ă R` there exists some
function ϕ from r0,8r into itself such that

k$pqq :“ inf
pP$

kpp, qq “ kpϕ$pqq, qq ą 0 ùñ 0 ă ε$ :“

ż

k$pqq dq ă 1.

This implies that

Ppp, dqq ě ε$ ν$pdqq with ν$pdqq :“
k$pqq dq
ş

k$ppq dp
,

from which we prove the Dobrushin local contraction property

$r :“ r0, rs ùñ βrpPq :“ sup
pp,qqP$2

r

}Kpp, .q ´Kpq, .q}tv ă 1´ ε$ ă 1.

For any ε1, ε2 Ps0, 1s we set

Uε1,ε2 :“ ε1Uε2 ùñ PpUε1,ε2q ď ε1 p1` ε2Uε2q ď ε1 ` ε2 Uε1,ε2 .

Choosing the parameters pr, ε2q such that p1{r` ε2q ă 1 for any ε1 P r0, 1r we can check that

p, q ě r ùñ
}Ppp, ¨q ´ Ppq, ¨q}Uε1,ε2
1` Uε1,ε2ppq ` Uε1,ε2pqq

ă 1.

The detailed proof of the above assertion can be found in section 8.2.7 in [39]. In addition,
for any x, y ď r we also have

ε1 ă
1´ βrpKq

4r
ùñ

}Ppx, ¨q ´ Ppy, ¨q}Uε1,ε2
1` Uε1,ε2pxq ` Uε1,ε2pyq

ď βrpKq ` 4ε1r ă 1.

We conclude that

p1{r ` ε2q ă 1 and ε1 ă
1´ βrpPq

4r
ùñ βUε1,ε2 pPq ă 1,

which concludes the proof.
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Proof of Lemma 4.3

Following [26], we have

φnpxq ` v “ λ2
px` pv ´ λ1qq

`

1´ λn`1
˘

` pλ2 ´ λ1q λ
n`1

px` pv ´ λ1qq p1´ λnq ` pλ2 ´ λ1q λn
. (84)

Next, we check that the r.h.s. expression in the above display is non negative. Notice that

φnpxq “
px` pv ´ λ1qq

`

λ2

`

1´ λn`1
˘

´ v p1´ λnq
˘

´ pv ´ λ1qpλ2 ´ λ1q λ
n

px` pv ´ λ1qq p1´ λnq ` pλ2 ´ λ1q λn
.

Rewritten in a slightly different form (84) takes the following form

φnpxq “ pλ2 ´ vq `
px` pv ´ λ1qq ´ pλ2 ´ λ1q

px` pv ´ λ1qq p1´ λnq ` pλ2 ´ λ1q λn
pλ2 ´ λ1q λ

n.

This yields the formula

φnpxq ´ r “
x´ r

px` pv ´ λ1qq p1´ λnq ` pλ2 ´ λ1q λn
pλ2 ´ λ1q λ

n,

which ends the proof of (36). Recalling that φ is an increasing function, we check that

φp0q “
b

d
ď φpxq ď lim

xÑ8
φpxq “

a

c
and r “ φprq ď

a

c
,

which ends the proof of (37).
For any x, y P R` we also have

φnpxq ´ φnpyq

x´ y

“
pλ2 ´ λ1q

2 λn

rpx` pv ´ λ1qq p1´ λnq ` pλ2 ´ λ1q λns rpy ` pv ´ λ1qq p1´ λnq ` pλ2 ´ λ1q λns
.

This ends the proof of the r.h.s. estimate in (38). The proof of the l.h.s. estimate in
(38) is a direct consequence of the easily checked estimate

|φnpxq ´ r| ď |x´ r|
pλ2 ´ λ1q

px` pv ´ λ1qq ^ pλ2 ´ λ1q
λn.

We check (40) using the second order formula

φnpxq ´ φnpyq

x´ y

“
pλ2 ´ λ1q

2 λn

rpy ` pv ´ λ1qq p1´ λnq ` pλ2 ´ λ1q λns
2

´
pλ2 ´ λ1q

2 λn

rpy ` pv ´ λ1qq p1´ λnq ` pλ2 ´ λ1q λns
2 ˆ

ˆ

px´ yq p1´ λnq

rpx` pv ´ λ1qq p1´ λnq ` pλ2 ´ λ1q λns

˙

.
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Finally observe that

p32q ùñ Bφnpxq “ Bpφpφn´1pxqqq “ pBφqpφn´1pxqq Bφn´1pxq “
ź

0ďkăn

ρ

pcφkpxq ` dq2

with the convention φ0pxq “ x. This ends the proof of (39) and the lemma.

Proof of Lemma 6.1

It clearly suffices to prove (64) for ω1 “ 0. For any u, v P R we have

E
`

exp
`

ipuZ1 ` vZ
2
1 q
˘˘

“ p1´ 2ivq´1{2 exp

ˆ

´
u2

2p1´ 2ivq

˙

.

Then, for any u, v P R we have

E

˜

exp

˜

u

N

ÿ

1ďiďN

Zi `
v

N

ÿ

1ďiďN

Z2
i

¸¸

“

˜

1
a

1´ 2v{N

¸N

exp

ˆ

´
u2

2Np1´ 2v{Nq

˙

.

This yields the characteristic function formula

E
´

exp
´

i
´

u qZ ` v rZ
¯¯¯

exp

ˆ

u2 ` v2

2

˙

“ exp pε1pu, vq ` ε2pvqq.

with the functions

ε1pu, vq :“
u2

2

˜

1´
1

`

1´ 2iv{
?

2N
˘

¸

“ ´i
u2v
?

2N

1
`

1´ 2iv{
?

2N
˘

ε1pvq :“
v2

2
´ i

Nv
?

2N
´
N

2
log

ˆ

1´
2iv
?

2N

˙

.

Using the estimates

| ´ log p1´ ixq ´

ˆ

ix´
x2

2

˙

| ď 2 |x|3 and |ix{p1´ iyq| “
|x|

a

1` y2
ď |x|

we also check that

|ε1pu, vq| ď
u2|v|
?

2N
and |ε2pvq| ď

N

2

ˆ

2
v

?
2N

˙3

“ |v|3
c

2

N
.

We conclude that

E
´

eipu
qZ`v rZq

¯

´ e´
u2`v2

2 “

´

eε1pu,vq`ε2pvq ´ 1
¯

e´
u2`v2

2 .

Finally, using the estimate

|ez ´ 1| ď |z|

ż 1

0
|etz| dt ď |z|

ż 1

0
|et Repzq| dt ď |z| e|z|,

we check that
ˇ

ˇ

ˇ

ˇ

E
´

eipu
qZ`v rZq

¯

´ e´
u2`v2

2

ˇ

ˇ

ˇ

ˇ

ď εpu, vq e´
u2`v2

2 .

This ends the proof of the lemma.
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