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and Claudio Pacchierotti, Senior Member, IEEE

Abstract—We present a decentralized connectivity-maintenance
control framework for an heterogeneous human-robot team. The
algorithm is able to manage a team composed of an arbitrary
number of mobile robots (drones and ground robots in our
case) and humans, for collaboratively achieving exploration and
patrolling tasks. Differently from other works on the subject, here
the human user physically becomes part of the team, moving in
the same environment of the robots and receiving information
about the team connectivity through wearable haptics or audio
feedback. While the human explores the environment, the robots
move so as to keep the team connected via a connectivity-
maintenance algorithm; at the same time, each robot can also be
assigned with a specific target to visit. We carried out three hu-
man subject experiments, both in virtual and real environments.
Results show that the proposed approach is effective in a wide
range of scenarios. Moreover, providing either haptic or audio
feedback for conveying information about the team connectivity
significantly improves the performance of the considered tasks,
although users significantly preferred receiving haptic stimuli
w.r.t. the audio ones.

Note to Practitioners— Exploration, patrolling, and Search-and-
Rescue are highly-dynamic and unstructured scenarios. When
considering the operative conditions of such environments, the
benefits of multi-robot systems are evident. Most tasks can be
carried out faster and more robustly by a team of robots with
respect to a single unit. There are also situations explicitly
requiring the presence of a multi-robot team, e.g., using one drone
for surveillance of the ground team and one ground mobile robot
for carrying supplies. Of course, if the operator(s) in charge of
the operation could share the same environment of the robots
(i.e., be together with the robots in the field), they would be
provided with a level of situational awareness that no teleop-
eration technology can match as of today. This work presents
a framework for controlling heterogeneous teams composed of
one human operator and an arbitrary number of aerial and
ground mobile robots. The operator moves together with the
robotic team and, at the same time, he or she receives meaningful
information about the status of the formation. The algorithm
only uses the relative position of the drones and humans with
respect to each other, and all computations are designed in a
decentralized fashion. Decentralization avoids relying on any
absolute positioning system (e.g., GPS) or centralized command
centers. These features make the proposed framework ready
for deployment in different high-impact applications, such as in
surveillance, search-and-rescue, and disaster response scenarios.

Index Terms—Heterogeneous human-robot teams, Multi-robot
systems, Haptic interfaces, Human-centered robotics.
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I. INTRODUCTION

EAMS of coordinated robots have been successfully used

in a plethora of different applications, including disaster
response, exploration, patrolling, and surveillance. Indeed, the
use of robots in disastered environments has rapidly increased
in the last decade, thanks to their expendability, flexibility,
possibility to adapt to different situations and tasks and to
exploit the onboard sensors for obtaining information (e.g., 3D
maps) of the surroundings [1], [2]. In this respect, grounded
Urban Search-And-Rescue (USAR) robots are already widely
used [3], [4], while aerial solutions are only recently gaining
interest [5], [6]. For example, since 2011, there have been
more than fifty documented robot deployments in disaster relief
scenarios, and various USAR operations have been carried out
in more than fifteen countries [7]. Notable examples are the
USAR operations at the World Trade Center site [3] and during
Hurricane Katrina [8]. Unfortunately, natural disasters are
frighteningly on the rise [9], doubling over the past forty years.
It is therefore vital to work on solutions able to mitigate the
tragic aftermaths of these events. Another relevant application
for robotic teams is surveillance and patrolling. Counter
terrorism, border control, and city surveillance are indeed top
priorities of several governments nowadays, and they have
played a significant role in many recent political campaigns.
Notable commercial solutions for robotic surveillance are
provided by SMP Robotics (Canada), Knightscope (USA),
and OTSAW (Singapore). Also in this context, most of the
robots employed are grounded, while aerial solutions are less
common [10], [11].

As the above scenarios are generally highly dynamic and
unstructured, it is often important to enable human operators to
control the robotic systems in a reactive, effective, and intuitive
way [3], [12], [13]. For example, most USAR robots are
nowadays fully teleoperated [14], [15], [7] while autonomous
solutions are scarce [16], [17], [18]. On the other hand,
autonomous surveillance robots are more common. However,
also in this case, a human operator can usually remotely access
the robots. While these solutions are already widely employed,
having the expert operator in the target environment has been
proven to significantly improve the response time and effec-
tiveness with respect to remotely teleoperated solutions [19],
[20]. Indeed, sharing the environment with the robots provides
the human operator with a level of situational awareness that
no teleoperation technology can match as of today.

In this context, we propose a novel paradigm for the
control of an heterogeneous team composed of both robots
and humans, suitable for applications involving exploration,
mapping, patrolling, surveillance, and USAR operations. The
main contributions of our work can be summarized as follows:
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o we present the design of a decentralized connectivity-
maintenance algorithm for the control of an heterogeneous
team of robots and humans, inspired by Robuffo Giordano
et al. [21], [22];

« on top of it, we propose the design of a decentralized
exploration algorithm, inspired by Nestmeyer et al. [23],
which enables the robots to visit specific targets in the
environment while keeping the team connected;

« we introduce different methods enabling a human operator
to control the formation and receive information about
the connectivity of the team, exploring the possibility of
employing wearable feedback techniques (either haptic or
audio);

e we carry out three principled human subject experiments
in simulated and real environments, comparing different
feedback techniques and scenarios, involving groups of
either six or four agents (drones, humans, and ground
mobile robots).

Differently from other works on this subject, which usually
consider teleoperated solutions, here the human agent is
allowed to physically become part of the team, moving in
the same environment of the robots and receiving information
about the connectivity of the team through wearable feedback.
As the human agent explores the environment, the robots
autonomously move so as to keep the team connected (via the
connectivity-maintenance algorithm) and to visit specific targets
(thanks to the exploration algorithm). All these actions are
carried out in a decentralized way, transparently with respect to
the human operator. Our objective is indeed to bring the human
agent back into the scene, by augmenting his actions through
a team of fast-responding robots, foreseeing improvements
in the efficacy, flexibility, and situational awareness of the
response. We see the robotic part of the team as an extension
of the human user. As the operator explores the environment,
her/his robotic counterparts extend her/his reach beyond what
is naturally possible, enabling her/him to explore and surveil a
much larger part of the scene. Of course, this paradigm may
only work if the operator is able to control and receive feedback
from the rest of the team in an intuitive and natural way.

The rest of the paper is organized as follows. Section II
briefly reviews the state of the art, focusing on heterogeneous
human-robot teams, multi-robot formations, and on how to
(tele)operate them. Section III presents our decentralized control
framework, which comprises an exploration policy on top of a
connectivity-maintenance algorithm. This Section also presents
the two proposed feedback techniques. Section IV describes the
three human subject experiments. We enrolled 32 subjects to
evaluate the proposed framework in three different scenarios, for
a total of more than 15 hours of testing. Section V discusses the
results of this evaluation as well as the benefits and limitations
of the proposed approach. Finally, Section VI addresses the
concluding remarks and perspectives of this work.

II. RELATED WORKS

Heterogeneous human-robot teams: There exist several
solutions for achieving an effective interaction between man
and machines sharing the same environment. We can highlight
two main interaction modalities: (i) one-way, where the human

provides one or more robots with local information (e.g.,
his or her position), and (ii) two-way, where the human
shares local information with one or more robots and receives
back information regarding their state. Examples of one-
way interaction have been presented by [24], [25], [26].
However, for our application, two-way interactions are far
more interesting. In this respect, we can identify two main
categories of two-way interaction: physical and non physical.
Direct physical interaction comprises physically exchanging
information with the robot [27], [28]. For example, Galatas
et al. [27] presented a robotic guide dog which helps the
visually impaired navigating an unknown environment. The
robotic dog moves autonomously using a camera and a LIDAR
sensor, while the user follows using a standard dog leash.
More recently, Ranasinghe ef al. [28] proposed a guidance
system for people with limited auditory and visual capabilities,
composed of a hard rein steering the user along the given path.
Results showed that the user can be modeled as a dumped
inertial system, enabling the trust level to be adjusted by
simply modifying the virtual damping coefficient. On the
other hand, non-physical interaction comprises exchanging
information without a direct contact between the human and
the robot(s). In this case, information coming from the robot(s)
is provided to the operator through an additional (wearable)
device. Thanks to their flexibility and effectiveness, haptic
stimuli are often a popular choice. For example, Scheggi et al.
[29], [30] developed a haptic-enabled navigation strategy for
heterogeneous human-robot teams. A mobile robot navigates
in a known environment and provides the human agent with
wearable vibrotactile feedback regarding the path to follow.
In a recent work of ours [31], we started to investigate
the introduction of the human user in the robotic team from
an application point of view. There, we had the augmented
human-robot team employed in virtual USAR operations, where
the human played the role of either a civilian survivor to be
rescued or an expert rescuer looking for survivors and assessing
damages. The user received wearable haptic feedback about
the team connectivity level and/or the direction towards a safe
path. With respect to [31], here we focus on how to integrate
human users in the team, carefully studying and evaluating
how to best provide them with meaningful information about
the status of the team and any higher-level task. Conversely,
[31] focused on devising an effective technique to guide a
human user and its robotic team through a virtual disastered
environment using wearable vibrotactile guidance, showing the
great potential of this technology for SAR operations.
Teleoperated robotic teams: In all the aforementioned
works, the interaction always happens between one human
operator and one robot sharing the same environment. To the
best of our knowledge, there are no examples of complex
interactions between multiple humans and robots in this
scenario. On the other hand, we can find several examples of
human operators teleoperating one or more mobile robots [13],
[32], [12], [33], [34], [35], [36]. For example, Setter et al.
[33] proposed a multi-agent manipulability concept, mapping
the forces commanded by the operator through a grounded
haptic interface to the motion of a swarm of mobile robots and
viceversa. Recchiuto et al. [34] evaluated the users’ capabilities
of controlling a swarm of UAVs with a joypad, testing different
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tasks and providing visual feedback from different point of
views. Results showed that providing an exocentric point of
view led to the best performance, reducing completion time
and trajectory length. Masone et al. [35] presented a bilateral
shared control framework for online trajectory generation in
mobile robotics applications. The user controls the robot by
modifying, at runtime, the trajectory along which the robot
is navigating, while an autonomous algorithm ensures that no
collisions occur, the path remains smooth, and some points
of interest are visited. In [36], we proposed a decentralized
connectivity-maintenance algorithm for the teleoperation of
a team of multiple UAVs. With respect to this work, [36]
considered a pure teleoperation approach, where the human
operator is remotely controlling the formation. Here, in contrast,
we focus on the inclusion of the operator in the team of robots,
aiming at achieving increased situational awareness and faster
reaction time from the human agent.

Multi-robot tasks: Using multiple coordinated robots
to accomplish an exploration or mapping task is an old
problem [37], [38], [39], [40]. A recent survey of Robin et al.
[41] presents a wide overview on target detection and tracking
for multi-robot systems, while other surveys on multi-robot

organization and coordination have been presented by [42], [43].

Recently, Hashemipour et al. [44] described how to optimize
first-response robotic teams in terms of their size, teamwork
skills, and robot reliability. They ran extensive simulations on an
agent-based system, checking whether different configuration
setups could bring to a lower operation completion time. The
results showed that clustering microtasks could indeed improve
the operation performance. Recently, Seraj and Gombolay [45]
proposed a distributed control framework to coordinate a team
of unmanned aerial vehicles (UAVs) for a human-centered
active sensing of wildfires. The results show improvements
in reducing environments cumulative uncertainty residual in
firefront coverage performance to support human-robot teaming
for firefighting. The opportunity of using multi-robot teams
in SAR operations has also captured the attention of our
Institutions. For example, the European Union funded the
collaborative project ICARUS [46] to develop robotic tools
able to assist human-led intervention teams. Local efforts, such
as the Italian project PRISMA [47], share similar objectives.
On this topic, Recchiuto et al. [48] prepared a survey focusing

on practical uses of UAVs in post-disaster assessment scenarios.

Human guidance: Providing the human operator with

information regarding the status of the team is very important.

As it will be clear later on, without an effective communication
between the robots and the human, the team can hardly function
properly. Audio cues have been often used to provide guidance
information, especially in those situations where vision is
compromised. For example, Boer et al. [49] tested an auditory
guidance system in low-visibility situations, e.g., smoke-filled
tunnels, where sound stimuli were used to guide an operator
toward the exit. Data from walking behaviors and completion
times suggest that using directional sound stimuli is a viable
and effective solution to ensure a fast and safe escape. Reagan
et al. [50] proposed an auditory route guidance system (RGS)
able to facilitate wayfinding and reduce mental workload in
drivers. The system added salient spatial cues to standard
auditory RGS, providing information such as distance to the

TABLE I
RELEVANT NOMENCLATURE

Var. € Meaning

N N\ {0} number of robots in the team

X, X, X4 R3 position, velocity, and acceleration of robot i

@) - set of obstacle points

di; R+ distance between robot ¢ and robot j

dio Rt distance between robot ¢ and obstacle point oy,
N; — neighborhood set for robot ¢

S; - sensing set for robot ¢
dijk Rt distance from oy, of line-of-sight between 7 and

J

g — graph representing the group of robots

A Rf *N adjacency matrix for graph G

L RVXN Laplacian matrix for A
Apin R second smallest eigenvalue of L

F) R3 generalized connectivity force acting on robot

i

F¢ R3 external force acting on robot ¢

F R3 damping force acting on robot ¢

F! R? travel force acting on robot 7

m; N number of targets for robot @

z; R3*mi  target list for robot i

z; R3 current target for robot ¢ inside z;

Ry R* range of detection for new targets of robot ¢
Xp R3 position of the human agent

O, [0, 2r]  orientation of the human agent

Fﬁ R3 generalized connectivity force acting on the

human agent

next turn, turn direction, and presence of landmarks. Results
showed that participants took fewer navigation errors with
respect to using standard RGS approaches. Holland et al.
[51] developed a spatial audio user interface for GPS system,
allowing users to carry out location tasks while their attention is
otherwise engaged. Information on the distance to the waypoint
was indicated by changing the time between audio pulses.
The results suggested that such simple and computationally-
inexpensive spatial mappings are rather effective at helping
users finding locations. A similar approach has also been
pursued by Strachan et al. [52]. Vazquez et al. [53] proposed
an urban sound garden featuring overlapping proximity zones
and spatialized animal sounds to attract the user’s attention.
The results showed that the proposed sound garden design
could provide a greater sense of immersion, discovery, and
playfulness with respect to other standard approaches.

Haptic cues represent another promising approach to provide
guidance information, especially considering that the haptic
channel is often significantly underexploited. Many wearable
devices have been developed for providing guidance feedback
to the user, including vests [54], bracelets and armbands [55],
[56], [57], [58], [59], [60], [61], [62], belts [63], [64], [65], [66],
chairs [67], and shoes [68]. For example, Bosman et al. [55]
proposed two haptic bracelets for providing the analogue of a
little nudge one gives to a disoriented companion. Each bracelet
contains a vibrating motor informing the users about turning
directions. The results showed that all participants successfully
reached the final destination. Heuten er al. [69] developed
a belt comprising six vibrating motors for navigating users
in an urban environment. It provided information regarding
deviations from the target path. Experiments on an open field
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showed the validity of the proposed technique. The same device
is also used by Pielot er al. [66]. More recently, Dobbelstein
et al. [59] presented a bearing-based navigation system using
vibrotactile feedback to convey information about the target
direction. They employed an ergonomic elastic wristband with
four vibrating motors, on top of which the user was wearing a
smartwatch. The directions were coded into six areas, and the
duration of the vibration conveyed the angular offset between
the user and the target. The results suggested that, while the
detection of the exact offset angle requires some concentration,
finding the target is generally easy.

Connectivity Maintenance and Control: Connectivity
maintenance is a well-studied topic in the multi-robot com-
munity: indeed, group connectivity is a pre-requisite for
the convergence of cooperative estimation/formation control
schemes, and sensing/communication constraints can result in
group disconnection during motion if appropriate strategies are
not employed.

Some initial attempts addressed the connectivity maintenance
problem by enforcing the preservation of a fixed graph topology
during motion, i.e., any initially connected robot pair was
not allowed to disconnect thanks to an appropriate control
action [70]. This kind of solutions solves the problem but is
also clearly not very flexible, since the robot group is not
allowed to dynamically change its internal topology for better
maneuvering in space. Therefore, more global approaches that
allow for losing edges among robot pairs but still guarantee
maintenance of the global group connectivity have been
extensively studied [71], [21], [22], [72]. These approaches can
accomodate complex sensing/communication constraints among
robot pairs, and is some cases also other requirements of interest
such as collision avoidance with obstacles or other robots. Many
extensions on these themes have then been considered over
the last years. For example. in [73] the case of intermittent
communication is addressed, in which the robots do not need
to communicate continuously and connectivity is considered
in an “integral” sense. A similar setting is considered in [74]
but in the context of distributed state estimation. In [75] the
problem of planning energy-optimal paths for robots that seek
connection with a larger group is studied.

In this work we exploit the connectivity maintenance control
strategy originally proposed in [21] and later exploited in
several works, e.g., [36]. Indeed, this strategy is general enough
for allowing the inclusion of many constraints/requirements
of interest into a single generalized connectivity maintenance
action, and it also easily allows for the presence of additional
external inputs that can be used to steer the individual robots
in the group in performing their own mission besides the sole
connectivity maintenance constraint.

III. PROBLEM DESCRIPTION

The multi-robot exploration concept and the connectivity-
maintenance strategy are inspired by [23], [21], [22]. Secs. III-A
and III-B briefly summarize these works, while Sec. III-C
describes how they have been extended for considering the
presence of the human operator in the team. Moreover, for the
reader’s convenience Table I summarizes the main variables
used in the following Sections.

A. Connectivity-maintenance strategy

Let us consider a group of N mobile robots, either grounded
or aerial, operating in a 3D environment with position x; €
R3 i € {1,..., N}, and let each robot be modeled as a
double integrator

ie{l,...,N}, (1)

with u; € R? being the acceleration inputs (for grounded
mobile robots, acceleration along the z (vertical) axis are
neglected). Let us also model the environment surrounding the
agents as a collection of N, 3D points O = {0} € R, k =
1,..., N,}, and let us assume that each robot can measure
the distance d;; = ||x; — x;|| between itself and any other
agent j in visibility, and between itself and the obstacles in
the environment, i.e., d;, = ||x; — o||, for all sensed obstacle
points oj. Any pair of robots is assumed able to interact (i.e.,
to sense and communicate with each other) (¢) if their distance
d;; is smaller than a maximum sensing/communication range
D € R*, and (4i) if their line-of-sight is not occluded by any
obstacle, that is, d;;; = ||lox; + (1 —0)x; —og|| > dS,, Vo €
[0, 1], Voi, € O, where d2;, € RT is a minimum visibility
range. These two sensing/communication constraints are meant
to model the characteristics of common exteroceptive sensors
which we assume to be installed on the considered robots'.
The group interactions are then captured by an undirected
graph G = (V, E), where V = {1, ..., N} is a finite set
comprising all agents (vertex set), and E = {e;; |i €V, j €
V, i # j} is a finite set comprising edges connecting agents in
V (edge set). We then finally let S;(¢) C V be the time-varying
set of sensing/communication neighbors of agent ¢ as per the
sensing model described above (i.e., at runtime an agent can
gain/lose neighbors during motion).

A measure of the connectivity of the robot group is, as
well-known, the second smallest eigenvalue Ay > 0 of the
Laplacian matrix L associated to graph G: the graph is
connected iff Ay > 0, [76]. By properly controlling the
robots, the connectivity-maintenance algorithm proposed in [21]
guarantees that G can never become disconnected, i.e., that
A2(t) > Amin > 0 at all times, where Ay, > 0 is a minimum
connectivity threshold. This control strategy accounts not only
for the sensing/communication constraints among the robot
pairs (7, 7) (e.g., maximum range and line-of-sight occlusions
in our case), but also for other requirements such as inter-robot
and obstacle avoidance and formation control. In particular, the
strategy is based on a (decentralized) gradient descent action
of a connectivity potential function V*()\y) with the properties
that

o V*(\2) — 400 when Ay — /\’2“i“+,

e VA(A2) — 0 when Ay — A\5™ ~, and

e VA(A\2) =0 for Ay > A,
see also Fig. 1. The negative gradient of V*()\y) w.r.t. the
agent position x;

X; = Uy,

’ 8Xi
is taken as a connectivity force and, as explained in [21], can
be evaluated in a decentralized way by only resorting to local

2

1Of course, more complex sensing models could be considered.
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Fig. 1. Potential function V*()\2) used to compute the connectivity-
maintenance force applied by the robots. The asymptote for Az is set at
AQin e R, while VA(A2) =0 for Ao > AR = AQI 4.

and 1-hop information. The force F? is then plugged in (1)
by letting
u; = F;\ — Biki,

3)

where B; > 0 is a positive definite matrix representing a damp-
ing term included for stabilization purposes. When implemented
by each agent, the action (3) will guarantee connectivity main-
tenance and fulfilment of the other constraints/requirements
considered in the machinery illustrated in [21] (in particular,
obstacle and inter-robot collision avoidance).

B. Multi-robot exploration

In [23] the connectivity-maintenance algorithm of [21], [22]
has been extended for integrating an exploration task so as
to enable the robots exploring certain target positions in the
environment while maintaining the group connected. We then
now briefly review the main steps of this machinery.

In order to include this exploration task while preserving
graph connectivity, the control input (3) is extended by adding
a travel force F! € R3

w; = F} + F! - Bix,. 4)

This new travel force is exploited for letting the robots fulfilling
their exploratory task. In the original work of [23], each of the
N robots is assigned with a full list of targets to visit since
the very beginning. On the contrary, in our implementation,
we update this list at runtime, as the heterogeneous team
explores the environment. This different approach leads to
more flexiblity as well as a higher scalability of the system for
large environments and/or several targets. More importantly, it
enables us to change at runtime which robot should visit which
target. Towards this objective, we assumed that each robot
is able to detect targets closer than a sensing range R; € R™.
We call this list z;, defined as z; = {z}, ..., z"'} € R3xmi
where ||z¥ —x;|| < R, Vk € [1, ..., m;]. This list takes also
into account any height requirement, i.e., any target higher
than hl,, > 0 will be ignored by the grounded mobile robots
while any target on the ground will be ignored by the UAVs.

As soon as a robot ¢ has a non-empty list z; (i.e., it is close
to at least one target), it selects the first entry of z; as its
next position to visit, denoted by z;. We then compute the

C? shortest geometric path from the center of robot i to z.

This path is generated using an A* algorithm, which outputs
a list of points that the robot has to visit to arrive to z;.
Before commanding this path to the robot, the trajectory is
smoothed by using the A* output as control points of a cubic
B-spline [77]. For grounded mobile robots this spline will lie
on a 2D plane, while for UAVs it will be 3 dimensional. Finally,
the travel force F! is computed to drive the robot along this
smoothed trajectory towards z; similarly to [23].

As mentioned before, this target exploration task is carried
out on top of the connectivity-maintenance algorithm described
in Sec. III-A. The robots are thus asked to visit the considered
targets only if their actions do not disconnect G. For this reason,
[23] identify four roles for the robots in the team:

e Prime traveler: a robot in this state travels towards its
current target z} driven by the travel force F. Only one
robot at a time can be in this state. A prime traveler
becomes an anchor robot when it reaches z;;

o Secondary traveler: a robot in this state travels towards its
current target z; driven by the travel force F!, but it can
slow down (or even stop) its motion in case of conflicts
with the connectivity maintenance action;

e Connector: a robot in this state has no assigned target
(i.e., empty z;), and therefore its only task is to keep G
connected. F! is set to zero, making the robot subject
only to the damping F? and the connectivity force F?
(see (4)). A connector robot becomes a prime traveler if
new targets are detected within its sensing range when
no other robot is prime traveler, or secondary traveler if
new targets are detected and one prime traveler already
exists in the team,;

o Anchor: a robot in this state has just reached its target z;.
The traveling force F? is used to maintain the robot close
to z; for a fixed amount of time (e.g., the time needed
to take a picture, map a certain area, or send a signal to
the ground). Once this period of time has elapsed, the
target is considered visited and the robot returns to be a
connector. Of course, if there are still targets in its z; list,
the robot becomes again a prime or secondary traveler
(see above).

This approach worked quite well for the case study addressed
in [23]. However, no human input was considered, not even
through teleoperation: the robot team consisted solely of
robots, which received all the information (full map and targets
assignments) at the beginning of the task. Once the mission
started the robotic team moved autonomously to visit the targets
while maintaining the graph connected — no external input
was allowed. In this work, we instead aim at extending this
approach to include the presence of a human operator, who
shares the same environment as the robots’ and moves freely
in it. Moreover, the operator has here the possibility to update
the targets at runtime.

C. Human model and human-in-the-formation

This Section describes how we extend the strategy discussed
above when a human user becomes part of the robotic team.
1) The human agent as a unicycle robot: Let us consider
a human operator walking in the same 3D environment of
the N robots discussed above. Recent studies have shown
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a close relationship between the shape of human locomotor
paths in goal-directed movements and the simplified kinematic
model of a wheeled mobile robot [78], [79]. In particular, it
has been shown that human’s shoulders can be considered
as a steering wheel driving the whole body. This observation
indicates that humans mostly perform smooth paths and that
the direction of the body is always tangent to its trajectory.
As mentioned in Sec. I, several studies have exploited these
results for effectively guiding human along various paths [29],
[30].

These results enable us to directly integrate the human agent
into our multi-robot team. In fact, by modeling and planning
the human locomotion as that of a unicycle robot, we can easily
incorporate the human agent into the formation. Nevertheless,
modeling the human as a unicycle robot does come at a price:
the human’s locomotion can be modeled as that of a mobile
robot, but cannot be controlled as if the human actually were
a robot. While a variety of motion controllers are available for
unicycle systems, it is not possible to simply provide the human
user with control inputs for guiding her/his motion: the person
is, in fact, generally free to move wherever she/he pleases. The
best we can do is provide her/him with suggestions/guidance
feedback stimuli, as described in the following Sections.

2) Guiding the human using the connectivity measure: Since
both [21] and [23] already consider the possibility of including
planar robots in the formation, we can directly enlarge the
group of N robots including the human as the last element of
V for G. We then indicate the position of the human on the z-y
plane as xx11 = X, = (24, yn,0) € R3, while ), € [0, 2]
is his orientation with respect to the environment’s base frame.
From now on, N represents the new group of agents, including
mobile robots, UAVs, and the human agent, who is identified
with index h.

Nonetheless, conversely to the other robots, as explained
we cannot directly control the motion of the human agent,
who is free to move wherever she/he wants and may therefore
not comply with the connectivity requirements of the forma-
tion. This behavior may lead to situations when AJi" = (
(unconnected graph G), which are possibly very dangerous
for the team. To address this issue, we use guidance feedback
for providing the human user with the information carried
by the connectivity-maintenance force FQ that would act on
her/him, were her/him a robot. In particular, the magnitude
of the connectivity force acting on the human ||F7|| indicates
“how much” she/he is deviating from an ideal fully-connected
situation, whereas the direction of F% indicates “where” the
human should move for improving the connectivity level of
the team. We assume that the human is capable of “computing”
its generalized connectivity force F in a decentralized way,
e.g., by wearing a laptop in a backpack that actually exchanges
information with the other robots in the team.

Magnitude.  To convey how much the user would be
subjected to the connectivity-maintenance action, we define
two thresholds, ™F» € Rt and ¥ F}) € R*. The former is
used to avoid unnecessary feedback when F) is very small.
On the other hand, the latter is used to convey a sense of
emergency or imminent danger when Fﬁ is very high and,

therefore, A" is dangerously approaching zero, i.e.,

No feedback it ||Fp|l < mEp
Standard feedback it mE)<||Fp| < ME) .
“Emergency” feedback  if [|Fp|| > MF)
(&)
In our implementation, to convey a sense of imminent danger,
we increase the frequency of the stimuli bursts between standard
and “emergency” feedback modes.

Direction.  The guidance is directed as the vector Fﬁ By
following F7, the agent improves the connectivity level of the
team, increasing A" and lowering ||F7||.

3) Guidance feedback stimuli: This guidance feedback can
be provided in many different ways, as long as it conveys the
two pieces of information described above and it is delivered
in a wearable and unobtrusive way, leaving the user free of
moving in the environment. In our experimental evaluation, we
choose to provide such guidance either through haptic feedback
(using vibratory cues provided by two wearable armbands) or
auditory feedback (using sound signals via a circumaural noise-
cancelling headphones).

Fig. 2 summarizes how we map Fﬁ into these feedback cues.
It implements an attractive paradigm: stimuli coming from the
left device (either the armband or the speaker) instruct the user
to turn left and viceversa. Given 6}, as the current orientation of
the human, let us consider two circular sectors of 270 degrees:
one defined in the counter-clockwise direction (green, Fig. 2(a))
and one defined in the clockwise direction (red, Fig. 2(b)),
each divided into eight areas of 33.75 degrees. Such areas
represent the zones upon which we activate our feedback,
which comprises four intensity levels: low (L), mid-low (ML),
mid-high (MH), and high (H). Starting from 6}, and proceeding
counter-clockwise, areas 1 to 4 show a gradual increase of
the feedback provided on the left device (from L to H), while
areas 5 to 8 show a gradual decrease for the same device (from
H to L, see Fig. 2(a)). A similar behavior is defined for the
right device. Starting from 6}, and proceeding clockwise, areas
1 to 4 show a gradual increase of the feedback (from L to H),
while areas 5 to 8 show a gradual decrease (from H to L, see
Fig. 2(b)).

Whenever Fy > ™F}, the direction of Fj w.rt the
current user orientation 6; determines the feedback sector,
while its magnitude ||F7|| determines the type of feedback
(standard or “emergency,” see (5)). An example is shown in
Fig. 2(c). The connectivity-maintenance algorithm of Sec. ITI-A
generates a F% pointing in the backward left direction, in
area 4 (level H) for the left device and area 7 (level ML)
for the right device, with ||[F|| > M F}, thus producing an
“emergency” mode feedback on both devices. This guidance
approach is inspired by the work of [30], who used vibrotactile
feedback to provide human users with information regarding
the status of a mobile robot preceding them. Discrete radial-
based vibrotactile feedback was preferred over more standard
continuous vibrotactile feedback because it was found easier to
recognize and differentiate. In a similar work, authors of [29]
reported a Just-Noticeable Difference (JND) reference for their
armband to be around 30% on the given stimuli. Since our
armbands can be seen as an improved version of that employed
in [29], we hypothesized that our users could understand a
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(b)

Left ~ Right
device device
H H
MH MH
ML ML
L L

Fig. 2. Guidance feedback stimuli provided to the human user. (a) From the current orientation of the human 6}, we define a circular sector of 270 degrees in
the counter-clockwise direction, divided into eight equal areas. Each area is assigned with a specific level of feedback stimuli: low (L, areas 1 and 8), mid-low
(ML, areas 2 and 7), mid-high (MH, areas 3 and 7), and high (H, areas 4 and 5). These different feedback levels result in different feedback intensities provided
through the left device. (b) From the current orientation of the human 6}, we define a circular sector of 270 degrees in the clockwise direction, divided into
eight equal areas. Each area is again assigned with a specific level of feedback stimuli: low (L, areas 1 and 8), mid-low (ML, areas 2 and 7), mid-high (MH,
areas 3 and 7), and high (H, areas 4 and 5). These different feedback levels result in different feedback intensities provided through the right device. (c) An
example. The direction of F;\L falls into two areas of the circular sector (4 for the left device and 7 for the right one), determining the feedback intensity for the
left and right devices (H and ML in this case, respectively). The magnitude of Fﬁ determines the duration of the stimuli bursts (“emergency” mode, 200 ms).

TABLE I
AUDIO AND HAPTIC FREQUENCIES AND AMPLITUDE FOR THE FOUR
FEEDBACK LEVELS AND TWO FEEDBACK MODES

i Audio
Feedback ~ “udio Vibration  Vibration
level freq. amp. f [Hz] G
eve [Hz] [dB] req. [Hz amp. [G]
H 800 80.0 255 85
MH 500 66.4 189 5.7
ML 250 46.4 126 1.7
L 150 32.8 63 1.2

Stimuli burst
duration v [ms]

500
200

Feedback mode

Standard
“Emergency”

difference 25% on the given stimuli, which leads us to our
four level of intensity (L, ML, MH, and H).

As mentioned at the beginning of this Section, in our work
we provide guidance either using a pair of vibrotactile armbands
or a pair of headphones, as detailed below.

Haptic feedback.  Vibrotactile feedback stimuli are pro-
vided via a pair of custom haptic armbands, worn on the right
and left upper arms. Each armband comprises four 307-100
Pico Vibe vibrating motors (Precision Microdrives Ltd., UK),
positioned evenly around the arm at 90 degrees from each
other. They have an effective vibration frequency range of
[0 —255] Hz (the maximal sensitivity is achieved at around
[200 - 300] Hz [80]) and a typical normalized amplitude of
7 G. Each armband vibrates with frequency f" € [0 —255] Hz
in square-wave-like vibration pattern of » € R, i.e., it vibrates
for a period of 2v ms with duty cycle 50%. The four motors
of one armband always vibrate together.

The connectivity-maintenance force F is rendered as
described at the beginning of this Section. The frequency and
amplitude inputs for the vibrotactile armband at each feedback
level are indicated in Table II, together with the duration of
the stimuli bursts  between standard and “emergency” mode

feedback. To convey a sense of imminent danger, we more than
double the frequency of the stimuli bursts between these two
modes. For example, in the case of Fig. 2(c): the motors on
the left armband will vibrate at 255 Hz (H), with v = 200 ms
(“emergency”’); while the motors on the right armband will
vibrate at 126 Hz (ML), with v = 200 ms (“emergency”).

To ensure that users are really able to discriminate the
direction and amplitude of the our feedback methodology,
we carried out a preliminary perceptual test. We asked four
subjects to wear the two armbands and sit in front of a table.
Before starting the experiment, we explained them the feedback
division and policy of Fig. 2. We also make them try the
different feedback levels (H, MH, ML, L) and modes (standard
and “emergency”). Then, we generated 50 random Fﬁ vectors
per subject. For each vector, the vibrotactile armbands provided
the user with the corresponding vibrotactile guidance feedback,
and subjects had to indicate the feedback level and mode.
Fig. 3a shows the resultant confusion matrix (feedback mode
recognition rate 100%). Results show that the stimuli provided
are rather easy to understand and differentiate. All errors led
to confuse neighboring levels, and the two modes were always
recognized correctly.

Audio feedback.  Auditory feedback stimuli are provided
via a pair of Sony WH-1000XM2 noise-cancelling wireless
headphones, which can generate feedback signals on each
speaker separately. Each audio signal is represented by a
sinusoidal-shape sound wave, provided in bursts of v ms
and specified in frequency: higher the frequency of the wave,
sharper the sound produced. When a speaker is activated, it
can generate a sound wave of frequency f* € [0 — 800] Hz
and amplitude € [0 — 80] dB. The connectivity-maintenance
force Fﬁ is again rendered as described at the beginning
of this Section. The frequency and amplitude inputs for the
speakers at each feedback level as well as the sound wave
period v for each feedback mode are indicated in Table II. For
example, in the case depicted in Fig. 2(c): the left speaker
will produce a sound wave at 800 Hz and 80 dB (H ), with



IEEE TRANSACTIONS ON AUTOMATION SCIENCE AND ENGINEERING, VOL. X, NO. Y, MM/YYYY 8

1
o
ML-0
O

o
©

MH-0

o
3

Recognition rate (rate/100)

MH-L
H-L

°
S

H-ML

o
o

H-MH
MH-MH

=3
n

MH-H

=)
IS

ML-H

o

L-MH

o
w

0.2
L]
o ] fox
oL [ |
T T ¥ 2E I I I E E T L 9 o @ 0
e L I f - 2z I I L T 2 =2 2
© & F I =z I T T T r
I

(a) Haptic feedback

1
co

wo

Lo o

L-MH

S
08 ~

X o
ML [ 8
H-L . 07 2

9]

g

L - 2
06 =

H-MH o
g

MH-MH - 05 ©
MH-H c
04 2

] :
>

5]

[}

9]

o

0-MH
0-ML

T £ 2 2E I I r 2 2 2 T o ©
o T I I ~ % x I I T I =2 =2
S o - I =z T T T T
I
(b) Audio feedback

Fig. 3. Confusion matrices for haptic (a) and audio (b) feedback. Rows indicate
given stimuli (see Fig. 2(c)), columns indicate users’ guesses. Feedback modes
recognition rate are 100% and 86%, for haptic and audio medium, respectively.

v = 200 ms (“emergency”); while the right speaker will
produce a sound wave at 250 Hz and 46.4 dB (ML), with
v = 200 ms (“emergency”).

As before, we carried out a preliminary perceptual test. The
same four subjects above were asked to wear the wireless
headphones. We made them try the different feedback levels
(H, MH, ML, L) and modes (standard and emergency) in this
other condition. Then, again, we generated n = 50 random Fﬁ
vectors per subject. For each vector, the headphones provided
the user with the corresponding audio guidance feedback,
and subjects had to indicate the feedback level and mode.
Fig. 3b shows the resultant confusion matrix (feedback mode
recognition rate 86%). Results show again that the stimuli
provided are rather easy to understand.

IV. EXPERIMENTAL EVALUATION

To evaluate the effectiveness and viability of the proposed
approach, we carried out three human subjects experiments.

In the first experiment, fifteen naive subjects control an
heterogeneous team composed of six virtual agents: one human,
one (ground) mobile robot, and four quadrotors. Subjects

control the motion of the virtual human using a joystick. All
agents move in a virtual environment.

In the second experiment, the subjects enter directly into
play, becoming the human agent. Sixteen naive subjects
control an heterogeneous team composed of one real human
agent (themselves), one virtual mobile robot, and four virtual
quadrotors. Subjects move in an instrumented room, tracked
by an optical tracking system, while the other five agents move
in a virtual environment.

Finally, in the third experiment, one expert operator controls
an heterogeneous team composed of four real agents: one
human (the operator himself), one mobile robot, and two
quadrotors. All agents move in an instrumented room, tracked
by an optical tracking system.

A. Experiment in a simulated environment

In this first experiment, users control the heterogeneous team
in a virtual environment simulated using V-REP. A video is
available at https://youtu.be/21qgk_Y95gMw?t=61.

1) Environment and task: The virtual environment is com-
posed of a city-like scene including a circular road and several
scattered structures such as buildings, trees, pedestals, and open
walls (see Fig. 4 and the video). The team is composed of six
virtual agents: one human, one ground mobile robot, and four
quadrotors (see Fig. 4b).

Users are asked to steer the human agent along the road,
until it has performed a complete lap. At the same time, the
robots are autonomously controlled as described in Secs. III-A
and III-B, keeping the team connected while visiting nine
targets [z1, ..., zg| (see Fig. 4c). Five out of nine targets
(z;,t = 2,5,7,8,9) are located very close to the ground,
making them reachable only by the mobile robot. The remaining
targets (z;,7 = 1,3,4,6) are placed well above the ground,
making them reachable only by the quadrotors. Two targets, z;
and zg, deserve special attention, as they are placed in positions
difficult to reach by the formation: z; is placed on the top of
a building, 5.2 m from the ground, meaning that the team has
to significantly stretch in the upper direction to maintain its
connectivity; zg is placed inside a small room, away from the
street, meaning that the team has again to significantly stretch
to maintain its connectivity (see bottom of Fig. 4b).

The virtual scene is displayed on an LCD screen posed in
front of the user. It shows the environment from different points
of view (see Fig. 4a), including a top view of the map (Top),
a first-person view of the human agent (PoV), a bird’s-eye
prospective (B), the role of each robot (S, e.g., if they are
connectors/travelers and the assigned target), and the evolution
of the connectivity eigenvalue Ao (C). The virtual scene is
managed by one computer (6 GB RAM, 4 x 3.07 GHz Intel
Xeon CPU, Gallion 0.4 on NV94 graphic card), while the
control loop described in Secs. III-A and III-B runs on another
computer (16 GB RAM, 4 x 2.60 GHz Intel Core i7-6600U
CPU, Intel HD Graphics 520 graphic card). The communication
between the two machines is done through Ethernet, with ROS
acting as bridge. Both V-REP simulation and the control loop
run at 200 Hz. The control parameters used in this evaluation
are reported in Table III.


https://youtu.be/21qk_Y95gMw?t=61
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(a) Virtual scene as seen from the screen

(b) The heterogeneous team

(c) Map of the city-like environment

Fig. 4. Experiment in a simulated environment. An heterogeneous team, composed of six virtual agents (upper (b)), explores a virtual environment representing

a city-like scene (c). The team has to visit nine targets [z, ..

., 29| (). The virtual scene is displayed on an LCD screen (a), showing the environment from

different points of view: a top view of the map (Top), a first-person view of the human agent (PoV), a bird’s-eye prospective (B), the role of each robot (S,
e.g., if they are connectors/travelers and the assigned target), and the evolution of the connectivity eigenvalue A2 (C).

TABLE III
PARAMETERS SETTING FOR ALL EXPERIMENTS

A= 0.01 R,= 15m
oY — .51 m/s T= 4s

em= 0.1 eM= 035
mFr= 35N MpX— 45N

ar= 0 = 2

2) Master interfaces: Subjects control the motion of the
human agent in the virtual scene through an off-the-shelf joypad
Logitech Gamepad F310 (Logitech, Switzerland). The right
analog thumbstick commands a linear velocity v;, € R to the
agent, whereas the left stick rotates it with wy, € S.

3) Feedback modalities: We consider three different ways
of providing the operator with feedback information regarding
the connectivity of the team: no feedback at all (N), vibro-
tactile haptic feedback (T), and auditory feedback (A). In all
conditions, users always see the virtual scene, as described in
Sec. IV-Al, and use the joystick to control the human agent,
as described in Sec. IV-A2.

Condition N. 1In this condition, the user receives no feedback
about the connectivity force.

Condition T. Vibrotactile feedback stimuli about the connec-
tivity force are provided via a pair of custom haptic armbands,
as described in Sec. III-C. Noise-cancelling headphones are
used to mask any sound coming from the vibrating motors.

Condition A. Auditory feedback stimuli about the connectiv-
ity force are provided via a pair of Sony WH-1000XM?2 noise-
cancelling wireless headphones, as described in Sec. III-C.

4) Subjects: Fifteen participants took part in this first
experiment in a simulated environment, including two women
and thirteen men (women: 23 and 24 years old; men: 26.442.8
years old). Four of them had previous experience with haptic
interfaces, twelve had prior engineering experience. None of
them works with haptic or cutaneous interfaces on a daily
basis. The experimenter explained to each user, in detail, the
connectivity-control algorithm, the multi-robot exploration con-
cept, and the meaning of each feedback. Then, the experimenter
explained the task and adjusted the setup to be comfortable

for the user. One practice trial was allowed. Users were asked
to complete the task as fast as possible, taking however into
account the feedback received. Each user carried out the task
in the three feedback conditions, N, T, and A. Each session
lasted around 30 minutes. We did not record any sensitive,
protected, or identifiable data from the participants.

5) Results: As a measure of performance, we registered (i)
the average task completion time, (ii) the average connectivity
force commanded to the human operator, (iii) the average
total force commanded to the robots, (iv) the maximum total
force commanded to the robots, and (v) the number of targets
reached. To compare them, we ran one-way repeated-measures
ANalysis Of VAriance (ANOVA) tests (¢ = 0.05). Feedback
conditions (N, A, T) were treated as within-subject factors. All
data passed the Shapiro-Wilk normality test.

Fig. 5a shows the average completion time. The task
starts when the human operator moves for the first time and
finishes when the team reaches the end of the circuit. The
data passed the Mauchly’s Test of Sphericity. The one-way
repeated-measure ANOVA revealed a statistically significant
change in this metric (F'(2,28) = 85.391,p < 0.001, partial
n? = 0.859). Post hoc analysis with Bonferroni adjustments
revealed a significant difference between conditions N vs. A
(p < 0.001) and N vs. T (p < 0.001). Fig. 5b shows the average
total connectivity force provided to the human operator. It is
calculated as the mean over time of |F|. In condition A, this
information is provided via auditory stimuli; in condition T, it
is provided via vibrotactile stimuli; in condition N, the user
does not receive this information (see Sec. I[V-A3). Mauchly’s
Test of Sphericity indicated that the assumption of sphericity
was violated (x?(2) = 62.055,p < 0.001). A Greenhouse-
Geisser correction was therefore applied to these data [81].
The one-way repeated-measure ANOVA with Greenhouse-
Geisser correction revealed a statistically significant change
in this metric (F(1.004, 14.059) = 43.687,p < 0.001, partial
n? = 0.757). Post hoc analysis with Bonferroni adjustments
revealed a significant difference between conditions N vs. A
(p < 0.001) and N vs. T (p < 0.001). Fig. 5¢ shows the
average total force commanded to the robots. It is calculated
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Fig. 5. Experiment in a simulated environment. Objective measures. Mean
and 95% confidence interval of the (a) average task completion time, (b)
average connectivity force, (c) average total commanded force, (d) maximum
commanded force, and (e) number of targets reached.
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(a) Perceived effectiveness. (b) Comfort.

Fig. 6. Experiment in a simulated environment. Subjective measures. Mean
and 95% confidence interval of the (a) perceived effectiveness and (b) comfort.

as the mean over time of Zf\;l |I%:]|/N. Mauchly’s Test
of Sphericity indicated that the assumption of sphericity
was violated (x?(2) = 45.950,p < 0.001). The one-way
repeated-measure ANOVA with Greenhouse-Geisser correc-
tion revealed a statistically significant change in this metric
(F(1.015,14.207) = 16.166,p = 0.001, partial > = 0.536).
Post hoc analysis with Bonferroni adjustments revealed a

significant difference between conditions N vs. A (p = 0.031),
N vs. T (p = 0.001), and A vs. T (p < 0.001). Fig. 5d shows
the maximum force commanded to the robots. It is calculated
as the maximum value registered during each trial for X%;.
Mauchly’s Test of Sphericity indicated that the assumption
of sphericity was violated (x?(2) = 11.425,p = 0.003).
The one-way repeated-measure ANOVA with Greenhouse-
Geisser correction revealed a statistically significant change
in this metric (F'(1.262,17.668) = 61.481,p < 0.001, partial
n? = 0.815). Post hoc analysis with Bonferroni adjustments
revealed a significant difference between conditions N vs.
A (p < 0.001) and N vs. T (p < 0.001). This metric is
particularly relevant, as it provides information about the
maximum acceleration/thrust requested to the robots. A failure
in providing such acceleration, even for a short period of
time, may result in a loss of connectivity for the team. While
this situation cannot happen in our simulated scenario, where
the drones can apply infinite thrusts, it may happen when
implementing the system in a real scenario. This point is also
discussed in Sec. V. Fig. 5e shows the number of targets
visited by the robots during the task. A Friedman test showed
a statistically significant difference between the means of the
four feedback conditions (x%(2) = 30, p < 0.001, a = 0.05).
The Friedman test is the non-parametric equivalent of the
more popular repeated-measures ANOVA. The latter is not
appropriate here since the dependent variable was measured at
the ordinal level. Post hoc analysis with Bonferroni adjustments
revealed a statistically significant difference between N vs. A
(p < 0.001) and N vs. T (p < 0.001).

Immediately after the experiment, we also measured users’
experience. Participants were asked to rate each feedback using
a slider that ranged from 1 (“very low”) to 21 (“very high”). We
ran again one-way repeated-measures ANOVA tests (a = 0.05).
All data passed the Shapiro-Wilk normality test.

Figure 6a shows the user’s perceived effectiveness. The data
passed the Mauchly’s Test of Sphericity. The one-way repeated-
measure ANOVA revealed a statistically significant difference
between the means (F'(2,28) = 37.893,p < 0.001, partial
n? = 0.730). Post hoc analysis with Bonferroni adjustments
revealed a significant difference between N vs. A (p < 0.001),
N vs. T (p < 0.001), and A vs. T (p = 0.017). Figure 6b
shows the user’s comfort. The data passed the Mauchly’s
Test of Sphericity. The one-way repeated-measure ANOVA
revealed a statistically significant difference between the means
(F(2,28) = 41.159, p < 0.001, partial n? = 0.746). Post hoc
analysis with Bonferroni adjustments revealed a significant
difference between N vs. A (p < 0.001), N vs. T (p = 0.010),
and A vs. T (p = 0.001).

B. Experiment in an augmented environment

In this second experiment, users become the human agent.
They physically move in an instrumented room wearing the
feedback devices, while the rest of the robotic team is simulated
using V-REP. A video of this experiment is available at https:
/lyoutu.be/21gk_Y95gMw?t=159.

1) Environment and task: The team is composed of four
virtual quadrotors, one virtual ground mobile robot, and one
(real) human operator. The virtual agents move in a virtual
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Fig. 7. Experiment in an augmented environment. The team, composed of four
virtual quadrotors, one virtual ground mobile robot, and one virtual human,
move in a virtual environment composed of three large corridors, while keeping
the team connected and visiting five targets [z1, ..., z5] (b). A real human
operator moves in an instrumented, empty 8.5 X 4.8 m room, tracked by
a 12-cameras optical sensing system (upper (a)). The position of the real
operator directly controls that of the virtual human avatar (lower (a) and (b)).
Users are asked to roam the room, visiting three locations which correspond
to the thresholds of the three corridors composing the virtual scene (upper (a)).
Zoom: Target z3 is put behind a wall (£ = 110 s, condition A); for exploring
it, the team has to significantly stretch to maintain its connectivity.

environment composed of three large corridors (see Fig. 7 and
the video). On the other hand, the human operator moves in
an instrumented, empty 8.5 X 4.8 m room, tracked by a 12-
cameras optical sensing system (Vicon, UK). The room where
the operator moves represents part of the virtual scene (see
again Fig. 7), and a virtual human avatar shows the position
of the real human operator in the virtual environment. While
the operator (and the corresponding avatar) can obviously only
move in the instrumented room (dashed green in Fig. 7), the rest
of the team can freely move everywhere in the virtual scene.

Users are asked to roam the room, visiting three locations
which correspond to the thresholds of the three corridors

composing the virtual scene. At the same time, the robots
are autonomously controlled as described in Secs. III-A
and III-B, keeping the team connected while visiting five targets
[21, ..., z5] (see Fig. 7). Two out of five targets (z;,7 = 1, 5)
are located very close to the ground, making them reachable
only by the mobile robot. The remaining targets (z;,7 = 2, 3,4)
are placed well above the ground, making them reachable only
by the quadrotors. Target z3 deserves special attention, as it is
placed behind a wall, meaning that the team has to significantly
stretch to maintain its connectivity (similarly to what happened
for z; and zg in Sec. IV-A).

The virtual scene is not shown to the user, who is only
provided with information regarding Fﬁ via the considered
feedback devices. The virtual scene is managed by the same
computing system as in Sec. IV-A. The control parameters
used in this evaluation are reported in Table. III.

2) Feedback modalities: We consider two different ways
of providing the operator with feedback information regarding
the connectivity of the team: vibrotactile haptic feedback (T)
and auditory feedback (A), as already described in Sec. IV-A3.
In all conditions, users moved in the instrumented room as
described in Sec. IV-B1. Differently from Sec. IV-A, in this
experiment we did not consider condition N, since providing
no feedback already showed a performance significantly worse
than T or A.

3) Subjects: Sixteen participants took part in this experiment
in an augmented environment, including two women and
fourteen men (women: 23 and 24 years old; men: 26.2 £ 2.8
years old). Five of them had previous experience with haptic
interfaces, thirteen had prior engineering experience. None of
them works with haptic or cutaneous interfaces on a daily basis.
Ten of them had already participated in the first experiment. The
experimenter explained to each user, in detail, the connectivity-
control algorithm, the multi-robot exploration concept, and the
meaning of each feedback. Then, the experimenter explained
the task and adjusted the devices to be comfortable for the user.
One practice trial was allowed. Users were asked to complete
the task as fast as possible, taking however into account the
feedback received. Each user carried out the task in the two
feedback conditions, T and A. Each session lasted around
30 minutes. We did not record any sensitive, protected, or
identifiable data from the participants.

4) Results: As for the previous experiment, also here we
registered (i) the average task completion time, (ii) the average
connectivity force commanded to the human operator, (iii) the
average total force commanded to the robots, (iv) the maximum
total force commanded to the robots, and (v) the number of
targets reached. Since we only have two conditions to compare,
here we ran paired Student’s t-tests (a = 0.05). Feedback
conditions (A, T) were treated as within-subject factors. All
data passed the Shapiro-Wilk normality test. All metrics are
calculated as in Sec. IV-A.

Fig. 8a shows the average completion time. A parametric two-
tailed paired t-test revealed no statistically significant difference
between conditions. Fig. 8b shows the average total connectivity
force provided to the human operator. A parametric two-
tailed paired t-test revealed a statistically significant difference
between conditions (¢£(15) = 2.513, p = 0.024). Fig. 8c shows
the average total force commanded to the robots. A parametric
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Fig. 8. Experiment in an augmented environment. Objective measures. Mean
and 95% confidence interval of the (a) average task completion time, (b)
average connectivity force, (c) average total commanded force, (d) maximum
commanded force, and (e) number of targets reached.

two-tailed paired t-test revealed a statistically significant

difference between conditions (¢(15) = 2.130,p = 0.050).
Fig. 8d shows the maximum force commanded to the robots.

A parametric two-tailed paired t-test revealed no statistically
significant difference between conditions. Fig. 8e shows the
number of targets visited by the robots during the task. No
difference between conditions was registered.

As in Sec. IV-A, immediately after the experiment, we also
measured users’ experience. Participants were asked to rate
each feedback using a slider that ranged from 1 to 21, where
a score of 1 meant “very low” and a score of 21 meant “very
high”. We ran again two-tailed paired t-tests (a = 0.05). All
data passed the Shapiro-Wilk normality test.

Fig. 9a shows the user’s perceived effectiveness. A parametric
two-tailed paired t-test revealed a statistically significant

difference between conditions (¢(15) = —3.860,p = 0.002).

Fig. 9b shows the user’s comfort. A parametric two-tailed paired
t-test revealed a statistically significant difference between
conditions (¢(15) = —6.130,p < 0.001).

C. Experiment in a real environment

Finally, we carried out an experiment in a real environment.

All agents move in an instrumented room, tracked by an optical

20 . p=0002 20
p < 0.001

15 15

10 10

5 5

0 0

A T
(a) Perceived effectiveness.

A T
(b) Comfort.

Fig. 9. Experiment in an augmented environment. Subjective measures. Mean
and 95% confidence interval of the (a) perceived effectiveness and (b) comfort.

tracking system. A video of this experiment is available at
https://youtu.be/21gk_Y95gMw?t=258.

1) Environment and task: The team is composed of four
real agents: one human operator, one mobile robot, and two
quadrotors. All agents move in an instrumented 8 x8 m room
(see Fig. 10 and the video), tracked by a 12-cameras optical
sensing system (Vicon Motion Systems, UK).

The user is asked to walk across the room and back. At
the same time, the robots are autonomously controlled as
described in Secs. III-A and III-B, keeping the team connected
and visiting three targets [z, ..., z3] (see Fig. 10a). Two
out of three targets are located on the ground, making them
reachable only by the mobile robot (red circles in Fig. 10b).
The remaining one is placed well above the ground, making it
reachable only by the quadrotors (black soccer ball in Fig. 10b).

We use two quadrotors from MikroKopter GmbH (Germany)
and a Pioneer P3-DX mobile robot from Omron Adept (CA,
USA), all controlled at 50 Hz using three computers. The first
machine (16 GB RAM, 4 x 2.80 GHz Intel Xeon CPU E5-1603
CPU, NVIDIA Quadro K2000) controls the quadrotors using
packages Genom3 and Robotpkg, (CNRS/LAAS, France) [82]
over Wi-Fi; the second machine (same specifics as the first one)
controls the mobile robot using a dedicated ROS node; finally,
the third machine (16 GB RAM, 4 x 2.60 GHz Intel Core
i7-6600U CPU, Intel HD Graphics 520) computes the robots
position references as per our control algorithm of Secs. III-A
and III-B and sends them to the other two computers. The
three machines communicate through the Robot Operating
System (ROS). The control parameters used in this evaluation
are reported in Table III.

While the measurement of the needed relative positions
(drone-drone, drone-human, and drone-obstacles) was retrieved
by using the motion capture system, each robot was provided
only with the relative positions of the surrounding agents and
obstacles, thus simulating the presence of an onboard sensor.

2) Feedback modalities: We only considered one way of
providing the operator with feedback information regarding
the connectivity of the team: vibrotactile haptic feedback (T),
as already described in Sec. IV-A3.

3) Subject: One male expert operator took part in this
experiment (age 30). The user was knowledgeable of the
connectivity control algorithm, the multi-robot exploration
concept, and the meaning of the feedback. He wore a non-
reflective helmet for tracking purpose, as well as safety glasses,
garments, and gloves. We did not record any sensitive, protected,
or identifiable data from the participant.
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4) Results: Fig. 10 shows three moments of this experiment,
att =0, Ty/2, Ty with Ty = 103 s. Specifically, Fig. 10a
shows the trajectories of the four agents (blue: human, cyan:
mobile robot, red and green: quadrotors) as well as the location
of the three targets (grey circles). Fig. 10b shows the three
moments from two different points of view. The colors of the
circles around the robots match the colors of the trajectories
in Fig. 10a.

V. DISCUSSION

To evaluate the effectiveness and viability of the proposed
control and feedback framework, we carried out three human
subjects experiment.

In the first experiment, fifteen naive subjects control an
heterogeneous team composed of six virtual agents: one human,
one (ground) mobile robot, and four quadrotors. Subjects
control the motion of the virtual human avatar using a joystick,
and all the agents move in a virtual environment. We considered
three ways of providing the operator with feedback information
regarding the connectivity of the team: no feedback at all (N),
vibrotactile haptic feedback (T), and auditory feedback (A).
Fig. 5 shows that providing feedback information about the
team connectivity significantly improved all the considered
metrics. On the other hand, the difference between vibrotactile
and auditory feedback was found very subtle. Vibrotactile
feedback outperformed auditory stimuli only in one metric out
of five (average total force). It is also important to notice that
subjects were provided with very rich visual information during
the experiment (e.g., three views of the scene and a graph of
the connectivity eigenvalue over time). In cases where less
information is available, we expect audio or haptic feedback
on the status of the team to be even more valuable.

Among the considered metrics, the maximum total force
holds a very important status. As it provides information about
the maximum acceleration/thrust requested to the robots, a
failure in providing such acceleration may result in a loss
of connectivity for the team. While this undesired behavior
cannot happen in this first simulated scenario, where the virtual
robots can apply infinite thrusts, it can obviously happen when
implementing the system in a real environment. The world
fastest drone can accelerate up to 35 m/s2 [83], while the
more common DIJ Phantom 3 Pro drone can accelerate up to
31 m/s? [84]. From Fig. 5d, we can see that a team of DIJ
Phantom 3 Pro drones would have not been able to guarantee
the connectivity of the team in condition N, as the peak thrust
requested in those condition is higher than the one the robots
can actuate. On the other hand, conditions providing haptic or
audio feedback demanded lower acceleration values. Of course,
there are many commercially-available drones that cannot even
accelerate more than 10 m/s. Therefore, it is very important
to tune the gains of the feedback to match the maximum
applicable thrust. Higher gains will lead to higher connectivity
forces provided to the user, which should in turn lead to a lower
thrust requested to the robots. In the future, we plan to study
how to express the feedback control actions of Sec. III-C3 in
terms of the maximum thrust robots can provide.

We also measured the user’s experience during this exper-
iment, evaluating the perceived effectiveness and comfort of
each condition. Results are shown in Fig. 6. Users found the

condition providing haptic feedback to be the most effective,
followed by the one conveying audio feedback and then the one
providing no feedback at all. On the other hand, providing no
feedback was found the most comfortable solution, followed by
the haptic and then the audio conditions. Five subjects reported
that being so often provided with audio signals was rather
annoying and partially impaired their concentration. For this
reason, in the future, we plan to study less obtrusive solutions
to provide feedback through the headphones.

In the second experiment, subjects enter directly into play,
becoming the human agent. Sixteen naive subjects control
an heterogeneous team composed of one real human agent
(themselves), one virtual mobile robot, and four virtual quadro-
tors. Subjects move in an instrumented room, tracked by an
optical tracking system, while the five robot agents move in a
virtual environment. Fig. 8 shows again little difference between
vibrotactile and auditory feedback. Providing vibrotactile
feedback outperformed providing auditory stimuli in two
metrics out of five (average connectivity force and average
total force). We again measured the user’s experience as well,
evaluating the perceived effectiveness and comfort of each
condition. Fig. 9 shows that the condition providing haptic
feedback was considered the most effective and comfortable.

Finally, in the third experiment, one expert operator controls
an heterogeneous team composed of four real agents: one
human (himself), one mobile robot, and two quadrotors. All
agents move in an instrumented room, tracked by an optical
tracking system. Fig. 10 shows the experiment. As the human
operator move in the room, the robotic team moves accordingly
to keep the team connected and visit the three target locations.
The operator was provided with haptic feedback through the
wearable vibrotactile bracelets and was able to easily follow
their indications regarding the connectivity level of the team.

In addition to the great importance of providing feedback
information (either via haptic and audio stimuli), all experi-
ments show that the overall framework works quite well and it
is robust to very different conditions. The team remained well
connected in all scenarios, providing the user with meaningful
and easy-to-follow guidance information. Considering that we
tested our system in three different experiments, enrolling 32
subjects for more than 15 hours of testing, in our opinion this
work represents an extensive evaluation on the topic. Finally,
it is also important to notice that the framework proposed is
rather flexible, as it can support an arbitrary amount of mobile
robots and human agents. In fact, although in this work we
only considered one human, nothing prevents the system from
handling multiple human agents in the same team.

VI. CONCLUSIONS

This paper presents a decentralized, connectivity-
maintenance, exploration framework for an heterogeneous
human-robot team, together with an extensive experimental
evaluation both in virtual and real environments. The work
has been originally inspired by the connectivity-maintenance
framework of [21] and [22], extending it to consider
heterogeneous teams, concurrent environment exploration,
and human feedback guidance. With respect to the above
works, here the human operator comes directly into play. He
physically becomes part of the team, moving in the same
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(b) From left to right, shots of the experiment, from two cameras, at time: ¢t =0, t = Ty /2, and t = TY.

Fig. 10. Evaluation of our approach in a real-setting scenario, employing two quadrotors and a mobile robot. Each robot is identified with a color: red and

green are the two quadrotors while cyan is the mobile robot. Ty = 103 s.

environment of the robots and receiving information about
the connectivity of the team through wearable haptic or audio
feedback stimuli. While the human operator walks around,
the robots move to keep the team connected according to the
implemented connectivity-maintenance algorithm. At the same
time, each robot can be assigned with a specific target position
to visit. The robotic part of the team is thus endowed with
a twofold role: keeping the heterogeneous team connected
and fulfilling given exploration tasks. On the other hand, the
human operator acts as the team leader, moving freely to steer
the team forward.

Results prove the effectiveness and applicability of the
proposed framework system for the intuitive control of het-
erogeneous robotic teams, which can be useful in various
applications of exploration, patrolling, and disaster response.
The framework is able to manage a broad range of teams,
including an arbitrary number of drones, grounded mobile
robots, and humans. Results also show a significant role of the
two considered feedback modalities. Providing either haptic
or audio stimuli indeed significantly improved the given tasks.
Haptic feedback performed significantly better than audio
feedback in few objective metrics. However, it performed
significantly better in all the subjective ones, showing an
important preference of users towards this type of feedback.

In the next future, we plan to significantly extend the
experimental evaluation, so as to include scenarios closer to real-
world situations (e.g., presence of dynamic targets and obstacles,
error in the agent’s localization, noise in the communication,
use of onboard sensors). Moreover, we will also consider
heterogeneous teams with more than one human agent as
well as working to extend the connectivity algorithm to allow
for temporary loss of the team connectivity [85], [86]. This
latter feature will enable the team to temporarily split, e.g., to
cover more ground, and then join again, e.g., to integrate new
agents. Finally, we plan to recruit subjects from more different
backgrounds and age groups, as well as include more women.
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