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ABSTRACT 
Avatars, the users’ virtual representations, are becoming ubiquitous 
in virtual reality applications. In this context, the avatar becomes 
the medium which enables users to manipulate objects in the vir-
tual environment. It also becomes the users’ main spatial reference, 
which can not only alter their interaction with the virtual environ-
ment, but also the perception of themselves. In this paper, we review 
and analyse the current state-of-the-art for 3D object manipulation 
and the sense of embodiment. Our analysis is twofold. First, we 
discuss the impact that the avatar can have on object manipulation. 
Second, we discuss how the diferent components of a manipulation 
technique (i.e. input, control and feedback) can infuence the user’s 
sense of embodiment. Throughout the analysis, we crystallise our 
discussion with practical guidelines for VR application designers 
and we propose several research topics towards “avatar-friendly” 
manipulation techniques. 

CCS CONCEPTS 
• Human-centered computing → Interaction design theory, 
concepts and paradigms. 
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1 INTRODUCTION 
3D object manipulation is an essential interaction task in vir-
tual reality (VR) [14], from industrial/medical training to artis-
tic/modelling applications. It encompasses multiple subtasks, from 
object selection, translation, rotation to scaling [15]. Numerous ma-
nipulation techniques have been proposed in order to cope with the 
limitations of VR systems and the complexity of 3D manipulation, 
such as virtual hand techniques enabling direct manipulation, or 
raycasting techniques allowing out-of-reach manipulation [15, 69]. 
One important component of such techniques is the feedback pro-
vided to users, which provides information on how their actions 
infuence the manipulation task. However, what happens when the 
user is embodied in a virtual body (i.e. an avatar) while performing 
the manipulation task? Avatars are a subset of user representations 
that may be anything from a single body part (e.g. hands) to a full 
body. Full-body avatars are becoming ubiquitous in VR applications, 
especially for social VR. This has stimulated research on how users 
can embody such avatars, i.e. feel like avatars are their real bodies. 
This “sense of embodiment” [50] can improve user experience, it can 
change cognitive performances [7] or the way users interact [49]. 
Thus, the following questions arise: can the user representation 
infuence the manipulation process? Can manipulation techniques 
infuence the perception of the user’s representation? 

When manipulating objects, the avatar provides feedback re-
garding the users’ motions which can infuence perception of their 
motions [75] and even the environment [47]. This could disrupt the 
manipulation task and impact performance criteria such as speed or 
accuracy. For example, a 3D hand model outperforms a whole arm 
in pointing tasks [111], thus a more complex user representation 
might be more disturbing than helpful. Reciprocally, the design 
choices regarding control and visual feedback of the manipulation 
technique can modify users’ perception of their avatar. For instance, 
the Go-Go technique enabling out-of-reach manipulation gives the 
illusion of a very long arm, which can afect embodiment [25]. If 
we want to make choices that ensure embodiment, these may con-
tradict choices made to increase performance. Depending on the 
use-case, it may be preferable to maximize embodiment or perfor-
mance, or ensure an adequate level of both. Thus, there is a need 
for investigating how to both maintain efciency of a manipulation 
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technique when an avatar is used, and how design choices impact 
the sense of embodiment. 

This paper unites the knowledge on manipulation and avatar 
embodiment. It extends the review by Seinfeld et al. [95] on the 
cognitive concepts behind the use of avatars in Human-Computer 
Interaction (HCI) through a focus on manipulation tasks and pro-
vision of concrete guidelines. It also sheds new light on previous 
works on manipulation techniques such as the survey by Medeiros 
et al.[68] and aims to help improve current techniques and develop 
new ones. First, we identify several design issues raised by the 
use of avatars during manipulation, from the dual perspectives of 
how avatars impact common interaction criteria, and how design 
choices impact embodiment. This analysis leads to several practical 
guidelines for designing avatar-friendly manipulation techniques, 
i.e. techniques which take the user’s avatar into account in 
the design process to preserve both user performance and 
sense of embodiment. This paper ends on a discussion and sev-
eral leads for future research. The main contributions of this paper 
are: 

• an analysis of how avatars impact manipulation tasks 
• an analysis of how the manipulation design choices impact 
the sense of embodiment 

• a comprehensive set of guidelines based on our analysis to 
design avatar-friendly manipulation techniques 

• several research topics for remaining open questions 
The remainder of the paper is structured as follows. Section 2 

overviews the global structure of our meta-analysis. Section 3 ex-
plains some advantages and drawbacks of using avatars in VR ap-
plications, which explain most current design choices. In Section 4, 
we take the opposing point of view by reviewing the potential 
impact of design choices on embodiment. We then propose prac-
tical guidelines in Section 5, classifed into three categories: input 
devices, control and feedback. Finally, Sections 6 and 8 provide 
discussion about the need of avatars for manipulation, as well as 
future research topics (RT). 

2 TOWARDS “AVATAR-FRIENDLY” 3D 
MANIPULATION TECHNIQUES 

3D manipulation tasks encompass all the modifcations that can be 
done on a virtual object, often summed up to four canonical tasks: 
selection, positioning, rotation and scaling [15, 82]. If we model the 
manipulation task using an action-perception loop (see Figure 1), 
users’ actions are captured by the input devices, those actions 
are processed by the manipulation technique which controls the 
state of the interaction, then feedback is generated and perceived 
by the user which enables the user to decide the follow-up actions. 
If we take the example of the virtual hand metaphor [71, 84], users 
can grab a virtual object by performing a reaching motion and then 
pressing a button on a controller. These actions would be mapped 
to a virtual hand which will grasp the virtual object and provide 
visual feedback to the user. The manipulation technique might also 
include additional feedback, e.g. highlighting the object to show 
the outcome of the action (the object has been selected) [3]. 

These diferent steps can be visualised in an action-perception 
loop summarized in Figure 1. In this fgure, we can notice the im-
portance of the avatar, i.e. the user’s virtual representation driven 
by his/her movements. It acts as the user’s proxy in the virtual 
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environment (VE, i.e. the 3D space in which the user is immersed) 
and provide both control and feedback. The avatar is therefore not 
just a 3D model in the VE, but an entity through which the user can 
interact with the VE. However, the avatar does not only enable in-
teraction with the VE, but becomes the user’s virtual representation 
in the VE, infuencing how the VE is perceived and even generat-
ing the illusion that it is the user’s real body. This phenomenon, 
called the sense of embodiment, can be defned as “the sense that 
emerges when a body’s properties are processed as if they were the 
properties of one’s own biological body” [50]. It can be split into 
three subcomponents: the feeling of being at the same location as 
the body (sense of self-location), the feeling of being in control of 
the body (sense of agency) and the feeling of owning the body, that 
it is a part of one’s own real body (sense of ownership) [50]. Dif-
ferent factors can infuence these subcomponents. For instance, 
the perspective from which users see their avatar (frst or third-
person perspective) can infuence the sense of self-location [33, 37]. 
Multisensory congruence can infuence all the subcomponents: the 
sense of agency [33], the sense of self-location [57] and the sense 
of ownership [54]. Some of these factors infuence more than oth-
ers the global sense of embodiment [28]. This virtual embodiment 
is similar to efects observed in real-world experiments like the 
rubber-hand illusion [12, 112], in which people can appropriate a 
rubber hand thanks to synchronous visuotactile feedback. Similarly 
in VR, multisensory stimulation is an efective way to elicit embod-
iment [99]. Synchronous visuotactile or visuomotor stimulation 
have been shown to create a sense of embodiment [54, 98], with vi-
suomotor feedback most contributing to this efect. However, when 
the coherency between users’ actions and perception is broken (e.g. 
asynchronous visuomotor or visuotactile stimulation) the illusion 
can be broken [54]. The main objective of this paper is to integrate 
the notion of avatar in the design process of 3D object manipu-
lation, focusing not only on usability and performance but also 
on users’ perception of their avatar (i.e. the sense of embodiment). 
The following sections discuss the considerations for designing 
such “avatar-friendly” techniques. First, Section 3 presents the cur-
rent state of manipulation tasks using avatars. It mainly focuses 
on performance and does not take embodiment into account, as it 
is not currently sufciently considered in interaction design. For 
this analysis, we reviewed papers using performance or usalibity 
criteria that included avatars in their protocol. On the other hand, 
Section 4 deals with the cognitive aspects and the perception of the 
avatar depending on the techniques design choices. For this part, 
we reviewed mostly papers on the sense of embodiment, in which 
manipulation tasks were performed or specifc design choices were 
made (for example, adding haptic feedback). In both sections, links 
are made to the guidelines based on the literature (detailed in Sec-
tion 5) or to the research topics (presented in Section 6) when there 
is not enough literature to justify a guideline. The guidelines are 
classifed into the three main categories of design choices: input 
devices (ID), control and mapping (CM) and feedback (FB). 

3 THE AVATAR AND ITS IMPACT ON 
MANIPULATION 

The avatar can be seen as a tool that informs users of their position 
in the VE and enables them to move and interact with this environ-
ment [95]. The avatar therefore helps users during manipulation 
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User

Input Devices

Output Devices

Avatar

Figure 1: Action-perception loop: the user can control the avatar thanks to the input devices, so as to interact with the VE. In
response to the user’s actions, the VE provides feedback perceived by the user thanks to the output devices.

by providing spatial awareness [23] and can therefore increase per-
formance [66]. Avatar appearance can vary in terms of shape, size
or texture. The more complex the representation, the more infor-
mation users can obtain to potentially improve their performance.
For instance, people perform better in a bow-shooting task with a
full-body, and tend to prefer this representation over other simpler
representations (only controllers or floating hands) [34]. Another
study found a user preference for performing a tool-based pick and
place task with a visual hand representation, albeit performance
was similar to the condition of performing the same task without
a visual hand representation [90]. In terms of realism, a visually
faithful avatar does not outperform a generic avatar in a cognitive
manipulation task [60] or a robot avatar in a pointing task [94],
showing a potential low impact of human-likeness on performance.
Avatars can also enable certain illusions to facilitate interaction, e.g.
elicit weight sensations [22, 45], when the Control-Display (CD)
gain is modified. But avatars can also have drawbacks and nega-
tively impact the manipulation. For example, they can generate
occlusions if they are too large and opaque, or seen from a third-
person perspective (i.e. the viewpoint is not co-located with that
of the avatar). In this section, we will mostly take the designers’
current point of view by studying how the avatar can impact manip-
ulation. This impact can motivate, or on the contrary, discourage
the use of avatars.

3.1 Avatars Can Alter Distance and Object Size
Perception

In real life, the body serves as a reference frame to interact with our
surroundings [39]. It is even more essential in VR, as users tend to
show a size and distance perception bias, usually underestimating

distances and object size [80]. However, several authors have
demonstrated that displaying an avatar can improve these per-
ceptions [73]. Similarly, it was also found that hands with a per-
sonalised size increase the correct estimation of object size [47],
and that this effect can also depend on the realism of the avatar’s
appearance [74]. This is coherent with early results showing indi-
vidual differences during manipulation of virtual objects and the
importance of calibrating the experience for each individual [114]
(see guideline FB1).

3.2 Avatars Can Be a Source of Visual
Occlusions

Occlusions often serve as a depth cue, helping us compare depth be-
tween objects [77]. However, the avatar can occlude virtual objects
and therefore hinder their manipulation. The more body parts are
represented, the higher the risk of this occurring. This can prove
critical in applications providing only visual feedback contrary to
real life, where other types of feedback (haptic, auditory) can pre-
vent us from being bothered by occlusions. For example, a study
has found that users perform better with a virtual hand than with
a virtual whole arm [111]. The authors hypothesise that this is
due to the whole arm hiding the scene more and creating occlu-
sions. This is also consistent with the study by Argelaguet et al. [4],
where users performed better with unrealistic hands like skeleton
hands than with realistic hands which generate more occlusions
(see Figure 2).

In order to minimize occlusions, some potential solutions can be
considered. For example, the avatar’s hands can become transpar-
ent [16, 119] when users approach a virtual object. This maintains
an anthropomorphicrepresentation of the user while keeping the

Figure 1: Action-perception loop: the user can control the avatar thanks to the input devices, so as to interact with the VE. In 
response to the user’s actions, the VE provides feedback perceived by the user thanks to the output devices. 

by providing spatial awareness [23] and can therefore increase per-
formance [66]. Avatar appearance can vary in terms of shape, size 
or texture. The more complex the representation, the more infor-
mation users can obtain to potentially improve their performance. 
For instance, people perform better in a bow-shooting task with a 
full-body, and tend to prefer this representation over other simpler 
representations (only controllers or foating hands) [34]. Another 
study found a user preference for performing a tool-based pick and 
place task with a visual hand representation, albeit performance 
was similar to the condition of performing the same task without 
a visual hand representation [90]. In terms of realism, a visually 
faithful avatar does not outperform a generic avatar in a cognitive 
manipulation task [60] or a robot avatar in a pointing task [94], 
showing a potential low impact of human-likeness on performance. 
Avatars can also enable certain illusions to facilitate interaction, e.g. 
elicit weight sensations [22, 45], when the Control-Display (CD) 
gain is modifed. But avatars can also have drawbacks and nega-
tively impact the manipulation. For example, they can generate 
occlusions if they are too large and opaque, or seen from a third-
person perspective (i.e. the viewpoint is not co-located with that 
of the avatar). In this section, we will mostly take the designers’ 
current point of view by studying how the avatar can impact manip-
ulation. This impact can motivate, or on the contrary, discourage 
the use of avatars. 

3.1 Avatars Can Alter Distance and Object Size 
Perception 

In real life, the body serves as a reference frame to interact with our 
surroundings [39]. It is even more essential in VR, as users tend to 
show a size and distance perception bias, usually underestimating 

distances and object size [80]. However, several authors have 
demonstrated that displaying an avatar can improve these per-
ceptions [73]. Similarly, it was also found that hands with a per-
sonalised size increase the correct estimation of object size [47], 
and that this efect can also depend on the realism of the avatar’s 
appearance [74]. This is coherent with early results showing indi-
vidual diferences during manipulation of virtual objects and the 
importance of calibrating the experience for each individual [114] 
(see guideline FB1). 

3.2 Avatars Can Be a Source of Visual 
Occlusions 

Occlusions often serve as a depth cue, helping us compare depth be-
tween objects [77]. However, the avatar can occlude virtual objects 
and therefore hinder their manipulation. The more body parts are 
represented, the higher the risk of this occurring. This can prove 
critical in applications providing only visual feedback contrary to 
real life, where other types of feedback (haptic, auditory) can pre-
vent us from being bothered by occlusions. For example, a study 
has found that users perform better with a virtual hand than with 
a virtual whole arm [111]. The authors hypothesise that this is 
due to the whole arm hiding the scene more and creating occlu-
sions. This is also consistent with the study by Argelaguet et al. [4], 
where users performed better with unrealistic hands like skeleton 
hands than with realistic hands which generate more occlusions 
(see Figure 2). 

In order to minimize occlusions, some potential solutions can be 
considered. For example, the avatar’s hands can become transpar-
ent [16, 119] when users approach a virtual object. This maintains 
an anthropomorphicrepresentation of the user while keeping the 
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Figure 2: Examples of diferent possible hand appearances 
for a manipulation task. Image from [4] 

virtual object visible through this representation (see guideline FB3). 
Providing additional feedback of the object hidden by the avatar 
(e.g. with a supplementary view from another perspective) [10] is 
also an alternative. The latter has the advantage of not changing the 
appearance of the avatar at the exchange of higher task complexity. 

3.3 Avatars Can Increase the Tolerance to 
Anisomorphic Manipulation 

Manipulation can be isomorphic, in which case the translations 
and rotations applied to manipulated objects in the VE strictly 
correspond to the ones applied to the input device. But, it is also 
possible to apply a gain to users’ input. This gain is called the 
control-display gain, i.e. the gain applied to the input to compute 
the position of the displayed representation, and has been studied 
in the 2D [21] and 3D contexts [3]. This gain can be constant or 
adaptive (it varies depending on some conditions). A CD gain lower 
than 1 means the displayed motion is smaller than the real motion. It 
can be used to provide a higher control for precise positioning [27]. 
A CD gain greater than 1 means that users’ motion is amplifed, 
which can be helpful to provide higher speed of manipulation when 
precision is not crucial, or to reach remote objects [83]. Creating 
distorted motion by modifying the CD gain can also be used to 
provide haptic feedback, to lead the user to a physical prop [6, 53]. 
This technique applies an ofset to the virtual hand so the user will 
reach the real tangible object. 

Thanks to the avatar, it is possible that users do not notice the 
motion distortion. Users’ visual perception dominates propriocep-
tion [19], making this illusion possible. For example, even if users 
perform a small hand movement in real life, if their avatar moves 
its hand a lot, they will trust the visual feedback more and think 
that they performed a larger movement. Several studies investi-
gated the thresholds beyond which users notice this modifcation 
of their movements. It was found that displaying a realistic hand 
instead of a spherical cursor increases the detection thresholds dur-
ing remapped movements by more than 30% [75] (see guideline 
FB7). When reaching for an object, participants did not detect the 
horizontal shift applied to their movement as much in the realistic 
hand condition as in the spherical cursor condition. Another study 
found that the subjects who feel a sense of ownership towards their 
avatar tend to detect distorted motion less [18]. The infuence of 
avatars with diferent levels of realism and visible body parts on 
the detection of remapped motion should be further investigated 
(see research topic RT1). 

Dewez et al. 

3.4 Coherency between Avatars and Input 
Devices Can Infuence Manipulation 

There is a strong relationship between the chosen user represen-
tation and the input device used [95], e.g. it is rare to use hand 
tracking to control a simple sphere cursor. The user representation 
can also impact the way users hold the input device, how they 
manipulate objects [48], as well as their preferred input device. 
For instance, previous work demonstrated that users prefer hand 
tracking to controllers when represented by realistic virtual hands 
because it is more realistic and fun [59, 72]. However, designers 
usually choose controllers in most applications, probably because 
they are more reliable, accurate [72] and commonplace. Various 
types of controllers exist, difering in terms of shape, buttons and 
other inputs available, weight or haptic feedback provided. It is 
questionable whether the way they are displayed in the VE should 
be generic or not. Using controllers therefore raises several ques-
tions: When using such controllers for manipulation, what user 
representation should be chosen? But also, how does this choice im-
pact the interaction performance? With most controllers, a virtual 
hand can be used as a generic representation that would directly 
manipulate virtual objects. In 1999, Bowman [14] recommended 
the use of virtual hands rather than virtual tools like raycasting 
to ensure efcient positioning and rotation of virtual objects. In 
this case, the diferent discrete inputs (buttons on the controllers) 
can launch actions such as grabbing of virtual objects, a solution 
often used in current VR applications. But sometimes, the controller 
used is inspired by a real tool and specifc to an application, espe-
cially in training applications. In this case, it might be preferred to 
display the 3D model of this tool in the avatar’s hand, to provide 
realism and coherency with the haptic feedback provided by the 
input device [44] (see guideline FB5). Using virtual tools in the 
same manner that we use real tools has the advantage that it is 
straightforward. Moreover, using virtual tools was found to activate 
the same regions in the brain as real tools [88], which highlights 
that virtual tools are treated behaviorally by the brain in a simi-
lar manner to physical tools. Displaying virtual tools instead of 
hands can also be an explicit cue for possible actions in the VE [95]. 
Choosing a virtual hand or a virtual tool in the avatar’s hand as the 
representation of an input device can therefore change the way the 
user’s interact. This impact of the input device display in the VE, 
in relation to the avatar, should be further explored (see research 
topic RT2). 

4 INTERACTION DESIGN CHOICES AND 
THEIR IMPACT ON AVATAR EMBODIMENT 

In the previous section we studied how avatars can infuence manip-
ulation. However, this design problem can also be studied the other 
way around, by focusing on how design choices of the manipulation 
technique impact users’ perception of their avatar, more specifcally 
their sense of embodiment. Although diferent implementations 
can be proposed for each manipulation paradigm, some variations 
of a chosen technique can be more adapted than others when a 
virtual body is introduced in the VE. In this section, we review 
the current work on embodiment and interaction that could justify 
design choices for avatar-friendly manipulation techniques. The 
analysis is decoupled considering the three main design choices for 
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a manipulation technique: the input device, the control mechanism 
and the feedback. 

4.1 Input Devices 
Numerous input devices exist, varying for instance in shape, De-
grees of Freedom (DoF), input modality and input interfaces (e.g. 
buttons, joysticks). If the user has a virtual representation, it means 
the input device must ensure both the manipulation but also the 
control of his/her virtual representation. While the input device is 
usually the same for both avatar control and manipulation such 
as the case of the virtual hand metaphor, hybrid methods are be-
ginning to emerge using diferent input devices for avatar control 
and object manipulation (e.g. hand tracking for hands control and 
a tablet for manipulation [102]). 

4.1.1 Shape. Controllers have various shapes, but most of them 
are held in a power grip. When the shape resembles a real tool, 
this provides high interaction fdelity. Input devices adapted to the 
task can give better performances [9, 79] as the way the user hold s 
them is more coherent with the task to perform [8] (see guideline 
ID1). Little work exists regarding the infuence of device shape on 
embodiment, probably due to the various types of controllers and 
its potential low impact. However, there could be an impact of the 
shape on embodiment, especially depending on the associated vir-
tual model. Depending on the way users hold a device, it can change 
the way they control their representation and manipulate objects, 
which can make them feel more or less in control. In particular, 
this may impact their perception of their avatar if the manipulation 
is not intuitive. More importantly, depending on the shape, it is 
crucial to choose an adequate mapping between the controller and 
the actions performed in the VE (see research topic RT2). 

4.1.2 DoF. For most manipulation techniques, the virtual hands 
are the tool to interact with the virtual objects, except when there 
is a use of an intermediary element like the ray in raycasting tech-
niques. When using a virtual hand, the DoF provided by the input 
device are used mostly to control this hand. Intuitively, we can think 
that the more DoF provided for hand control, the higher the level 
of control and the sense of embodiment. Supporting this theory, 
hand tracking was found to elicit a higher sense of ownership than 
controllers, probably because it provides a fner control of the users’ 
virtual hand [59]. 

However, this efect can also depend on the DoF provided by 
the user representation compared to the DoF provided by the input 
device. For example, while Argelaguet et al. [4] found that agency 
was better with unrealistic hands (sphere and skeleton hand, so 
with limited DoF) using Leap Motion, Lougiakis et al. [61] found 
no diference between diferent hand appearances with a similar 
protocol using controllers. A potential explanation for this could 
be that controllers ofer less DoF and thus reduce expectations in 
terms of hand control. The more DoF are provided by the input 
device, the more control users want during manipulation, especially 
when realistic representations are used [4]. These results suggest 
that more research should be done on combinations of diferent 
input devices and avatars during 3D manipulation (see research 
topics RT2 and RT3). 
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4.1.3 Input Modality. In order to track the users’ hands, two main 
input modalities could be considered: full-hand tracking and con-
trollers. While controllers are efcient and commonly used, manip-
ulating objects directly with the hands remains the most realistic 
way both of interacting and of controlling the avatar. It allows fne 
manipulation as well as direct control of the virtual hand. This is 
possible thanks to optical devices (Leap Motion, Kinect) or wear-
ables (mostly gloves). However, it implies having precise and robust 
fnger tracking. As previously discussed, in theory hand tracking 
ofers more DoF and therefore better control and probably a higher 
embodiment [59] (see guideline ID2). 

However, imperfect tracking can cause mismatches between the 
visual display and the users’ real actions. When the hand move-
ments are constrained by the controllers, there are fewer chances 
for users to notice mismatches with their real hands. Experiments 
in which fnger tracking provides a good sense of embodiment 
are usually constrained experiments, for example requiring partici-
pants to keep their palm facing down [42]. Therefore, constraining 
movements could be one possible solution. Recent input devices (e.g. 
Oculus Touch, Valve Index) use capacitive sensors for the fngers, 
providing a good trade-of between ofering the efcient tracking of 
a controller and more precise fnger movements for manipulating 
objects. It would also be interesting to study the impact of hybrid 
input [43] (using both a controller and hand tracking) on the sense 
of embodiment (see research topic RT3). 

In addition to reliability, controllers also often ofer buttons as 
input, which can be useful to trigger actions in the environment 
and feel in control, instead of for example launching an automatic 
animation of grabbing an object when the hand is near it. Using but-
tons ofer low-fdelity interaction, but this can be better in terms of 
performance and acceptance than moderate-fdelity solutions [65]. 
The best scenario still remains the high-fdelity case, where the 
user performs the entire action like in the real world, as a complete 
control of the avatar elicits a higher sense of embodiment than just 
triggering actions [28]. More important than the input modality it-
self, what matters is the mapping applied to this input (see research 
topic RT2). 

4.2 Control 
A great part of manipulation techniques do not consider a 1:1 map-
ping between input motion and the resulting manipulations. For 
example, modifcations of the CD gain or constrained motions are 
commonplace in order to increase the precision of free-hand manip-
ulation. However, such control mechanisms introduce mismatches 
between the actions performed by the user and the motions of their 
avatar. As visuomotor coherency is one of the major inducers of 
the sense of embodiment [54], such changes in control could have 
a negative impact in the overall sense of embodiment. 

4.2.1 Motion and Manipulation Constraints. Constraints can be 
used on manipulation to interact more quickly or respect real world 
physics. Most constraints applied during manipulation are meant 
to avoid collisions, or to reduce DoF (limit the manipulation to a 
particular surface or an axis for example). When constraining the 
manipulation, it means that the avatar’s motion is also constrained, 
which can create a visual-proprioceptive mismatch and disturb the 
senses of agency and self-location [86]. First, handling collisions 



          

            
             

           
              

           
           

           
            
          

             
           
            

          
          

      
        

           
            

           
            

            
          

          
            

         
             
          

          
           
           

        
           

   
          

           
           

              

         
   

         
            

           
            
        

     

            
           
        
           

           
            

             
           

       
            

          
           

            
            

            
             

              
            

          
          
        

           
            

           
         
         

            

           
           

           
          

            
          
           

           
              

          
           

           
          

            
          

          
            

       

        
         
           
          

            
          

            
         

          

CHI ’21, May 8–13, 2021, Yokohama, Japan 

might seem a good idea to create a realistic environment that respect 
the laws of physics. For instance, when moving an object on a table, 
it is possible to apply semantic constraints based on real-life physics, 
as long as the motion of the user is coherent with this constraint (e.g. 
a horizontal motion on the surface of a table). However, especially 
for wide and fast motion, blocking the avatar outside objects can 
create huge ofsets between the real hand and its virtual counterpart. 
This will probably cause a break in the sense of self-location but 
also ownership, which is sensitive to spatial location [89]. Therefore 
it is better to do not handle collisions for this type of movements 
(see guideline CM1). If users experience a high sense of presence 
(i.e. the sense of being in the VE), they should intuitively avoid 
collisions, especially when using a realistic avatar [76]. For fner 
motion, handling collisions is recommended, as it is preferred by 
the users (see in Section 4.2.4). 

Second, constraints separating DoF (for example to move pre-
cisely an object on one direction) can also create big mismatches 
between the user’s position and the avatar’s one. In such a case, 
it is preferable to use explicit constraints. They can be explicitly 
defned by the users so they know what motion they can perform 
or not [40]. It is also possible to use gestures to determine cus-
tomised constraints [35], which has the advantage of making users 
move their avatar and potentially appropriate it. To reduce DoF, 
the classical use of widgets (see an example on Figure 3) explicitly 
constrain the manipulation, which can be more predictable and im-
pact less the sense of agency. Widgets can be seen as virtual objects 
that the user can use to indirectly manipulate objects. Common 
constraints on the manipulation still apply to the widgets though, 
for example the grabbing of the widget tool must seem realistic 
(see Section 4.2.4). While widgets are intuitive, they do not provide 
high-fdelity interaction using directly the avatar. New techniques 
of DoF separation adapted to the avatar could be invented (see 
research topic RT4). 

Another solution to handle constraints could be to dissociate the 
avatar, that provides a realistic representation of the user, from a 
second form of representation that is not afected by the constraints. 
It can be the tool used, or a ghost [116] or skeleton hand [4]. 

Figure 3: Example of a widget to constrain manipulation. Im-
age from [70] 

4.2.2 Remapped Motion: Modification of CD gain. Avatars provide 
a direct visual feedback of the user’s position and motion in the 
environment. If the CD gain difers from 1, this relation between 
the user’s motion and the avatar’s one is altered and can impact 
the sense of embodiment. Typically, manipulation methods employ 
either constant of adaptive gains. 

Dewez et al. 

Constant gains. The higher or lower is the CD gain, the higher 
will be the mismatch between the avatar’s hand and the user’s 
real hand. Although visual feedback dominates proprioception [19], 
and people do not notice easily motion distortion (i.e. when their 
motion is amplifed or decreased when achieving a task) [32] and 
can even adapt their motion to this distortion [13], if the mismatch 
is too important it can frustrate the user and break the sense of 
embodiment. A study found that while the senses of agency and 
ownership are quite resistant to visual-proprioceptive mismatches 
(induced by a constant ofset between the real and virtual hand), the 
sense of self-location is very sensible to them [86]. Moreover, Kokki-
nara et al. [55] found that when users’ movements are amplifed, 
this afects their perception of the VE and agency (contrary to the 
study by Pritchard et al. [86]), but not ownership. When the user’s 
motion is distorted and it creates a mismatch that is noticeable, the 
user can therefore feel out of control and the sense of agency can 
be afected. To avoid this, it is better to do not apply gain, especially 
on fast and wide movements because it would quickly create a large 
mismatch between real and virtual hand (see guideline CM2). As 
discussed in Section 3.3, realistic hands make remapped motion less 
noticeable [75] (see guideline FB7). Furthermore, instead of modi-
fying the virtual body’s motion, the distortion can also be applied 
on the virtual world [6]. This is the same principle as redirected 
walking, the world is translated when users move their head. This 
is only adapted to manipulation tasks necessitating head motions. 
A hybrid solution mixing world and body movements distortion 
could be a good solution to avoid the drawbacks of both techniques. 

Adaptive gains. The gain applied could also be adaptive, i.e. its 
value can vary depending on the conditions. For example, the gain 
can depend on the object distance to the user, closer manipulation 
necessitating a lower gain to be precise, and further manipulation 
a higher gain [78]. It was found that the acceptance of distorted 
motion is increased when the distortion is gradually introduced [81]. 
Altering the motion gain slowly in the context of physically tiring 
tasks still elicits a sense of ownership [26]. When distortion must 
be used in an application, it is better to adapt it depending on the 
situation (see guideline CM5). Diferent gains could also be applied 
depending on the direction of the movement, as users’ notice more 
easily ofsets on the horizontal axis than in other dimensions [24]. 

A preferable solution to avoid the impact of distorted motion 
on embodiment could be to decouple the tool from the body. An 
isomorphic control would be kept for the avatar, while the ma-
nipulation would be anisomorphic [35]. The gains would only be 
applied on the tool, thus not afecting the avatar itself, for example 
in out-of-reach interaction (see research topic RT5). 

4.2.3 Out-of-reach Manipulation. A special type of manipulation 
that can create a strong mismatch and potentially impact embodi-
ment is out-of-reach manipulation. In the space in which we can 
reach objects, i.e. our peripersonal space, the challenge is mostly 
focused on the range of motion, the hand poses, the feedback of 
actions, or the display of input device. However, outside the periper-
sonal space, it is necessary to choose how to represent the action, 
and how it impacts the avatar. Common out-of-reach manipulation 
techniques are the Go-Go [83] and the raycasting techniques [11]. 
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Go-Go technique. The Go-Go technique applies a non-linear CD 
gain to the user’s input. The more users extend their arm, the 
further the virtual hand goes. If the limit of CD gain is too high, the 
mismatch can be important between the user’s real hand position 
and its virtual counterpart. This could potentially impact all the 
sense of embodiment components. Several choices of feedback 
can be considered in this problem [25], but all of them can highly 
impact the sense of embodiment. In the case of full-body avatars, 
the hand could be detached from the virtual body. However, it 
has been found that body discontinuity reduce body ownership 
but does not necessarily impact motor performance [96]. A hand 
attached to the arm by a rigid wire disturbs embodiment but not skin 
conductance in reaction to a threat [110]. A potential solution could 
be to have an extensible arm, which can maintain a correct sense 
of embodiment, until reaching a certain length [51] (see guideline 
FB4). Other feedback can be imagined, like a robotic extensible 
arm, a ghost clone of the hand going towards the object (as already 
used in training [116]), or an outside assistance like a drone going 
to the object instead of the user’s body. It depends on the context 
of the application, if the realism must be maintained or not. 

Raycasting technique. The raycasting technique originally 
comes from the pointing technique [11] with an additional ray 
to provide visual feedback of selected objects [71]. It has the 
advantage of being body-referenced but not part of the avatar. 
However, depending on the way it is represented, it may impact 
ownership by providing an unrealistic feedback. If we consider 
the basic raycasting in which the ray is linked to the hand, we can 
display the ray coming from a fnger, probably the index because it 
is the fnger associated to pointing. We could also display a laser 
pointer in the avatar’s hand instead, to maintain realism. The 
choice can also be impacted by the device input, if we use hand 
tracking we might prefer the frst option, while the second could 
be better when a controller is used, or even a tracked stylus [108]. 
Other raycasting techniques exist, referenced to other parts of the 
body, for example to the head. In this case, a virtual headlamp 
could be used as a more coherent feedback. 

The two techniques both have their pros and cons. The Go-Go 
technique uses direct manipulation, which is more intuitive and 
uses the avatar to appropriate it. The raycasting technique might 
be safer for self-location and agency, as it does not modify the CD 
gain and the virtual body does not have to be modifed or reshaped 
to use this technique. More variants of feedback for out-of-reach 
techniques and their impact on embodiment should be investigated 
(see research topic RT5). The ideal would be to invent a technique 
that is as intuitive as the Go-Go technique but does not have to 
modify the avatar. 

4.2.4 Control of Dexterous Hand Interactions. Grabbing virtual ob-
jects is probably one of the hardest challenges in manipulation. 
Because of the lack of haptic feedback in VE, if a 1:1 mapping is 
applied to hand movements, visual artifacts can appear: unrealistic 
hand poses or fngers passing through objects. This can afect em-
bodiment. However, it is known that humans are more sensible to 
visual interpenetration than proprioceptive ofsets [19]. They tend 
to believe more what they see than what their proprioception tells 
them. Designers therefore often choose to handle collisions and to 
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defne hand poses on the virtual objects, so the user is not disturbed 
by interpenetrations. This solution is usually preferred by the users, 
even though it can decrease performance [85]. But, if users feel too 
constrained by the collisions, this may impact the sense of agency 
and self-location. This also applies for defned hand poses: if they 
are too diferent from users’ real poses, this could afect embodi-
ment. People usually tend to adapt to the visual feedback provided, 
and can be disturbed for example when the input action required 
is diferent from the feedback. This was noticed for example in the 
experiment by Lok et al. [60] in which participants had to do a 
pinch movement but observed a grasping animation. Several par-
ticipants started performing a grasp movement. Such adaptation 
needed might potentially infuence the sense of embodiment. 

The preferred feedback during the grasping of a ball has been 
studied, which confrms that handling collisions for fne manipula-
tion is preferred [20] (see guideline CM4). Participants preferred 
visualising their hand outside the object, even though their real 
fngers were actually entering the sphere. This condition preserved 
the sense of ownership. Providing complete control of the virtual 
hand does not always seem to be the best choice. 

Assistance in taking virtual objects is often used to make the 
manipulation more intuitive and realistic. This can be used without 
afecting agency and ownership [81] (see guideline CM3). However, 
if too few hand poses are provided, users may feel limited in their 
actions, which could impact the sense of agency. If users can grab 
an object even with unrealistic hand poses, the application will lack 
realism. Since defning many hand poses in a VR application can 
be time-consuming, it would be interesting to study their infuence 
on the sense of embodiment, especially agency (see research topic 
RT6). 

4.3 Feedback 
The feedback provided to the user while performing an action 
can also impact embodiment. First the avatar itself is part of the 
feedback and can impact embodiment; for example if it is modifed 
during manipulation. However, the type and characteristics of the 
feedback provided during an action can also afect embodiment. 

4.3.1 Avatar Appearance During Manipulation. The avatar is the 
main source of feedback during motion in the VE. To increase 
usability or performance, its appearance can be modifed during 
manipulation (see section 3.2). However, these changes must be 
done carefully. Even though avatar appearance is not the most 
important factor in the sense of embodiment [28], several studies 
showed its importance in inducing a good sense of ownership [113]. 
Designers must be aware that modifying it can impact how much 
users feel like the avatar is part of their real body. For example, the 
avatar’s hands can be made transparent to avoid occlusions. But, 
if the hands are too transparent, this might impact the sense of 
ownership [64] and agency [16]. It is also possible to use skeleton 
hands [4], which provide a good sense of agency but a lower sense 
of ownership than realistic hands. To ensure a good sense of own-
ership, it seems important to keep a realistic avatar. Transparent 
hands seem to ofer a good trade-of, as long as the hands are not 
too transparent (see guideline FB3). 

When a tool is necessary for manipulation, or when a controller 
is used as input device, the feedback at hands level can be either 
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the hand (controlled by the input device, for example by mapping 
buttons to the movements of the hand) or the tool held in the hand. 
The feedback chosen and its coherency with the input device used 
might impact embodiment. While some studies start investigating 
this question [2], this topic needs further research (see research 
topic RT2). 

4.3.2 Perspective. Perspective is the user’s point of view on the VE. 
Perspective is important to perform an action precisely, especially 
when the user can only rely on visual feedback. In applications 
using an avatar, various camera positions can be used, each of them 
providing a diferent amount of visual information. Perspective is 
generally described as a third-person perspective (the viewpoint 
is outside the user representation) or a frst-person perspective 
(the user representation is co-located with the real body). A third-
person perspective (3PP) is usually advised for navigation because 
it provides a better spatial awareness, but some recent work found 
that a frst-person perspective is actually preferred [67]. For ma-
nipulation, a frst-person perspective (1PP) is usually preferred and 
more precised [37, 92] as the user can directly manipulate objects 
like they would in real life. Moreover, 3PP requires an additional 
cognitive load for considering both the transformation users want 
to apply to a virtual object and the ofset between their vision and 
their avatar. 

In the literature on the role of perspective in the sense of embod-
iment, it was found that a 1PP is preferred to elicit embodiment. It 
has been found that subjects experience a higher sense of owner-
ship from a 1PP, even though it can be experienced from a 3PP to 
some extent with a synchronous motor feedback [33, 37]. The sense 
of agency seems less impacted by the perspective, and can be felt 
either from 1PP or 3PP as long as the movements are synchronised. 
A potential solution, more complicated to implement, would be to 
have both perspectives [93]. 

In conclusion, it is better to have a 1PP to have both an efcient 
manipulation and a high level of embodiment (see guideline FB2). 

4.3.3 Haptic Feedback. Visual feedback is the main feedback pro-
vided in VR. However, in real life, people receive other types of 
feedback that help during manipulation. Additional feedback like 
haptic feedback [41] can also be provided in VR and can impact 
manipulation performance [104]. Haptic feedback can be provided 
through tactile feedback (touch, to feel the object texture for ex-
ample) or force feedback (e.g. users feel a resistance when they 
collide with an object) [17]. There are nowadays output devices 
that are put directly on the body [100] that provide vibrotactile 
feedback and can make the user more aware of their virtual body. 
Synchronous visuotactile feedback provided by an experimenter 
was one of the frst methods used to elicit embodiment towards a 
virtual body [98]. If users feel a touch and observe at the same time 
a stimulation on the virtual body that can cause this touch, the brain 
interprets that the virtual body must be their body. A study found 
that haptic feedback provided by wearable devices can increase the 
sense of embodiment [30], especially force feedback. In addition of 
the information it provides during manipulation, haptic feedback 
is therefore also a way of increasing the sense of embodiment and 
should be used when possible (see guideline FB6). 

When it is not possible to provide haptic feedback, pseudo-haptic 
feedback can be used. This technique can create an illusion of weight 
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by modulating the gain applied to users’ motion [45]. However, this 
should be used with precaution when using avatars as it can create 
a mismatch between users and their avatar (see Section 4.2.2). 

4.3.4 Auditory Feedback. Another type of feedback that can be 
provided to users is auditory feedback. Auditory feedback provides 
important information when manipulating objects in real life. Like 
haptic feedback, it can inform us of collisions, it can also help in 
perceiving textures [56]. However, its relation with the sense of 
embodiment has been less studied than other types of feedback. The 
major study on auditory feedback and virtual embodiment is from 
Tajadura et al. [105] who found that we can enhance embodiment 
of a child’s virtual body when the avatar’s voice and appearance 
are coherent. One study investigated the role of auditory cues in 
the rubber-hand illusion. Synchronous auditory feedback seems 
to strengthen the illusion [87]. With a task of clapping hands in a 
non-immersive VE, no signifcant efect of the auditory feedback on 
virtual body ownership was found, showing a potential low impact 
of this type of feedback in the ownership illusion [62]. Several 
studies exist on the link between body perception and sound [5]. 
For example, when the sound heard when a small hammer hits a 
person’s hand is the sound of a hammer hitting a piece of marble, it 
can give the person the illusion that the hand is made of marble [97]. 
Because the sound informs the user of a contact with an object, it 
can also be used to create a long arm illusion [106]. However, to 
our knowledge, no study has been done on the impact of auditory 
feedback during manipulation on the sense of embodiment. The 
impact of diferent types of feedback during object manipulation is 
still an on-going domain of research (see research topic RT7). 

5 GUIDELINES 
VR stakeholders usually design applications based on their instinct, 
or empirical experience, because of a lack of simple design advice, 
in the form of guidelines or claims for example. However, proposing 
and validating design guidelines for VR is already a challenge in 
itself [115]. There are too many factors impacting interaction, and 
too many individual diferences, that make generalization from 
experiments very challenging. A set of guidelines for designing VR 
applications has been proposed by Gabbard [31], already talking 
about user representation. For instance, these guidelines recom-
mend to use an efcient embodiment (provide enough sensory 
information) and let users control their appearance in the VE. But, 
these guidelines are general and not precise enough to design ma-
nipulation techniques. Guidelines for designing 3D manipulation 
techniques have also been proposed by Bowman et al. [15], how-
ever, they do not consider user representation. Other guidelines, 
heuristics and claims [103, 107], more or less general, have been pro-
posed since, but the avatar is usually forgotten. Guidelines specifc 
to manipulation, considering the avatar, would help VR developers 
and encourage the use of avatars. We propose in this section design 
guidelines, justifed by existing literature, that can be used in early 
stages of a design pipeline. These guidelines are focused on design 
choices for manipulation techniques involving avatars, therefore 
we refer the reader to the guidelines of Gabbard [31] concerning the 
remaining of the VR application pipeline (e.g. to restrict latency). 
Our guidelines are principally aimed towards helping designers to 
elicit embodiment during manipulation tasks, while also providing 
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Table 1: Table recapitulating the proposed guidelines and the corresponding sections to justify these guidelines 

Input Devices 
ID1 For specifc applications or training, use an input device adapted to the task Section 4.1.1 
ID2 Prioritise full-hand tracking when possible Section 4.1.3 

Control 
CM1 For wide and fast motions, do not apply constraints Section 4.2.1 
CM2 For wide and fast motions, choose a CD gain equal to 1 Section 4.2.2 
CM3 For small motion and precise manipulation, provide assistance to the user’s movements Section 4.2.4 
CM4 For precise manipulation, handle collisions Section 4.2.4 
CM5 Progressively increase the distortion gain to make it more acceptable Section 4.2.2 

Feedback 
FB1 Provide a well-calibrated avatar Section 3.1 
FB2 Use frst-person perspective Section 4.3.2 
FB3 Use slightly transparent hands to prevent occlusions Sections 3.2 and 4.3.1 
FB4 Preserve body continuity as much as possible Section 4.2.3 
FB5 Maximize multisensory coherency Section 3.4 
FB6 Provide haptic feedback Section 4.3.3 
FB7 Use realistic avatars when using distorted motion Section 3.3 

insights when a trade-of between embodiment and performance is 
required. 

The guidelines (see in Table 1) are classifed into three parts: 
input devices, control and feedback. 

5.1 Input Devices 
ID1: For specifc applications or training, use an input 
device adapted to the task. For applications training the user 
on the use of a specifc tool, use an adapted device resembling the 
real tool. Place the 3D model of the device in the avatar’s hand (see 
guideline FB5). Using an adequate device for a task yields better 
performance [79]. This is essential for example when learning 
technical gestures, but otherwise generic controllers can be used. 

ID2: Prioritise full-hand tracking when possible. Use hand 
tracking technologies (Leap Motion, gloves) instead of controllers 
when the tracking works well. In case of tracking issues, consider the 
use of 6-DoF controllers, especially controllers with capacitive sensors 
for the fngers. Using gestures and direct manipulation is preferred 
to ensure embodiment, realism, enjoyment, but only as long as the 
tracking is sufcient [59, 72]. Six-DoF controllers still yield good 
levels of embodiment in most experiments. 

5.2 Control and mapping 
CM1: For wide and fast motions, do not apply constraints. 
When wide and fast movements are done by the user, do not apply 
constraints (such as avoiding collisions or maintaining a hand pose 
on an object). Constraints might create a noticeable mismatch, 
decreasing the sense of self-location and potentially the sense of 
agency [55, 86]. 

CM2: For wide and fast motions, choose a CD gain equal to 
1. For wide motion, the best is to keep a gain equal to 1. A gain lower 
than 1 could be perceived as latency. A higher gain can quickly 
create huge ofsets between the real hand and the virtual hand, 

afecting the sense of embodiment [55]. 

CM3: For small motion and precise manipulation, provide 
assistance to the user’s movements. Use CD gains lower than 
1 to precisely approach an object and/or automatic realistic poses 
to assist the user in their precise movements. It is possible to use 
subtle modifcations of the motion without disturbing the sense 
of embodiment [32]. This must be used as assistance to provide a 
visually realistic hand pose to the user during manipulation. 

CM4: For precise manipulation, handle collisions. Constrain 
the avatar’s hand and fngers outside of virtual objects during 
manipulation. Users are more sensitive to collisions than a small 
mismatch between the position of their virtual and that of their 
real one. Therefore, they prefer seeing their virtual hand outside of 
objects [20]. 

CM5: Progressively increase the distortion gain to make it 
more acceptable. The CD gain does not have to be constant, it 
can evolve during the application. Decrease it slowly to help precise 
manipulation. Apply a gain to avoid tiring motion, and then set it 
back to 1. It was found that distorted motions are better accepted 
when the distortion is gradually introduced [26, 81]. In this case, 
the sense of embodiment is less impacted. 

5.3 Feedback 
FB1: Provide a well-calibrated avatar. The avatar’s body 
measurements (height, general scale, arm length) must match those 
of the user. Eye height is important to estimate object size [58]. 
Having a personalised hand size was found better for manipulating 
objects and estimating their size [47, 114]. 

FB2: Use frst-person perspective. The viewpoint should be 
co-located with that of the avatar. First-person perspective is better 
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both for accuracy in manipulation tasks and for the sense of 
ownership [37]. This was already recommended by Gabbard to 
increase the sense of presence [31]. 

FB3: Use slightly transparent hands to prevent occlusions. 
Make the hand subtly transparent to avoid occlusions and still 
provide depth cues. It can become transparent when close to an 
object. While Gabbard already proposed this guideline for selection 
(see guideline Select7 [31]), we want to highlight here that a 
slightly transparent hand can still elicit a sense of agency [16] and 
ownership [64]. 

FB4: Preserve body continuity as much as possible. If 
anisomorphic motion is used for out-of-reach manipulation (Go-Go 
technique), use feedback such as a long arm illusion or a robotic arm, 
but do not break body continuity. Avoid a too high ofset that would 
make the arm too long. Breaking body continuity during interaction 
can result in a loss of embodiment [96]. However, if the chosen 
feedback is a long arm, the embodiment can break when the arm 
reaches twice the length of the normal arm [51]. In this case, other 
types of feedback could be used, like a "ghost" hand [116] that 
manipulates the remote object instead of the real hand. Raycasting 
can also be a good alternative since it is more efcient, albeit less 
intuitive [84]. 

FB5: Maximize multisensory coherency. If a controller is used, 
display its 3D model into the avatar’s hand. It is if the real hand 
pose is similar to the avatar’s hand pose. It also provides coherency 
between visual and passive haptic feedback [44]. If various virtual 
tools are used in the application, new input devices have been 
invented to propose a passive haptic feedback adapted to the 
virtual tool [118]. 

FB6: Provide haptic feedback. Use devices that provide haptic 
feedback during manipulation. 
Haptic feedback can increase the sense of embodiment [30]. It can 
also help to improve performance when hand tracking is used [72]. 

FB7: Use realistic avatars when using distorted motion. Use 
realistic avatars to make distorted motion less noticeable by the user. 
One condition for this is to have good hand tracking. They have 
several advantages as they make remapped movements less no-
ticeable [75] and increase the sense of ownership [113]. However, 
realistic avatars increase users’ expectations in terms of control [4], 
therefore they should mostly be used when the tracking works well. 

6 RESEARCH TOPICS 
This section complements the previous guidelines by presenting 
the current gaps in the literature and proposing a number of 
research topics that should be explored in the future. Most of these 
research topics arise from the fact that the design of manipulation 
techniques rarely takes the avatar into account in the design 
process. While several works already justify design guidelines, 
the analysis of the diferent issues in Section 3 and Section 4 
showed several unexplored leads. In this part, we highlight several 
research topics (RT) that we believe should be investigated 
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further. These questions are focused on manipulation tasks and 
their interrelationships with avatars. This completes the lines of 
research on user representation proposed by Seinfeld et al. [95]. 

RT1: Study perception of motion alterations using diferent 
user representations. 
Ogawa et al. [75] compared the detection thresholds for a spheric 
cursor and a realistic hand, and found that distorted motion was 
less noticeable with a realistic hand. More of this kind of studies 
need to be done to investigate the role of avatars on the detection of 
distorted motion. It is necessary to understand how to safely modify 
motion, without the user noticing it. In addition to detection thresh-
olds, motion alterations can infuence how the users’ perceive the 
task. For example, several works have shown that changes in the CD 
gain could elicit illusions of weight when lifting virtual objects [45]. 

RT2: Study diferent possibilities of feedback and mappings 
of controller-based input when an avatar is involved. 
The perceived sense of embodiment towards the virtual represen-
tation highly depends on the mapping and feedback used, based 
on the information provided by the input device. While there are 
several studies on hand tracking, there is a lack of investigation 
on the visual feedback of controller-based input [61]. Diferent 
mappings for a chosen input device should also be tested. 

RT3: Compare diferent input devices to control the avatar 
during manipulation. 
There is an increasing number of controllers proposed that should 
be compared with one another. For one user representation, several 
devices can be used to control it [2]. The type of input device was 
found to both afect interaction efciency and embodiment [59]. 
It would be interesting to compare controllers allowing fngers 
movement (e.g. Valve Index controllers) to controllers that need to 
be grabbed (e.g. Vive controllers). 

RT4: Propose new techniques to separate axes during ma-
nipulation while maintaining embodiment. 
Constraining manipulation is sometimes needed for the sake of 
accuracy. For example, the user might want to move an object on 
a plane, or on an axis. Inspired by 3D desktop interfaces using 
widgets, similar techniques have been invented for immersive 
VE [70]. If the user interacts with these widgets via an avatar, 
additional occlusions and clutching problems can appear. If the 
avatar does not correctly hold the widget, the feedback can seem 
unrealistic and disturb embodiment. If the movement is only 
constrained on a certain axis, users might feel a loss of agency, so 
it does not seem like a good solution either. It could be interesting 
to imagine new techniques to manipulate objects independently 
on diferent axes without afecting embodiment. 

RT5: Compare diferent visual feedback for common tech-
niques. 
Diferent visual feedback can be provided for one chosen technique. 
For unrealistic interaction, it may be better to provide virtual tools 
that suggest the use of the technique. For example, putting a laser 
pointer in the avatar’s hand to use raycasting. In some cases, the 
avatar can be adapted to the technique (long arm for the Go-Go), 
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but this modifes the avatar appearance and may impact more the 
sense of embodiment. The impact of visual feedback has been 
investigated for the Go-Go technique [25]. Yet, there is a need for 
more similar studies testing diferent feedback and their impact 
on performance and embodiment. Another solution could be to 
decouple the avatar from the tool used for manipulation. When 
using anisomorphic manipulation, the transformations could be 
applied only on the tool, not the avatar. This type of feedback 
would not afect the avatar itself, thus potentially preserving 
embodiment. 

RT6: Study the infuence of visual feedback during grasping 
(collisions, hand poses) on embodiment, especially on the 
sense of agency. 
Nowadays, frameworks (e.g. SteamVR) make it easy to defne 
hand poses for object manipulation, to have a more realistic 
visual feedback. Users can be guided to defned poses with subtle 
assistance, with no impact on embodiment [81]. They are biased to 
self-attribute assisted movements [32]. However, overly simplistic 
mappings during grasping might make the user feel less in control. 
New solutions start to be proposed to automatically compute hand 
poses in real time [109] that could potentially improve embodiment. 

RT7: Explore the impact of multimodal sensory feedback 
during manipulation on the sense of embodiment. 
While there are studies showing the importance of synchronous 
multimodal feedback on the sense of embodiment, there is a lack 
of literature on the importance of haptic and auditory feedback, 
especially during interaction tasks. Yet, the potential impact of such 
feedback was found on body perception [30, 106]. Manipulating 
objects ofers a source of potential feedback that might increase 
the sense of embodiment. 

We hope that these proposed research topics can inspire re-
searchers in VR and HCI community, and lead to new ways of 
designing interaction techniques with avatars in the future. 

7 RETHINK EVALUATION METHODS 
In this paper we propose guidelines for early design phases. As 
avatars can impact interaction (as detailed in Section 3, e.g. infu-
encing users’ speed [111]), we believe that it is becoming important 
to also consider evaluating the infuence of the avatar throughout 
the whole design process, as well as to consider novel evaluation 
methods assessing the compatibility between an avatar and an in-
teraction technique. This of course does not need to be limited to 
manipulation techniques, but can be extended to all types of inter-
action techniques. For instance, avatars start to be considered in the 
evaluation of navigation [68] or system input techniques [38, 52]. In 
this part, we present several directions that we believe should be 
explored in terms of evaluation to reach this goal. 

7.1 Do Not Disregard the Role of the Avatar 
During the Evaluation Process 

Several studies have shown that avatar characteristics can have 
an impact on user performance [90, 111]. These studies mostly 
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investigated the efect of avatar appearance (e.g. visual hand repre-
sentation versus tool representation only [90], hand versus whole 
arm [111]) or of the DoF ofered by the representation (e.g. sphere 
versus hand with fnger control [4]). However, the limited number 
of studies exploring these efects also highlighted a need for further 
investigating this impact depending on the task performed. Each 
avatar ofers a certain level of control to the user, therefore the 
choice of a representation might also depend on the complexity of 
the task to perform. A hand representation may be more suitable 
for precise manipulation, while a sphere may be sufcient for rough 
object selection. This potential impact of avatars must therefore be 
considered in the design process, and designers should try diferent 
user representations early on in the development process to check 
that they do not impact interaction. 

7.2 Use Embodiment as a Novel Criterion for 
Assessing the Quality of Interaction

During iterations of the design process, diferent types of evaluation 
are typically performed, where designers use several criteria and 
heuristics to identify faws in a current implementation (formative 
evaluation) or to compare a new fnal implementation to bench-
marks or older implementations (summative evaluation). These 
criteria are mostly performance-oriented (e.g. accuracy, speed) or 
user-oriented (e.g. ease of use, predictability). Given the literature 
now available in regards to the sense of embodiment, we believe 
that it should progressively become a new criterion for measuring 
the quality of interaction, just as breaks in presence were already 
proposed as new criteria to measure usability [101]. In the future, 
the goal would therefore be to design efcient interaction tech-
niques that do not disrupt embodiment, in which case questions 
related to the sense of embodiment [36, 91] should be added to for-
mative and summative evaluations to complete evaluations during 
the iterative design process. 

7.3 Improve Embodiment Measurements 
While the sense of virtual embodiment is typically assessed through 
subjective questionnaires, fnding novel and more appropriate 
means of evaluating the sense of embodiment is an on-going re-
search topic. For instance, the need for more standardised evalua-
tions of embodiment has been identifed [36]. To this end, Roth and 
Latoschik [91] recently constructed a novel embodiment question-
naire by relying on factor analysis to propose new leads of stan-
dardised questions. Interestingly, their work brought out a novel di-
mension to evaluate embodiment, named Change (in the perceived 
body schema), which was not present in the subcomponents pro-
posed by Kilteni et al. [50], suggesting that novel dimensions might 
emerge from the formal construction of novel questionnaires, and 
which could be more related to interaction. Nevertheless, embodi-
ment evaluations currently mostly rely on this type of subjective 
questionnaires, as the proprioceptive drift originally used as an 
embodiment measure in the rubber-hand illusion [12] cannot be 
used anymore with avatars seen from a frst-person perspective. 
Other approaches to evaluate the sense of embodiment rely on 
behavioural responses, such as threat responses, which were found 
to be correlated with embodiment [117]. However, the introduction 
of threat can potentially change users’ behaviour [29] and it is not 



          

          
           

           
           

            
         

          

  
          

           
         

           
          

         
             
           

        
         

       

 
           

          
            

   

 
               

          
           

 
           

          
            

      
             

           
 

           
            

        
             

         
         

            
          

           
         

            
            

        
           

             
            
  

            
            

         
           
 

          
           
           

 
            

        

           
       

           
         

          
            

        
    

              
          
  

           
           

           
   

              
   

           
          

       
             

             
          

       
             

           
            

            
           

      
          

            
           

    
              

     
             

            
            

   
            

             
     

          
          

            
     

             
        

  
           

          
           

      
          

           
           
           

   
          

           
        

            
         

      
            

         
          

           
           

            
   

             
           

           
          

CHI ’21, May 8–13, 2021, Yokohama, Japan 

a precise and direct measure as serious threat response and em-
bodiment can be sometimes dissociated [63]. In the future we may 
be able to use more precise methods to measure embodiment. For 
instance, EEG measures are an interesting path that is beginning to 
be explored in the context of embodiment [46]. In particular, it was 
recently investigated while controlling a walking avatar [1], which 
opens new questions in terms of interaction tasks in general. 

8 CONCLUSION 
In this paper, we discussed design challenges emerging when the 
user is represented by an avatar during manipulation tasks, with the 
goal of identifying practical advice for developers and stimulating 
refection and research on this topic. We proposed a number of 
guidelines to design avatar-friendly techniques, as well as a number 
of research topics demonstrating the need for further investigation. 
We hope that in the future, thanks to deeper research on this topic, 
we will be able to reach good trade-ofs ensuring embodiment and 
efcient manipulation. Finally, the avatar-friendly concept can be 
extended to other types of interaction (navigation, system control) 
to provide vibrant 3D experiences to users. 
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