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Abstract

Cryogenic electron tomography (cryo-ET) visualizes the 3D spatial distribution of macromolecules at nanometer
resolution inside native cells. However, automated identification of macromolecules inside cellular tomograms is
challenged by noise and reconstruction artifacts, as well as the presence of many molecular species in the crowded
volumes. Here, we present DeepFinder, a computational procedure that uses artificial neural networks to simul-
taneously localize multiple classes of macromolecules. Once trained, the inference stage of DeepFinder is faster
than template matching and performs better than other competitive deep learning methods at identifying macro-
molecules of various sizes in both synthetic and experimental datasets. On cellular cryo-ET data, DeepFinder local-
ized membrane-bound and cytosolic ribosomes (∼3.2 MDa), Rubisco (∼560 kDa soluble complex), and photosys-
tem II (∼550 kDa membrane complex) with an accuracy comparable to expert-supervised ground truth annotations.
DeepFinder is therefore a promising algorithm for the semi-automated analysis of a wide range of molecular targets
in cellular tomograms.
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Deep learning improves macromolecule identification
in 3D cellular cryo-electron tomograms

E. Moebel, A. Martinez-Sanchez, L. Lamm, R.D. Righetto, W. Wietrzynski, S. Albert, D. Larivière,
E. Fourmentin, S. Pfeffer, J. Ortiz, W. Baumeister, T. Peng, B.D. Engel, C. Kervrann

Cryogenic electron tomography (cryo-ET) visualizes the 3D spatial distribution of macromolecules at nanometer resolu-
tion inside native cells. However, automated identification of macromolecules inside cellular tomograms is challenged
by noise and reconstruction artifacts, as well as the presence of many molecular species in the crowded volumes. Here,
we present DeepFinder, a computational procedure that uses artificial neural networks to simultaneously localize mul-
tiple classes of macromolecules. Once trained, the inference stage of DeepFinder is faster than template matching and
performs better than other competitive deep learning methods at identifying macromolecules of various sizes in both
synthetic and experimental datasets. On cellular cryo-ET data, DeepFinder localized membrane-bound and cytosolic
ribosomes (∼3.2 MDa), Rubisco (∼560 kDa soluble complex), and photosystem II (∼550 kDa membrane complex) with an
accuracy comparable to expert-supervised ground truth annotations. DeepFinder is therefore a promising algorithm for
the semi-automated analysis of a wide range of molecular targets in cellular tomograms.

Cryogenic electron tomography (cryo-ET) can provide new insights
into molecular organization and interactions by producing 3D views
of the native cellular interior at sufficient resolution to identify macro-
molecules. Unlike fluorescence microscopy, cryo-ET lacks specific
markers, so the structures of the macromolecules themselves must be
used for identification. However, cryo-ET has an advantage over fluo-
rescence microscopy in that it visualizes everything in the cell, not just
the tagged molecules. With enough resolution and powerful computa-
tional tools for structural identification, it has the potential to build a
complete molecular atlas of the cell.

Cryo-ET data is generated by the following steps. First, the sam-
ples are vitrified in order to preserve both the native structures and
spatial distribution of macromolecules inside the cells. For many
cells, a thinning step is required, which can be accomplished with fo-
cused ion beam milling 1. Subsequently, the thin biological material is
loaded into the transmission electron microscope for acquisition of a
tilt-series, which serves as input to 3D reconstruction algorithms 2;3;4.
During tilt-series acquisition, the specimen is rotated around an axis
perpendicular to the electron beam and imaged from multiple perspec-
tives. The tilt-series must be acquired with low electron dose because
frozen biological material is easily damaged by the electron beam.
Unlike the heavy metal contrasting agents used in conventional elec-
tron microscopy, the organic molecules found in frozen cells have low
contrast against the water background. Combined with the limited
electron dose used for imaging, cryo-ET data have very low signal-
to-noise ratios. Furthermore, due the geometry of the EM grid and
increasing thickness of the sample at high tilts, tilt-series are typically
restricted to ±60 degrees. As a result, the reconstructed tomograms
suffer from a wedge of missing information in Fourier space. This
missing wedge artifact causes anisotropic resolution in the 3D vol-
umes, with delocalization of densities along the Z-direction, as well as
loss of information in the X–Y plane along the direction perpendicu-
lar to the tilt axis 5;6. The missing wedge and low signal-to-noise ratio,
combined with the highly crowded environment of the cell, pose im-
portant challenges to the identification of macromolecules in cellular
tomograms.

One well established method for localizing macromolecules in
cryo-ET data is template matching 7, where a low-resolution template
depicting the macromolecule of interest is comprehensively scanned
through the tomogram. High cross-correlation scores indicate poten-
tial particle positions, from which subvolumes are extracted for down-
stream averaging procedures. While template matching is relatively

efficient for localizing large complexes such as ribosomes, it is neces-
sary to apply a series of iterative searching, alignment, and classifica-
tion steps to identify smaller complexes 8. Additional difficulties arise
when template matching is used to localize several macromolecular
species that are structurally similar, or to differentiate specific states of
the same macromolecular species (for example, membrane-bound vs.
cytosolic ribosomes). Template matching is applied to separately lo-
calize all macromolecules of a single species (mono-class procedure).
Nevertheless, dedicated classification steps 9;10 are required to differ-
entiate true particles from false positives, as well as to subdivide these
particles into structurally distinct sub-classes. Classification remains a
challenging problem in cryo-ET if the number of considered classes is
high. Currently, complex and time-consuming processing chains are
routinely used to localize macromolecules in cellular volumes, with
a single template matching or subtomogram classification round typ-
ically taking several hours of computation on specialized CPU clus-
ters. As a result, this whole procedure is most often used to analyze
only a few classes of particles in the same volume. However, cryo-
electron tomograms contain many more macromolecular species em-
bedded within the crowded cellular environment, hidden by noise and
reconstruction artifacts. To address this challenging issue, powerful
new pattern recognition techniques are required.

In this paper, we describe a deep learning-based framework to
quickly identify macromolecules in cryo-electron tomograms. Deep
learning 11 is revolutionizing various fields of data processing, in-
cluding computer vision 12, image classification 13, and segmenta-
tion 14. In bioimage analysis, convolutional neural networks (CNN)
have produced spectacular results 15;16, including in super-resolution
microscopy 17 and in fluorescence microscopy image denoising 18.
Briefly, a CNN is defined as an architecture composed of successive
connected neuron layers. Applying the layers sequentially enables the
network to progressively compute high-level features, which results in
a hierarchical or multiscale representation of the data. For example, in
human face recognition, the first layers typically encode basic features
such as image contours/edges and textures. This allows the next layers
to gradually capture more complex shapes (for example, eyes, ears),
and object ensembles (for example, faces). These multiscale repre-
sentations are learned from the data and can be generated faster than
conventional feature extraction.

CNNs have recently been investigated for learning high-level
generic features in electron microscopy. Several algorithms based on
deep learning techniques have been developed for 2D particle pick-
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ing in single-particle cryo-EM 19, including DeepPicker 20, AutoCry-
oPicker 21, crYOLO 22, Topaz 23, and Warp 24. In cellular cryo-ET, the
algorithm proposed by Chen et al., was implemented for supervised
segmentation of 2D slices from 3D volumes 25, but it was not designed
to handle complex environments (for example, crowded cells) and re-
quires an additional classification step to achieve satisfactory results.
A promising 3D processing approach for the supervised classification
of subtomograms has been proposed in Che et al. 26. However, this
algorithm requires that the molecular complexes of interest have al-
ready been found by another method. To overcome the limitations of
the aforementioned approaches 20;25;26, we propose a 3D deep learn-
ing method to identify macromolecules within crowded native cellular
environments. Our DeepFinder algorithm can handle multiple macro-
molecular species in one pass. We demonstrate that this improves the
performance of CNNs in 3D cryo-ET, identifying small particles that
template matching struggles to detect. Moreover, complex and time-
consuming post-processing steps are no longer required to produce
reliable results. We also show that DeepFinder is flexible and can be
efficiently combined with template matching to improve localization
sensitivity on crowded cellular cryo-tomograms.

Results

Overview of our 3D deep learning-based approach. We present
DeepFinder, an algorithm based on 3D CNNs that, in one pass, can
robustly localize macromolecules of several different species, with
various sizes and shapes, within cryo-tomograms. The algorithm
is built upon a multi-class network (Methods and Extended Data
Fig. 1b), based on a U-Net architecture 27, as illustrated in Extended
Data Fig. 1c. It consists of a training stage (Stage I) and an analysis
(or inference) stage (Stage II) (see details in Methods and Fig. 1a).
DeepFinder’s Stage I is a supervised approach requiring expert-user
inputs, whereas Stage II is nearly unsupervised, as opposed to tem-
plate matching, which requires more manual input:

• In the training stage (Stage I), DeepFinder converts the input
3D coordinates of macromolecules supplied by the experts into
voxel-wise annotations (Methods), avoiding the cumbersome
and time-consuming manual annotation of voxels. As convert-
ing the positions of macromolecules into voxel-wise annota-
tions is not a trivial task, we propose two approaches with dif-
ferent levels of computing complexity. The first approach ex-
ploits the segmentation maps built from well-delineated shapes
of macromolecules estimated by a subtomogram averaging
procedure 28. In the second approach, the shapes of macro-
molecules are approximated by 3D spheres (Fig. 2). The
sphere-based representation is appealing because information
about the shapes and orientations of macromolecules is not
needed, and time-consuming subtomogram averaging steps are
avoided. Both approaches are made available in the DeepFinder
software to enable optimization of performance and speed.

• The analysis stage is a two-step procedure. In the first step,
the trained 3D CNN-based model is used to classify the to-
mogram voxels into different categories or sub-categories of
macromolecules. In the second step, a clustering algorithm
is applied to aggregate voxels into groups and determine the
location of particles (gravity center of clusters) in the volume
(Fig. 1b). The particles are further used for structure determi-
nation through subtomogram averaging.

DeepFinder is a free, open-source program implemented in Python
with an accessible graphical user interface (GUI) (Extended Data
Fig. 2). In the following sections, we demonstrate that this program

successfully identifies macromolecules of varying shape and molec-
ular weight in both artificial and cellular cryo-ET datasets. Further-
more, we show that handling several molecular species simultaneously
with a multi-class strategy is especially beneficial for identifying small
macromolecules.

DeepFinder identifies multiple macromolecular species at once. To
test the performance of DeepFinder relative to competitive methods,
we performed experiments on the SHREC’19 dataset (Dataset #1),
which is composed of 10 synthetic tomograms, each containing 12 dif-
ferent classes of macromolecules spanning a range of sizes 29. These
macromolecules have been categorized by size into 4 groups (large,
medium, small, tiny) by the organizers. The number of macro-
molecules per class and per tomogram varies slightly (∼200 particles
per class and per tomogram).

In the SHREC’19 challenge, seven different methods (includ-
ing DeepFinder) were compared to evaluate the performance of deep
learning techniques on challenging synthetic 3D cryo-electron tomo-
grams. Participants had access to 9 out of 10 ground truth tomo-
grams, whereafter the algorithms were tested on the final unseen to-
mogram. DeepFinder achieved the best global F1-score (a standard
metric for the precision and accuracy of detection, see evaluation in
Methods) among all competing algorithms 29. The closest competitor
to DeepFinder was the DoG-CB3D method 26, which separates the lo-
calization and classification tasks. In Fig. 3a, we report the results
obtained on the SHREC’19 dataset with DeepFinder, template match-
ing, and DoG-CB3D. Unlike DoG-CB3D, DeepFinder outperformed
template matching for all macromolecular species in the benchmark
dataset. The template matching results were obtained with the PyTOM
software 30 (Methods). Performance is correlated with macromolecu-
lar size (Fig. 3a). This is especially true for template matching, where
the smallest complexes had F1-scores close to 0. Even so, template
matching is still a competitive method for detecting the largest macro-
molecules. On the SHREC’20 dataset 31, DeepFinder was ranked sec-
ond, with essentially the same algorithm from the previous year (Ex-
tended Data Fig. 3). It is worth noting that the top algorithm, U-Net
Multi-task Cascade (UMC), requires noise-free images for training 31.
This approach is therefore not applicable on real cellular datasets, al-
though there has been substantial progress on using deep learning to
denoise tomograms 23;24;32.

Furthermore, we evaluated the performance of the multi-class net-
work versus 12 mono-class versions of our network. As shown in
Fig. 3b and Extended Data Fig. 3b, the binary networks have a sim-
ilar performance when compared to multi-class networks for larger
macromolecules (Protein Data Bank (PDB) entries: 4b4t, 4d8q), but
perform worse or fail for the smaller ones (PDB 1s3x, 3gl1, 3h84 and
3qm1). Overall, the multi-class training improves classification accu-
racy over binary classification. These results also suggest that smaller
macromolecules and under-represented classes can benefit from fea-
tures learned from classes of larger macromolecules.

Finally, it is worth noting that the sphere-based representation was
able to provide good scores for all particle sizes, as shown in Fig. 3c
and Extended Data Fig. 3c (except the smallest particle, PDB 1s3x in
Fig. 3c). The explanation for this good performance is two-fold: first,
small macromolecules tend to resemble sphere-like structures. Sec-
ond, in the case of larger macromolecules, the ”label noise” (that is,
presence of label errors in the training data) induced by the sphere-
based representation is compensated by the high quantity of labeled
voxels in the segmentation map (see Rolnick et al. 33 for discussion).
In summary, the computationally cheap sphere-based representation
is recommended for faster processing, provided that the target macro-
molecule shape is not too topologically different from a sphere (for
example, a tube-like structure).
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Fig. 1: Overview of DeepFinder. a, The DeepFinder workflow consists of a training stage (Stage I) and an analysis (or inference) stage (Stage II). These two

stages correspond to five steps (represented by blue boxes) to locate macromolecular complexes within crowded cells. b, Ribosome localization with DeepFinder in

a cryo-electron tomogram of a C. reinhardtii cell. Tomographic slice with superimposed segmented cell membrane (gray) and ribosomes classified with respect to

their binding states: membrane-bound (blue) and cytosolic (yellow). c, Tomographic slices showing coordinates of detected ribosomes (colors correspond to b,). The

positions and classes were determined by analyzing the segmentation map shown in b. This analysis used 48 tomograms for training, 1 tomogram for validation, and

8 tomograms for testing. Scale bar, 60 nm.
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Fig. 2: Target generation strategies for training. a, In strategy 1, voxel-wise annotations are obtained from position-wise annotations using a subtomogram averag-

ing procedure. Subtomogram averaging is a registration algorithm that produces higher resolution structures by averaging thousands of aligned subvolumes containing

the molecular species. Subtomogram volumes are extracted at the annotated positions, aligned and finally averaged. The alignment procedure outputs the object

orientations, while the averaging process provides a density map of the macromolecule with greatly reduced noise and missing wedge artifacts. From this density

map, it is possible to create a binary mask of the macromolecule by thresholding the averaged subtomogram. The resulting mask is pasted into an empty volume

at each annotated position with the estimated 3D orientation, and the resulting volume with well-delineated macromolecules is then used as a target to train the 3D

CNN parameters. b, In strategy 2, the macromolecule masks are approximated and replaced by spherical masks. Hence, the subtomogram averaging procedure is

bypassed and the target generation process is faster. However, the training targets contain more ”label noise”.

More annotation is required to localize small macromolecules. We
analyzed the influence of the training set size on the performance
of our method (Extended Data Figs. 4 and 5). It is desirable to
achieve good performance even if the training set is small, as man-
ual annotation of data is time consuming and requires considerable
effort in 3D imaging. As shown in Extended Data Fig. 5c (synthetic
SHREC’19 dataset), the performance of DeepFinder correlates with
macromolecule size. For large and medium macromolecules, the per-
formance is remarkably stable, even when using only one training to-
mogram (206 macromolecules per class). For small and tiny macro-
molecules, the drop in performance is more notable, and larger train-
ing sets are required to get higher score values. This is not surpris-
ing since the number of labeled voxels associated with large macro-
molecules is high in the segmentation maps. Accordingly, less anno-
tated macromolecules are needed.

To carefully examine the performance of DeepFinder on exper-
imental cellular cryo-tomograms, we investigated a range of macro-
molecular complexes: ribosomes, Rubisco and photosystem II (PSII).
These complexes correspond to different particle sizes and have differ-
ent quantities of available expert annotations. Ribosomes (large) and
Rubisco complexes (small) are relatively well localized with template
matching, yielding abundant annotations for training and allowing a
direct comparison of DeepFinder with the template matching results.
Detecting PSII is a more challenging task, given that in addition to
being a small membrane complex, the annotations were manually as-
signed and thus limited in quantity. We used the shape-based approach
for these tests, as it offers reduced ”label noise” and performs slightly
better on average (F1 score) than the sphere-based approach for de-
tecting macromolecules with molecular weights greater than 200 kDa
(Fig. 3c and Extended Data Fig. 3c). The calculation of F1-scores usu-

ally relies on the availability of ground truth positions, which are pro-
vided by synthetic datasets (SHREC’19 and SHREC’20), but are gen-
erally not available with experimental data. Instead of ground truth,
the F1 scores reported below were calculated with respect to the anno-
tations provided by the experts, which used a combination of template
matching, visual curation, subtomogram averaging and classification.
An F1-score of 1 indicates that the performance of DeepFinder is iden-
tical to the approach supervised by the experts.

DeepFinder imitates expert annotations of large macromolecules.
First, we explored the ability of our method to localize two riboso-
mal states (membrane-bound and cytosolic ribosomes), and we com-
pared the results to those obtained with template matching (Methods).
In this study, we used a cryo-ET dataset (Dataset #2, Methods) com-
posed of 57 tomograms of Chlamydomonas reinhardtii cells and an-
notations of membrane-bound 80S ribosomes (∼3.2 MDa) performed
by experts 34. In our experiments, we considered four classes to better
detect the target macromolecules: membrane-bound ribosome (mb-
ribo), cytosolic ribosome (ct-ribo), membrane, and background. The
expert annotations contained positions of 8,795 mb-ribos. The train-
ing datasets corresponding to the ct-ribo and membrane classes were
obtained by using semi-automated computational tools, without care-
ful expert supervision (Methods). The classes were highly imbalanced
since the background class represents 99.5% of training voxels within
the tomogram. As this scenario is common in cryo-ET, the training
procedure (especially the generation of batches) needs to be adapted
by integrating techniques such as re-sampling (Methods). Figure 1b-
c illustrates an example of DeepFinder’s four-class segmentation and
provides insight into the spatial distribution of two ribosomal states.
DeepFinder detected mb-ribos that were not annotated by the experts.
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Fig. 3: Analysis of algorithm performance on the synthetic dataset (SHREC’19 challenge). a, Performance (F1-score) of DeepFinder, DoG-CB3D and template

matching algorithms and ability of algorithms to discriminate between 12 species of macromolecules. The most challenging macromolecules in SHREC’19 (ref. 29) and

SHREC’20 (ref. 31) are in the tiny and small macromolecule classes (1s3x (human Hsp70 ATPase domain,∼43 kDa), 3qm1 (Lactobacillus johnsoni Cinnsmoyl esterase

LJ0536 S106A mutant in complex Ethylferulate Form II, ∼63 kDa), and 3gl1 (Saccharomyces cerevisiae ATPase domain of Ssb1 chaperone, ∼85 kDa) and the small

macromolecules (2cg9 (Hsp90-Sba1 closed chaperone complex, ∼189 kDa), 3h84 (GET3, ∼158 kDa), 1u6g (Cand1-Cul1-Roc1 complex, ∼239 kDa), 3d2f (complex

of Sse1p and Hsp70, ∼236 kDa)). The medium and large macromolecules are 1bxn (Rubisco from Alcaligenes eutrophus, ∼560 kDa), 1qvr (ClpB, ∼297 kDa), 3cf3

(P97/vcp in complex with ADP, ∼542 kDa), 4d8q (eukaryotic chaperonin TRiC/CCT, ∼1.95 MDa), 4b4t (26S proteasome, ∼1.31 MDa). The highest (best) possible

value of an F1-score is 1.0 and the lowest (worst) possible value is 0. The scores of template matching were provided by the SHREC’19 challenge organizers (Utrecht

University, Department of Information and Computing Sciences and Department of Chemistry). b, Performance of DeepFinder implemented as a multi-class network

architecture and as an architecture made of 12 binary networks. These two architectures differ only by the number of output neurons. c, Influence of the training target

generation method (”shapes” versus ”spheres”). In the case of ”shapes”, the exact shapes of the macromolecules have been used to annotate the tomograms. In the

case of ”spheres”, the shape and the orientation of macromolecules are not needed to generate the training targets. This analysis used 8 tomograms for training, 1

tomogram for validation, and 1 tomogram for testing.
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Several of these particles were false positives, but after a detailed in-
spection (Supplementary Note 1), we confirmed that many others are
ribosomes that were missed or discarded during the annotation pro-
cess.

Analysis of score-maps. In Fig. 4, it is clear that the score-map
from template matching (Fig. 4d) is much noisier than the score-maps
generated by DeepFinder (Fig. 4b-c). Template matching produced
high cross-correlation scores at ribosome locations but also at false-
positive locations containing other high contrast structures (for ex-
ample, cell membrane in Fig. 4d). Consequently, template match-
ing is mainly used to crudely discard the voxels with no important
structural information. In the next step, the experts must apply post-
processing techniques to separate the desired macromolecules from
the false positives. Compared to template matching, DeepFinder pro-
duces less noisy score-maps, with meaningful score values in well-
localized blobs.

Furthermore, DeepFinder allows accurate simultaneous localiza-
tion of two ribosomal states in cellular cryo-ET data, as illustrated
in Fig. 1b. The mb-ribos (in blue) are primarily located close to cell
membranes, whereas the ct-ribos (in yellow) are mainly located in the
cytosol.

Analysis of structural resolution. DeepFinder achieves 3D struc-
tural resolution comparable to the expert annotations, as determined
through subtomogram averaging. Using the test set tomograms, we
computed subtomogram averages for each ribosomal state (ct-ribos
and mb-ribos) (Fig. 4f) (Supplementary Note 1) by applying the same
registration procedure (rotational matching 35) to the subvolumes from
DeepFinder and the expert annotations. The resulting density maps
of mb-ribos are composed of two regions: the ribosome density and
the membrane density. As expected, the membrane density computed
from the set of mb-ribo particles found by DeepFinder is well defined,
while there is no membrane density in the average computed from the
set of ct-ribo particles.

We assessed the resolution by calculating the Fourier shell cor-
relation (FSC) for the subtomogram averages of each ribosomal state
(Fig. 4e). For both ribosomal states, the resolution was comparable be-
tween the expert annotations and DeepFinder (23 Å and 24 Å, respec-
tively). That said, the goal of this experiment was not to produce the
highest resolution average (which could require >10,000 particles),
but rather to test how well DeepFinder can distinguish subpopulations,
even when particle number is limited.

Additionally, we examined the nature of the particles that were
detected by DeepFinder but not annotated by the experts, i.e. SDF \
SE , where SE and SDF denote the sets obtained by experts and
DeepFinder, respectively. We carefully analyzed the difference be-
tween sets SDF and SE and considered the two following hypotheses:

H1 : The set SDF contains too many false positives.

H2 : The set contains particles with a low imaging quality (due to
noise and blur), suggesting that our method found supplemen-
tary true mb-ribo particles that were missed or discarded during
the supervised annotation.

We aligned and averaged mb-ribo particles in the set SDF \SE and ob-
served that the corresponding density map depicts a ribosome structure
(Supplementary Note 1). Thus, hypothesis H1 is unlikely. As detailed
in Supplementary Note 1, DeepFinder finds additional membrane-
bound ribosomes, missed or discarded by experts (hypothesis H2).
Therefore, it appears that the number of actual mb-ribos is higher than
expected: in our test set, we detected +20.5% mb-ribos when com-
pared to the SE set. This result confirms the benefit of combining
several analysis methods in cryo-EM 36. The consensus between the
expert processing chain and DeepFinder decreases the overall false

negative rate and generates a larger set SE ∪ SDF of membrane-
bound ribosomes. The extended set of particles is probably less ho-
mogeneous, as it contains supplementary particles which are noisier.
Adding this set of particles to the average may blur the result and
therefore degrade the structural resolution. Nevertheless, these parti-
cles not found by template matching should not be discarded a priori,
as they provide a more complete picture of the cellular environment.
In summary, DeepFinder, as well as human experts (who used tem-
plate matching followed by CPCA classification with visual inspec-
tion), does miss some true positives. Our results illustrate the collabo-
rative strength of the two imperfect particle picking procedures. Even
though we demonstrated on the SHREC’19 and SHREC’20 datasets
that DeepFinder has better precision, recall and F1-score than tem-
plate matching (see also the Recall, Precision and F1-scores curves
of DeepFinder (F1-score of 0.86) and template matching (F1-score
of 0.50) in Extended Data Fig. 6 (Dataset #2)), the global perfor-
mance can be boosted further with consensus analysis among com-
peting methods 36.

DeepFinder finds small macromolecules in cellular tomograms.
On cellular cryo-electron tomograms, the F1-score is not significantly
worse if we use an mb-ribo training dataset consisting of one-fifth
(1,408 mb-ribos) of the complete annotated dataset (8,795 mb-ribos)
(Fig. 5c). This suggests that DeepFinder does not require a large quan-
tity of annotations for localizing large macromolecules, but more an-
notations are necessary to localize small macromolecular species. We
demonstrate this principle below on smaller macromolecules, includ-
ing both soluble and membrane proteins.

To test how well DeepFinder detects small particles in cellular
tomograms, we conducted experiments on two challenging datasets
depicting pyrenoids (Dataset #3) (Fig. 5a-c) and thylakoid membranes
(Dataset #4) (Fig. 5e-h) within C. reinhardtii cells 38;40. In Dataset #3,
DeepFinder was able to identify Rubisco holoenzymes with remark-
able performance (Fig. 5a-b). The achieved F1-score (0.83) is similar
to what was obtained for mb-ribos (0.86) (Dataset #2), even though the
molecular mass of Rubisco (∼560 kDa) is much lower than that of the
80S ribosome (∼3.2 MDa). Subtomogram averaging performed with
the top 30,000 DeepFinder hits yielded a map resolved to 15 Å. Tem-
plate matching of the top 30,000 hits following CPCA classification
post-processing produced a nearly identical map using the same align-
ment and averaging pipeline but required more computing time and ex-
tensive classification, as described previously 9. DeepFinder inference
is faster and yields a ”clean” set of particles without any additional
post-processing. The two averages are also practically identical to the
previously published map at 16.5 Å (EMD-3694). This result suggests
that DeepFinder is able to identify small macromolecular species with
similar performance to that seen for larger complexes, provided that
the training set is large enough.

In our experiments on Dataset #4, DeepFinder was able to detect
photosystem II (PSII) dimers embedded within native thylakoid mem-
branes (Fig. 5e-h). We trained DeepFinder on three tomograms us-
ing four particle classes that were manually annotated 38: PSII dimers
(∼550 kDa), cytochrome b6f dimers (∼220 kDa), unknown densi-
ties, and background. A very important distinction is that, while the
Rubisco annotations were generated by supervised template match-
ing and classification, the PSII ground truth was assigned completely
manually through ”membranogram” visual inspection 38 (Fig. 5g) and
served further as a reference to compute the F1 scores. In Supple-
mentary Table 2, we report the F1-scores for template matching and
DeepFinder (when using the mono-class or multi-class strategies) to
detect PSII in the unseen test tomogram; the multi-class approach
produced better results than the mono-class approach and template
matching. PSII complexes were detected quite accurately in some
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Fig. 4: Comparison of score-maps obtained with template matching and DeepFinder, and analysis of structural resolution through subtomogram averag-

ing (Dataset #2). a, Experimental cryo-electron tomogram depicting a C. reinhardtii cell (Dataset #2, Methods). b-c, Score-maps of mb-ribos and ct-ribo particles

with DeepFinder. d, Score-map of ribosomes with template matching (TM). e, FSC curves for each subtomogram average with estimated resolutions. The resolution

corresponding to expert annotations of mb-ribo particles (23 Å) is comparable to the resolution obtained with mb-ribo particles localized with DeepFinder (24 Å). f,

Subtomogram averages obtained from expert annotations (left) and from particles localized with DeepFinder (middle: mb-ribos, right: ct-ribos). The averages were

low-pass filtered to 63 Å at the beginning of each iteration of fast rotational matching (FRM) alignment and were all generated with the same alignment procedures and

parameter settings. This analysis used 48 tomograms for training, 1 tomogram for validation, and 8 tomograms for testing and averaging.

membranes (as illustrated in Fig. 5f-g), which was confirmed by the
high F1-score (0.737 for membrane 4 in Supplementary Table 2),
whereas in other membranes they were not. Overall, the mono-class
approach with only PSII performed worse than the multi-class setting,
in particular with respect to Recall (0.505 versus 0.638 in Supplemen-
tary Table 2). Template matching yielded lower values (F1 scores,
Recall, Precision, Supplementary Table 2) than those obtained with
the mono-class and multi-class DeepFinder strategies. In contrast to
the precision of DeepFinder, template matching produced high cross-
correlation scores along most of the thylakoid membranes and strug-
gled to distinguish PSII complexes from the surrounding membrane
density (Fig. 5f-g). The DeepFinder results were limited by the small
training dataset size (298 PSII particles from 18 membranes) as well as
the variable quality of the experimental data. Membranes where PSII
complexes were poorly resolved had the most missed picks and lowest
F1-scores. Nevertheless, the results illustrated in Fig. 5e-h are promis-
ing, and we believe that adding more particles to the training sets (as
exemplified in the Dataset #3 experiment) will further improve the

capability of DeepFinder to reliably detect PSII and other membrane
proteins.

Collectively, these experiments on soluble and membrane com-
plexes of different sizes consistently indicate that the multi-class
approach is a flexible and robust method to identify target macro-
molecules. Moreover, spurious components such as gold beads or ice
surface contamination can be typically included in the ”background”
negative class during the training task in order to reduce false posi-
tives, as illustrated in Extended Data Fig. 7.

Discussion
Currently, only a handful of different molecular species have been
analyzed in cellular cryo-tomograms. These volumes contain rich
information on the whole proteome, but many macromolecules are
hardly discernible from noise and artifacts. To realize the poten-
tial of visual proteomics 41 and study the interaction between sev-
eral macromolecular species 42, better structure recognition algorithms
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Fig. 5: DeepFinder localizes small macromolecules in cellular tomograms. a, Segmentation of a tomogram of the native Chlamydomonas pyrenoid (Dataset #3).

Rubisco holoenzymes segmented by DeepFinder are displayed in transparent orange. For visualization purposes, hand-segmented pyrenoid tubule membranes (gray

and yellow) have been added. b, Tomogram slice with corresponding DeepFinder segmentation and template matching (cleaned during post-processing with CPCA

classification 9). c, Rubisco averages (top and side views) obtained with PyTOM software 30 from the top 30,000 DeepFinder and template matching particles, with

a Rubisco molecular structure (PDB 7JN4, ref. 37) fitted into the volumes. d, Fourier shell correlation (FSC) curves from the averages obtained with 30,000 particles

each. Both methods yield a final resolution of 15 Å (FSC > 0.143) (Methods). This analysis used 4 tomograms for training, and 1 tomograms for testing and averaging.

e, Slice through a tomogram of the chloroplast within an intact Chlamydomonas cell (Dataset #4). Scale bar, 200 nm. f, Zoomed-in view of the tomogram slice, with the

associated score-maps produced by DeepFinder and template matching. Scale bar, 50 nm. g, The membranogram is a visualization approach where densities from the

tomogram are projected onto the surface of a segmented thylakoid membrane, resulting in a topological view of the membrane surface 38. Below are membranograms

of the associated DeepFinder and template matching score-maps and a visualization comparing the positions of particles found by the expert (blue) versus DeepFinder

(yellow) and template matching (pink). h, Subtomogram average (white) of PSII complexes, calculated from 246 particles identified by DeepFinder on a single test

tomogram, fit with a molecular structure of PSII (PDB 6KAD, ref. 39, blue). This analysis used 3 tomograms for training, 1 subtomogram for validation and 1 tomogram

for testing and averaging.

are required. Deep learning offers a powerful framework to address
this challenge. Therefore, we have developed DeepFinder to effi-
ciently identify molecular complexes with variable shapes and molec-
ular weights. We showed quantitatively that this deep-learning based
method can generate molecular averages with resolutions that are sim-
ilar to averages obtained by expert curation, as demonstrated for ri-
bosomes in Fig. 4 and Rubisco complexes in Fig. 5. Moreover, once
trained, DeepFinder is relatively fast compared to the common tem-
plate matching and subtomogram classification pipeline (Table 1).
Larger datasets can be processed in one day with DeepFinder, while
several macromolecular species are simultaneously identified.

When evaluating performance on experimental data, it is impor-
tant to consider that annotations are a subset of the unknown ground
truth. This is why no algorithm should produce an F1-score of 1 with
respect to the expert annotations. Indeed, although most of the ex-
pert annotations can be considered as true positives, there will almost
certainly be a percentage of false positives and false negatives in the

labeled dataset. An F1-score of 1 during training would indicate that
the network is rather overfitting to the expert’s annotations, instead of
really learning the structures of particles. Therefore, for a properly
working detection algorithm, an F1-score of 1 is not to be expected.
In particular, a low precision value does not necessarily mean that the
picked particles are false positives.

To cope with the missing wedge artifact (that is, delocaliza-
tion along Z-direction), the usual template matching procedure uses
an isotropic template, along with missing wedge-constrained cross-
correlation as a criterion. In contrast, DeepFinder is trained to predict
a segmentation mask depicting particle shapes that are not affected by
the missing wedge (Fig. 2). In fact, DeepFinder applies a series of
linear (convolution) and nonlinear operators (max-pooling, ReLU ac-
tivation). All these cascaded operations are performed in real space
and progressively modify the results in Fourier space, thereby reduc-
ing the influence of the missing wedge. A way to interpret the cas-
cade mechanism is to consider the simple case of generating a binary
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Computing time Hardware
Stage I: Training Target generation, sphere-based 3 sec per tomogram 2.9 GHz Intel Core i7

Target generation, shape-based
35 min (low resolution subtomo. averaging)
+ 3 sec per tomogram

32-core CPU cluster

Training (until convergence) 15 hours Tesla K80 GPU
Stage II: Analysis Step 1: segmentation 20 min per tomogram Tesla K80 GPU

Step 2: clustering 5 min per tomogram 2.9G Hz Intel Core i7

Table 1: Computing times obtained for processing Dataset #2, composed of 57 tomograms of size 928× 928× 464 voxels.

mask from an image or volume. The thresholding applied for binariza-
tion is a nonlinear operation. The resulting binary mask will have its
corresponding Fourier representation completely filled with informa-
tion, even if the input data has a missing wedge. Meanwhile, applying
the segmentation mask to the input data amounts to multiplying them
in real space and is equivalent to applying a convolution operation in
Fourier space, hence partially filling the missing wedge. This principle
has been used to fill the missing wedge in cryo-ET and electron crys-
tallography 43;44;45. DeepFinder generates an output like this, except it
can have multiple discrete objects in the segmentation. Finally, even
if some features are missing or distorted due to the missing wedge,
particles can still be recognized based on the remaining intact features
of the structures.

It is worth noting that annotating the training set requires some
time. However, when processing multiple tomograms (as is normally
the case in cryo-ET), the benefits from the much faster inference by
DeepFinder (Table 1) outweigh the annotation time. Moreover, one
important goal is to achieve generalizability to all kinds of tomograms,
which already works to some extent, as we demonstrate by applying
our network trained on the Chlamydomonas (algae) data to previously
unseen mouse cell tomograms (Extended Data Fig. 8). The general-
izability will only get better as new training data is added, decreas-
ing the amount of necessary annotation for new analysis and making
DeepFinder even more efficient. In contrast, the long computational
time of template matching remains fixed. As it is not possible to pre-
cisely quantify the time of the annotation task, which depends on hu-
man performance and expertise, we focused on algorithm run-time
with given annotations (Table 1 and Methods (”Description of tem-
plate matching”)), as is common in machine learning.

In conclusion, DeepFinder is an efficient new algorithm for cryo-
ET image analysis, which we believe will contribute to developing
visual proteomics in the coming years. While unsupervised learning
holds great promise for the future, the current price to be paid for
better results is to resort to supervised machine learning algorithms
guided by time-consuming expert annotations. Structural databases
including the Protein Data Bank (PDB) and Electron Microscopy Data
Bank (EMDB) can be leveraged to help expand the range of molecu-
lar species that can be identified in cellular tomograms. Future chal-
lenges include developing unsupervised or self-supervised deep learn-
ing methods in order to decrease the amount of required training data.
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Methods

Description of DeepFinder algorithm – Stage I (Training). In the training
stage (Fig. 1a), DeepFinder parameters are learned from pairs of tomograms
and their corresponding voxel-wise annotations. The underlying 3D CNN re-
quires that each voxel is annotated as a member of a given macromolecular
species or as background. While voxel-wise class labels are naturally avail-
able for synthetic data, this is often not the case for experimental data. In our
case, the experts only supplied the 3D coordinates of macromolecules of in-
terest without labeling voxels. In practice, voxel-wise annotation is seldom
performed manually in cryo-ET for two reasons: i) it is time consuming to
individually label each voxel belonging to a 3D macromolecule; ii) noise and
artifacts in the data make it difficult to accurately distinguish macromolecule
borders.

To get voxel-wise annotations, DeepFinder implements two strategies
starting from 3D spatial coordinates of the particles:

• Shape-based annotation: In this first strategy, the targets are gen-
erated by using the structural shape and orientation of each macro-
molecule. This can be achieved via standard subtomogram averaging
procedures 28 (Fig. 2). While this shape-based strategy provides accu-
rate targets, it also induces some ”label noise”. Indeed, the average
shape (as obtained with subtomogram averaging) does not capture all
structural variability of a given individual macromolecule.

• Sphere-based annotation: In the alternative strategy, 3D spheres are
positioned at each annotated location in the tomogram. The sphere ra-
dius should be similar to the size of the target macromolecule. As the
experts generally know the size of the target macromolecule (for ex-
ample, ∼15 nm radius for ribosomes to ∼5 nm radius for small parti-
cles like Rubisco), this parameter can be readily input into DeepFinder.
This strategy is easier to implement than the shape-based annotation
and is appealing in terms of computing time. The main limitation is
that spheres may introduce substantially more “label noise” than the
shape-based approach. The resulting errors in the annotations hinder
the training procedure, and the segmentation network may have sub-
optimal performance. Nonetheless, it has been shown that CNNs have
a natural robustness to moderate levels of “label noise” 33, which is also
confirmed in our experiments with DeepFinder.

In our experiments, all results have been obtained by using shape-based an-
notations, except for the comparison between sphere-based and shape-based
annotations on synthetic data (Fig. 3c).

Training datasets and batch generation. Due to memory limitations, it may
not be feasible to load the whole tomogram set with the corresponding targets.
Instead, for each training iteration, we sample a group of smaller 3D patches to
constitute a ”batch”. The patch size should be large enough to capture sufficient
context information. For a macromolecule with a 10 voxel radius, we choose
a patch size of 56 × 56 × 56× voxels. Our implementation is such that only
the current batch is loaded into memory. This helps to handle large datasets
with limited computational resources, allowing DeepFinder to be applied on
lower-end consumer GPUs with less RAM.

Another problem is the high imbalance between class labels. Because
of the small size of the macromolecules compared to the tomogram size,
more than 99% of its voxels are annotated as “background”. This causes the
trained network to be skewed towards the over-represented class. Therefore,
we ”guide” the sampling procedure by selecting patches only at annotated po-
sitions such that each patch contains at least one macromolecule. An additional
benefit of sampling only at annotated positions is that the amount of false
negatives is reduced (here the negative class is the background). It is indeed
common that annotations are not exhaustive. Therefore false ”background” la-
bels remain at missed macromolecule positions, contributing to increased ”la-
bel noise”. The proposed patch sampling procedure does not discard all false
negatives (for example, a false negative could be neighboring a true positive),
but the number should be relatively small at the end.

An additional problem is the imbalance between competing macro-
molecule classes: for instance, 20 macromolecules of class #1 versus 100
macromolecules of class #2. To reduce this imbalanced class effect, we ap-
ply a bootstrapping algorithm (that is, resampling), so that the distribution of
the positive classes in a batch will be uniform. This stochastic resampling pro-
cedure is effective for sampling the under-represented classes more frequently
than the over-represented classes.

It is also common in deep learning to use data augmentation to artificially
increase the size of training sets. In our approach, we implement “data augmen-
tation” to each training example by randomly applying a 180◦ rotation with

respect to the microscope tilt-axis. We assume that the input volumes were
oriented properly beforehand. Nevertheless, we do not use ”mirror” operations
or geometric deformations because the macromolecule structure (including its
chirality) is the main clue for detection. Also, we do not use random rotations
because of the well-determined orientation of missing wedge artifacts, which
is preserved when applying 180◦ rotations with respect to tilt-axis. Finally, we
apply random shifts to improve invariance to translations.

Optimization. In our experiments, DeepFinder has been computationally
trained with the ADAM algorithm, chosen for its good convergence rate 46, by
setting the learning rate to 0.0001, the exponential decay rate to 0.9 for the first
moment estimate, and to 0.999 for the second moment estimate. The batch size
was set to 25 and the patch size to 56 × 56 × 56 voxels. These values (batch
size and patch size) were used to process datasets #1 and #2 and can be revised
according to the available GPU capacity (see Table in ”Code availability and
implementation details”). We chose to set the number of mini-batches to 25 in
order to maximally fit into the available GPU in our case. No regularization (for
example, L2 regularizer or ”drop out”) was needed for processing the datasets.
We implemented both the categorical cross-entropy loss (as implemented in
Keras) and Dice 47 loss functions. On the synthetic SHREC’19 dataset, Dice
loss was able to better localize the smallest macromolecules. However, both
loss functions yielded similar results on real cryo-ET data (localization of mb-
ribo and ct-ribo particles).

Description of DeepFinder algorithm – Stage II (Analysis). We describe
below the two steps of the DeepFinder analysis stage (Fig. 1a).

Analysis stage (Stage II): Step #1 – Multi-class voxel-wise classification. The
objective is to provide a segmentation map for which each voxel is assigned
to a class label (representing a macromolecular species). The architecture of
DeepFinder is based on U-Net 27, an “encoder-decoder” type of network de-
signed for segmenting images in an end-to-end manner. U-Net is an extension
of the fully convolutional network and achieves multi-resolution feature rep-
resentation and produces high-resolution label maps. The DeepFinder archi-
tecture consists of a down-sampling path (that is, encoder) needed to generate
global information and an up-sampling path (that is, decoder) used to gen-
erate high-resolution outputs 27;48 , that is, local information (Extended Data
Fig. 1c). Down-sampling is performed with max-pooling layers (factor 2)
and up-sampling with up-convolutions (sometimes called “backward convo-
lution”), which is essentially a trained and nonlinear up-sampling operation.
Combining global and local information is performed by concatenating features
at different spatial resolutions. The fully convolutional nature of DeepFinder
allows one to use various input patch shapes, with the constraint that the patch
size must be a multiple of four, because of the two down-sampling stages.
Large tomograms can be processed by using an overlap-patch strategy. Un-
like Milletari et al. 48, DeepFinder is not that “deep”, since we found that using
more than two down-sampling stages does not improve the segmentation re-
sults. Also, we used only 3 × 3 × 3 filter sizes, as described by Simonyan et
al. 49. The rationale behind this choice is that two consecutive 3× 3× 3 filters
mimic a larger 5 × 5 × 5 filter but with fewer parameters. Training is then
faster, easier and requires less memory. An important concept in neural archi-
tectures is the receptive field of deepest neuron layers. This determines the size
of the spatial context to be used to make decisions. Considering a large spa-
tial context is essential to handle macromolecule classes involving interactions
with the environment, for instance interactions with cellular membranes. It is
established that adding convolutional layers after down-sampling operations is
appropriate to enlarge the spatial context 48. Accordingly, we added two supple-
mentary convolutional layers in the lowest stage of our architecture. In the end,
the receptive field size of our network is 48× 48× 48 voxels. To complete the
description, we use rectified linear units (ReLU) 13 as activation functions for
every layer except the last one, which uses a soft-max function. While ReLU is
a popular choice to tackle non-linearities in the network, the soft-max function
is necessary in order to interpret the network outputs as pseudo-probabilities for
each class. In summary, step #1 is capable of robustly classifying the voxels of
the cryo-ET tomogram into N classes with a high accuracy.

Analysis stage (Stage II): Step #2 – Clustering for macromolecule localization.
Given the multi-class voxel-wise classification map and classification errors,
the objective of step #2 is to estimate the spatial coordinates of each particle of
a given macromolecular species. The voxel labels should be spatially clustered
into distinct 3D connected components, each cluster corresponding to a unique
particle. Because of noise, non-stationarities in the background, and artifacts in
the tomogram, step #1 generates isolated labels or very small groups of voxels,
as well as groups that contain different labels. Post-processing is then necessary
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to aggregate neighboring voxels into 3D connected components and to assign
a unique label to each component (or cluster). Clusters that are significantly
smaller than the size of target particles are considered as false positives and are
discarded. The centroids of meaningful clusters are computed to determine the
location of the particles. As the centroid is computed by uniformly averaging
the coordinates of cluster voxels, we are able to calculate positions with sub-
voxel precision. As several voxel labels can be spatially grouped in a given
cluster, the most frequent label is assigned to the detected particle. To address
this task, we used the ”mean-shift” clustering algorithm 50. The main advantage
of ”mean-shift” is that it is controlled by only one parameter, commonly called
the bandwidth, which is directly related to the average size of macromolecules.
The popular K-means algorithm was not considered further since the number
of clusters must be provided as an input parameter by the user.

Evaluation of computing times. Computing times for Stage I and Stage II
are reported in Table 1. The inference stage (Stage II) is especially fast when
compared to template matching, allowing the analysis of dozens of tomograms
per day. As a first example, for processing a tomogram from Dataset #4 (size
928× 928× 464 voxels), template matching took 2:08 hours, using a 96-core
CPU cluster (see details below in ”Description of template matching”), while
the DeepFinder inference stage took only 18 min using a Nvidia Quadro RTX
5000 GPU. As a second example, if we consider 10 tomograms of Dataset #2
(same size as above), the computing time is 260 hours (10 × 26 hours) with
template matching, using a 32-core CPU cluster (see details below in ”De-
scription of template matching”), while it is 23:20 hours (20 hours (training) +
10× 20 min (inference)) with DeepFinder, using a Tesla K80 GPU (Table 1).

These estimations do not take into account the time needed to annotate
the data (for DeepFinder) nor the time to generate the template and subse-
quent subtomogram classification (for template matching). Moreover, as the
DeepFinder training expands and becomes more generalized, less training
is required to analyze new data, further increasing its speed advantage over
template matching. Note that the shape-based target generation takes more
computing time than the sphere-based strategy, because it relies on a sub-
tomogram alignment routine (with no classification procedure) performed on
downsampled (binned) tomograms (for Dataset #2 we used subtomograms of
size 47× 47× 47 voxels).

Description of synthetic data (Dataset #1). The synthetic dataset was gen-
erated by the cryo-electron microscopy group of Utrecht University for the
SHREC’19 challenge 29. The dataset was created as follows 29: i) tomogram
density maps were generated using Protein Data Bank (PDB) structures (iden-
tifiers: 1bxn, 1qvr, 1s3x, 1u6g, 2cg9, 3cf3, 3d2f, 3gl1, 3h84, 3qm1, 4b4t and
4d8q); ii) a series of projection images was generated with a ±57◦ tilt-range
and a 3◦ tilt-step; iii) projection images were degraded by adding noise and
contrast transfer function such that the signal-to-noise ratio was 0.02; iv) the
tomogram was reconstructed using weighted back-projection. The resulting
tomograms have a size of 512× 512× 512 voxels and a voxel size of 1 nm.

In our experiments, we split the Dataset #1 into training, validation and
test sets. The training set was composed of 8 tomograms annotated with a total
of 19,956 macromolecules. The validation set was composed of one tomogram
annotated with a total of 2,490 macromolecules. The test set was composed of
one tomogram annotated with a total of 2,540 macromolecules. The training
was performed until convergence, which took 10,000 iterations and 33 hours
of computation on a Nvidia Tesla K80 GPU.

Description of experimental cryo-ET data. For Datasets #2, #3 and #4,
the tomograms were binned to a voxel size of 13.68 Å with tomogram dimen-
sions of 928×928×464 voxels. Tilt range was ±60◦ with an increment of 2◦.

Experimental 80S ribosome cryo-ET data (Dataset #2). This dataset is com-
posed of 57 tomograms of C. reinhardtii cells, and was used for membrane-
bound 80S ribosome (mb-ribo) annotation. To produce the annotations, the
experts used template matching and then filtered out the false positives by ap-
plying the CPCA subtomogram classification algorithm 9 and careful visual in-
spection (see illustration in Extended Data Fig. 1a).

As starting point, Dataset #2 was annotated by localizing 8,795 mb-ribo
particles under expert supervision. Then, we introduced two additional classes
without expert supervision: the cytosolic ribosomes (ct-ribos) class and the
membrane class. Annotations for these two additional classes were obtained
by applying semi-automatized computational tools to the tomograms. First, we
selected members of the membrane class by employing the TomoSegMemTV
algorithm, which is dedicated to cell membrane segmentation 51. Next, we ob-
tained training ct-ribo particles by applying template matching and selecting

candidates located further than 273.6 Å (the ribosome diameter) from the seg-
mented membranes. The motivation behind adding new classes to the avail-
able annotations was twofold: first, we wanted to demonstrate the ability of
DeepFinder to localize and identify multiple molecular species on real data
with one pass; second, we noticed that the multi-class approach tends to im-
prove the discriminating power of CNN, therefore better finding mb-ribo par-
ticles in experimental tomograms. When trained with only the mb-ribo exam-
ples, DeepFinder additionally finds unwanted cytosolic ribosomes. By con-
sidering the ct-ribo class in the training, we encourage the network to better
discriminate both ribosome subclasses (corresponding to binding states). Note
that the annotations of membranes and cytosolic ribosomes were obtained with-
out the supervision of an expert. Therefore, more errors are expected for these
two classes when compared to the mb-ribo examples, which were reliably an-
notated by experts. In the end, Dataset #2 was annotated with four classes:
three positive classes (mb-ribo, ct-ribo, and ”membrane”), as well as a neg-
ative class (”background”). The ”background” voxels are those that do not
belong to any of the three positive classes.

Dataset #2 was arbitrarily split into training, validation and test sets. The
training set was composed of 48 tomograms annotated with 6,834 mb-ribos and
6,687 ct-ribo particles. The validation set was one tomogram annotated with
222 mb-ribos and 254 ct-ribo particles. The test set was composed of eight
tomograms annotated with 1,736 mb-ribos and 2,594 ct-ribo particles. Train-
ing was carried out using the categorical cross-entropy loss function (similar
results were obtained with the Dice loss function). The training was performed
for 6,000 iterations and took 20 hours of computation on a Nvidia Tesla K80
GPU (see plots of loss evolution during training in Extended Data Fig. 5a).

Experimental pyrenoid cryo-ET data (Dataset #3). The dataset is composed
of five tomograms of the C. reinhardtii pyrenoid, which have been annotated
with a total of 176,229 Rubisco holoenzymes. The expert annotations were
obtained with template matching (excluding hits outside the pyrenoid matrix
using a manually segmented mask), followed by subtomogram classification
using CPCA clustering 9. For more details about the dataset and the annota-
tions, see ref. 40.

A validation set was not used because DeepFinder was run with the same
network architecture previously fixed. The training set was composed of four
tomograms annotated with 129,662 Rubisco complexes. The test set was
composed of one tomogram annotated with 46,567 Rubisco complexes. The
training was performed for 20,000 iterations and took 35 hours on a Tesla K80
GPU. The loss curve converged after 10,000 iterations, suggesting that only
half the time (17.5 hours) would have been sufficient to obtain the presented
results.

Experimental thylakoid cryo-ET data (Dataset #4). The dataset is composed of
four tomograms of C. reinhardtii thylakoid membranes, annotated with a total
of 637 photosystem II (PSII) complexes. The expert annotations were obtained
by manual particle picking using the ”membranogram” approach 38. For more
details about the dataset and the annotations, see ref. 38.

Dataset #4 was split into training, validation and test sets. The training
set was composed of three tomograms annotated with 298 PSII complexes.
The validation set was a region from one of the training tomograms annotated
with 143 PSII complexes. The distance between training and validation par-
ticles was large enough to avoid overlap. The test set was composed of one
tomogram annotated with 196 PSII complexes. The training was performed for
5,000 iterations and took 3.5 hours of computation on a Nvidia Quadro RTX
5000 GPU.

Ribosome subtomogram averaging. From the test tomograms of
Dataset #2, we extracted 1,805 membrane-bound ribosomes and 1,394 cy-
tosolic ribosomes. These numbers were obtained by choosing the cluster size
that maximizes the F1-score (Extended Data Fig. 6). Binary masks were used
to focus on regions of interest. Volumes of size 184×184×184 at a voxel size
of 3.42 Å were extracted and reconstructed from the unbinned tilt series using
the IMOD program subtomosetup 52. For subtomogram averaging, five itera-
tions of fast rotational matching (FRM) were carried out in PyTOM 30 using
EMD-4145 as an initial reference. The reference was low-pass filtered to 63 Å
at the beginning of each iteration. The membrane density of EMD-4145 was
manually erased, so that the alignment was focused on the ribosome structure.
The same process was applied to obtain the expert subtomogram average in
Fig. 4f.
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PSII subtomogram averaging. From our test tomogram of Dataset #4, we
extracted the 329 picked positions that were close to segmented membranes.
For each of these positions, we computed the corresponding normal vector to
the membrane. We incorporated this normal vector as a prior on the parti-
cles’ orientation angles in the first subtomogram averaging step in RELION 53,
which we also used for all subsequent averaging tasks. The approach is based
on previous averaging protocols 10;54. Here, we averaged subvolumes of size
90 × 90 × 90 and enforced C10 symmetry 10 in order to only align the mem-
branes in the subvolumes and postpone the refinement of the structures to later
steps. Next, having aligned the membranes for all the picked positions, we
performed the first refinement step, enforcing C2 symmetry, which is PSII’s
symmetry group. To clean the PSII picks, we performed subtomogram classi-
fication to separate the subvolumes into five classes, which were then further
classified into five more classes. This procedure was repeated three times in
order to avoid discarding true picks. In the next step, the remaining picks were
refined again using C2 symmetry. A final 5-fold classification gave us five
classes showing different membrane-bound densities. We merged the classes
that were similar to PSII and performed a final refinement step for the remain-
ing 246 positions, yielding the final subtomogram average.

Rubisco subtomogram averaging.
DeepFinder particles: A list containing the coordinates of the top 30,000 hits
obtained by DeepFinder on the previously published tomogram of the C. rein-
hardtii pyrenoid matrix 40 (EMD-12749) was used to extract boxes for subto-
mogram averaging. Volumes comprising 64 × 64 × 64 voxels at a voxel
size of 3.42 Å were extracted and reconstructed from the unbinned tilt series
(EMPIAR-10694) using the IMOD program subtomosetup 52. The tilt series
was corrected for the contrast transfer function (CTF) by phase flipping in
IMOD prior to subtomogram extraction. The previously published subtomo-
gram average of Rubisco (EMD-3694) was low-pass filtered to 40 Å and used
as initial reference for the iterative subtomogram aligning and averaging in Py-
TOM 30. Using this reference, one iteration of global search was carried out in
real space with an angular step of 18◦ using the PyTOM script align.py.
Subsequently, four iterations of local real space alignment were carried out
with the PyTOM script GLocalJob.py, starting with an angular step of 9◦.
Particles were randomly assigned into two half-sets which were independently
refined (“gold standard”). Adaptive alignment resolution and angular sampling
were determined automatically based on the Fourier shell correlation 55 (FSC)
curve between the two half-maps at each iteration. During refinement, C4 sym-
metry was imposed. Additional D1 symmetry was imposed to the final half-
maps, amounting to the known D4 symmetry of Rubisco. Finally, the half-maps
were postprocessed in RELION 53 using a soft mask, yielding a final resolution
of 15 Å (FSC > 0.143, ref. 56) after correcting for artificial correlations induced
by the mask 57.
Template matching particles: We extracted subtomograms from the same list of
coordinates of the top 30,000 template matching hits that had been used for the
previously published subtomogram average of Rubisco (EMD-3694) 40. Subto-
mogram extraction, averaging and postprocessing were carried out exactly as
described above for the DeepFinder particles. This set of particles yielded a
reconstruction at 15 Å (FSC > 0.143).

Description of template matching. The template matching algorithm imple-
mented in the PyTOM 30 toolbox was used to analyze all datasets:

• Dataset #1: The template matching results on the synthetic SHREC’19
dataset were provided by courtesy of Utrecht University (Department of
Information and Computing Sciences, Department of Chemistry) and
were obtained as follows: first, template matching was applied for each
class. As the particles have been simulated, we know the true num-
ber of candidates for each tomogram: 2,500 particles/12 classes = 211.
Then, the top 211 candidates for each class were sequentially selected
and extracted, from the largest macromolecules to the smallest ones, in
a way that all these candidates do not overlap with the already extracted
candidates.

• Dataset #2: The template matching was preformed in previously pub-
lished work 8;34, and the annotations were subsequently provided for
our study. For the template, the authors used a low-resolution subtomo-
gram average generated from the dataset, which in turn was obtained
de novo using manually selected ribosomes and FRM alignment.

• Dataset #3: The template matching was performed in previously pub-
lished work 40, and the annotations were subsequently provided for our
study. For the template, the authors used a Rubisco crystal structure,

low-pass filtered to 33 Å. Particles were extracted exhaustively from
the masked pyrenoid matrix volume and then cleaned by extensive hi-
erarchical classification. See ref. 40 for more details.

• Dataset #4: We used the previously obtained PSII average 38 as a tem-
plate, low-pass filtered to 30 Å, for an angular search with step of 20◦.

The computing times of template matching for PSII and ribosomes (using Py-
TOM) are given the following table:

PSII Ribosomes
Template size 16× 16× 16 40× 40× 40
Tomogram size 928× 928× 464 928× 928× 464
Angular step 19.95◦ 12.85◦

Number of orientations 1,944 7,112
CPU cores 96 32
Runtime 2:08 hours 26 hours

Evaluation. We used the F1-score to assess localization performance. The
F1-score is the harmonic mean of Precision and Recall which depend on the
number of true positives (TP). To estimate the number of TP, for each test to-
mogram, bounding boxes were placed at each true location. A detected particle
was considered to be a TP if the estimated centroid was located within the
bounding box.

Code availability and implementation details

The code can be downloaded for free from our GitLab web-
site (https://gitlab.inria.fr/serpico/deep-finder)
along with accompanying documentation (https://deepfinder.
readthedocs.io/en/latest/). DeepFinder is embedded into the
new release of Scipion 58 (https://github.com/scipion-em/
scipion-em-deepfinder), an open-source image processing framework
for cryo-electron microscopy (http://scipion.i2pc.es/).

Each step of DeepFinder shown in Fig. 1a can be executed with scripts us-
ing the API (examples are provided) or with a graphical user interface. These
steps may also be embedded in other workflows, for example, if the user
needs only the segmentation step. To implement DeepFinder, we used Keras
(http://keras.io), an open-source toolbox written in Python and using
the TensorFlow framework.

All training procedures were achieved using a Nvidia Tesla K80 GPU,
running Cuda 8 and cuDNN 6. Below, we display the memory consumption of
DeepFinder for different training parameters.

Batch size: 15 Batch size: 25
Patch size: 40× 40× 40 voxels 2.56 GB 3.76 GB
Patch size: 56× 56× 56 voxels 6.16 GB 9.86 GB

We used Chimera 59 and ChimeraX 60 software for 3D visualization pur-
poses.

Data availability

The synthetic dataset (Dataset #1) is available on the website of the
SHREC’19 challenge (http://www2.projects.science.uu.nl/
shrec/cryo-et/2019/). A tomogram from the experimental dataset of
C. reinhardtii cells (Dataset #2) (ref. 34;61) can be found in the Electron Mi-
croscopy Data Bank (EMDB) under accession number EMD-3967 (ref. 62).
The test tomogram of the Chlamydomonas pyrenoid used for subtomogram
averaging (Dataset #3) (ref. 40) can be downloaded from the EMDB under ac-
cession number EMD-12749, and the raw tilt-series data for this tomogram is
available at the Electron Microscopy Public Image Archive (EMPIAR) under
accession number EMPIAR-10694. All four tomograms used to train and test
the detection of PSII in Chlamydomonas thylakoids (Dataset #4) (ref. 38) can
be downloaded from the EMDB under accession numbers EMD-10780, EMD-
10781, EMD-10782, and EMD-10783.
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Membranes M1 M2 M3 M4 M5 M6 M7 M8 M9 Global
Mono-class PSII F1-score 0.557 0.465 0.533 0.625 0.789 0.516 0.571 0.588 0.286 0.566

Precision 0.710 0.476 0.800 0.625 0.789 0.727 0.556 0.500 0.400 0.643
Recall 0.458 0.455 0.400 0.625 0.789 0.400 0.588 0.714 0.222 0.505

Multi-class PSII F1-score 0.632 0.582 0.714 0.737 0.696 0.250 0.562 0.182 0.571 0.619
Precision 0.638 0.485 0.625 0.636 0.593 0.750 0.600 0.250 0.800 0.601
Recall 0.625 0.727 0.833 0.875 0.842 0.150 0.529 0.143 0.444 0.638

Template Matching PSII F1-score 0.400 0.200 0.355 0.258 0.350 0.279 0.318 0.000 0.286 0.313
Precision 0.556 0.375 0.344 0.571 0.333 0.261 0.259 0.000 0.400 0.353
Recall 0.312 0.136 0.367 0.167 0.368 0.300 0.412 0.000 0.471 0.281

Supplementary Table 2: Comparison of F1-scores for the detection of PSII complexes embedded within native thylakoid membranes (Dataset #4). For the
test tomogram, we ran the DeepFinder mono-class (470 particles) and multi-class (508 particles) strategies, as well as PyTOM template matching (508 particles). For
an even comparison, we thresholded the template matching hits to match the number of picks from the DeepFinder multi-class approach.The scores were measured
after masking the picks to different membranes (M1, M2...) of the test tomogram. These membranes vary in resolution and in the number of PSII complexes they host.
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Extended Data Fig. 1: Two workflows for macromolecule localization in cryo-ET. a, Conventional processing pipeline based on template matching. b, DeepFinder

(analysis stage): a multi-class approach able to localize particles of several different macromolecular species in one pass. a, and b, highlight why DeepFinder is

more agile than template matching when several macromolecule classes need to be localized. c, CNN architecture used in DeepFinder and based on U-Net 27.

The architecture adopts the encoder-decoder paradigm, which produces an output volume with the same size as the input volume. Each green box represents a

convolutional layer. The number of filters n and the filter size s is labeled as n × (s × s × s). All convolutional layers are followed by a ReLU activation function,

except the last layer, which uses a soft-max function. The up-sampling is achieved with up-convolutions (also called “backward-convolution”). Combining feature maps

from different scales is performed by concatenation along the channel dimension. In the end, the total number of architecture parameters is approximately 903k. More

precisely, this number depends slightly on Ncl, the number of classes: 902, 928 + Ncl × 33.
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a

b

Extended Data Fig. 2: DeepFinder graphical user interface. a, Training interface composed of a first window for parametrizing the procedure and a second

window for displaying the training metrics in real-time. b, Segmentation interface which also opens a data visualization tool. This tool allows the user to explore the

tomogram with superimposed segmentations. In addition, DeepFinder also incorporates interfaces for tomogram annotation, target generation and clustering (see the

documentation at https://gitlab.inria.fr/serpico/deep-finder for more information).
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Extended Data Fig. 3: Analysis of algorithm performance on the synthetic dataset (SHREC’20 challenge). a, Performance (F1-score) of DeepFinder, UMC

and template matching algorithms and ability of algorithms to discriminate between 12 classes/subclasses of macromolecules. The highest (best) possible value of an

F1-score is 1.0 and the lowest (worst) possible value is 0. The scores of template matching were provided by the SHREC’20 challenge organizers (Utrecht University,

Department of Information and Computing Sciences and Department of Chemistry). b, Performance of DeepFinder implemented as a multi-class network architecture

and as an architecture made of 12 binary networks. These two architectures differ only by the number of output neurons. c, Influence of the training target generation

method (”shapes” versus ”spheres”). In the case of ”shapes”, the exact shapes of the macromolecules have been used to annotate the tomograms. In the case of

”spheres”, the shape and the orientation of macromolecules are not needed to generate the training targets. This analysis used 8 tomograms for training, 1 tomogram

for validation, and 1 tomogram for testing.
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Extended Data Fig. 4: Evolution of F1-scores with respect to sizes of the training sets (number of tomograms) on the synthetic SHREC dataset (12

classes). Scores are displayed for both the SHREC 2019 a, and 2020 b, editions. This figure gives an estimation of the amount of annotated data needed to identify

macromolecules. This amount depends on the size of the target macromolecule: smaller targets require more annotations. Each tomogram contains in average 208

macromolecules per class. The macromolecules have been categorized into 4 groups (large, medium, small and tiny). This analysis used 8 tomograms for training, 1

tomogram for validation, and 1 tomogram for testing.
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Extended Data Fig. 5: Evolution of F1-score with respect to training iterations and training set size on real cryo-ET Dataset #2, Chlamydomonas reinhardtii

(3 classes). a, The loss, which quantifies the segmentation quality, is computed for the training set, as well as for the validation set. Comparing both curves allows

assessment of the generalization capabilities of DeepFinder. The curves for both sets should ideally overlap, otherwise it indicates overfitting (the network memorizes

trained samples instead of learning discriminating features). One epoch equals 100 training iterations. b, The F1-score, which quantifies the localization performance,

computed on the test set. The F1-score is obtained by comparing the membrane-bound ribosomes found by DeepFinder to expert annotations. The time axis has

been obtained using a Tesla K80 GPU. The curve indicates that competitive particle picking results are obtained after 20 epochs, or 4.3 hours with the required GPU.

This analysis used 21 tomograms for training, 1 tomogram for validation, and 8 tomograms for testing.c, In a similar fashion to Extended Data Fig. 4, this curve provides

an estimate of the quantity of training data required to achieve a competitive result. It appears that this quantity is 1,400 ribosomes (9 tomograms), which is a typical

size for a cryo-ET dataset. On first glance, this estimate seems to contradict the estimates in Extended Data Fig. 4: the numbers do not coincide (the curve labeled

”Large” estimates that quantity at 208 particles). Note that SHREC’19 is a synthetic dataset, composed of 12 classes. Here, we are dealing with a real cellular dataset

consisting of 3 classes (membrane, mb-ribo, and ct-ribo). It appears that having a larger number of classes enables the use of smaller training sets. On the other hand,

the case of real data is more difficult, notably because of the presence of ”label noise” (errors due to the annotation pipeline) and other sources of signal corruption

such as the missing wedge, the contrast transfer function and the low signal-to-noise ratio (in part caused by increased molecular crowding inside cells). This analysis

1 tomogram for validation, and 8 tomograms for testing.
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Extended Data Fig. 6: Quantitative analysis of overlap with expert annotations on cellular cryo-ET data (Dataset #2, mb-ribos). We varied the thresholds

of template matching (a) and DeepFinder (b) to compute the Recall (ratio between the number of true positives and the number of particles in the ground truth),

Precision (ratio between the number of true positives and the number of detected particles) and F1-score (2× (Recall× Precision) / (Recall + Precision)) curves. The

threshold parameter for template matching is the constrained correlation coefficient, and for DeepFinder it is the cluster size, which corresponds to the macromolecule

volume (in voxels). We obtained a maximum F1-score of 0.86 for DeepFinder and a maximum F1-score of 0.50 for template matching (with no post-classification

step, see Extended Data Fig. 1a). Template matching and DeepFinder both have good Recall values, but template matching has a lower Precision than DeepFinder.

This suggests that template matching can be recommended to select many candidates, but a time-consuming post-classification is required to improve Precision.

DeepFinder has much higher Precision values, which confirms the results from the synthetic dataset (SHREC’19 challenge). This analysis used 48 tomograms for

training, 1 tomogram for validation, and 8 tomograms for testing.
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Extended Data Fig. 7: DeepFinder handles ice contamination on the lamella surface. a, Tomogram slice depicting the border of a FIB-milled lamella. The lamella

contains a Chlamydomonas reinhardtii cell, with a lamella surface suffering from ice contamination. b, Tomogram slice with superimposed DeepFinder segmentation.

Most of the ice contamination artifacts have been correctly classified as ”background”. Nonetheless, some missclassifications exist, as can be observed in the zoomed-

in boxes (in dashed red). In boxes 1 and 2, DeepFinder confuses some artifacts with membranes, and some features are wrongly classified as membrane-bound

ribosomes. Such missclassifications can be filtered out, either by masking the boundaries of the lamella, or by rejecting segmented objects that are too small (using

the ”cluster size” attribute given by the clustering step of the DeepFinder analysis stage). This analysis used 48 tomograms for training, 1 tomogram for validation, and

8 tomograms for testing.
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Extended Data Fig. 8: The generalization potential of DeepFinder on P19 cells. DeepFinder was trained on the Chlamydomonas (algae) dataset and then applied

on a tomogram of mouse P19 cells (EMD-10439). Although the ribosome has a different structure for the two species, for a given voxel size (13.68 Å) the structures

are similar enough for DeepFinder to identify and localize mb-ribo particles in a P19 cell. a, Tomographic slice with both the superimposed segmented cell membrane

(gray) and mb-ribo particles (blue). b, Average density from 300 mb-ribo particles. c, Histogram of mb-ribo particle distance from the nearest cell membrane. In

this histogram, the maximum mode is located at 136.8 Å, which corresponds to the ribosome radius. This analysis used 48 tomograms for training, 1 tomogram for

validation, and 1 tomogram for testing.
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Supplementary Note 1

Analysis of consensus response

In this note, we examine the complementarity between the two sets of mb-ribo macromolecules found by the experts and
DeepFinder. In the following analysis, we denote the sets obtained by experts and DeepFinder as SE and SDF , respectively.
While the overlap SE ∩SDF between both sets was substantial (1,516 particles), there was also a significant number of particles
belonging to SE \SDF (220 particles), that is, the particles annotated by the expert but not found by DeepFinder, and to SDF \SE

(356 particles), that is, particles found by DeepFinder but missed by the expert. We can benefit from the two complementary sets
of particle positions to improve the overall validation rates. The union SE ∪ SDF of the two sets increases the list of potential
mb-ribo macromolecules, for which a confidence level can be assigned to each set member depending on whether it belongs to
SE ∩ SDF , SDF \ SE or SDF \ SE . The particles belonging to SE ∩ SDF , that is, found by both methods, are very likely to be
true positives. Meanwhile the particles belonging to SE \ SDF and SDF \ SE can be labeled as “suspicious” and require more
investigation. These two non-union sets are relatively small, enabling assignment of the bulk of the high-confidence particles
so the expert can focus on validating the remaining low-confidence particles. In this manner, it is possible to uncover inaccura-
cies in the expert annotations and refine the true-positive particle class, which can further improve the training performance of
DeepFinder.

a

b
slice 158 slice 309

SDF \ SE

SE \ SDF

SDF \ SE

10
0 

nm

Analysis of localization consensus between DeepFinder and experts. a, Two tomogram slice ROIs depicting Chlamydomonas reinhardtii cells. b, Membrane-

bound ribosomes mapped into the ROIs. The ribosomes found by DeepFinder but missed by the experts (SDF \ SE ) are blue. The ribosomes found by the experts

but missed by DeepFinder (SE \ SDF ) are yellow. The ribosomes found by both DeepFinder and the experts (SDF ∩ SE ) are green. As expected, members of

SDF ∩ SE constitute the majority of identified ribosomes. Members of SDF \ SE tend to be found at locations where the membrane has less contrast (b, left) or

where neighboring ribosomes are close (b, right). Members of SE \ SDF , which were obtained with the expert pipeline (template matching and CPCA clustering),

may also be located at positions where membrane contrast is low (b, left). Nevertheless, it appears that this pipeline has a tendency of confusing membrane-bound

and cytosolic ribosomes. The proximity of ice-contamination (b, right) also seems to be a factor responsible for missclassifications. This analysis used 48 tomograms

for training, 1 tomogram for validation, and 8 tomograms for testing.
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Analysis of consensus decisions and overlap sets (Dataset #2). a, The central Venn diagram represents the overlap between the mb-ribo sets SDF (found by

DeepFinder) and SE (annotated by expert). Thus, SE ∩ SDF is the subset of mb-ribo particles found by both DeepFinder and the experts, SDF \ SE is the subset

of mb-ribos found by DeepFinder only (and missed by the experts), and SE \ SDF is the subset of mb-ribo particles found by the experts only (and missed by

DeepFinder). The origin of red arrows pointing to the subtomogram averages ADF , Aref
DF , AE , Aref

E indicate the particle subsets used to compute the averages.

A ribosome density is clearly visible in ADF , therefore one can safely assume that the FP rate in SDF \ SE is low. b, The subtomogram averages A◦
DF and A◦

E

have been computed using subtomograms sampled from random positions. These averages serve to estimate a lower bound for the FSC curve. The correlation values

equal or below this bound are considered ”noise” values, and are caused by alignment bias 62. c, FSC curves for the above subtomogram averages. The averages

Aref
DF and Aref

E have both led to a higher resolution than ADF and AE , implying that the mb-ribo particles in the set SDF \ SE and in the set SE \ SDF are more

heterogenous than the mb-ribo particles in the set SDF ∩ SE . Also, ADF and AE have led to a higher resolution than A◦
DF and A◦

E , meaning that the impact of

alignment bias is not significant. This analysis used 48 tomograms for training, 1 tomogram for validation, and 8 tomograms for testing.
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