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ABSTRACT
There are two types of integer gcd algorithms: those which compute

the sequence of remainders of Euclid’s algorithm and those which

build di�erent sequences. The former are more di�cult to validate

and analyse, whereas the latter are simpler andmore e�cient.When

one wants the euclidean remainders (for instance if one wants to

compute continued fractions), only the former can be used. Our

main focus is the subquadratic time Thull-Yap GCD algorithm, and

in fact on its core computing a half gcd (TYHGCD). This algorithm

is tricky due to the di�culty in correcting the remainder sequence

that comes back from a recursive call.

The aim of this work is to revise TYHGCD in order to implement

it using GMP. We clarify some points of the algorithm, in particular

the stopping conditions that are always di�cult to set correctly. We

add a base case to speed up the whole algorithm, using Jebelean’s

quadratic algorithm with a stopping condition. We give our own

modi�ed version and add the proofs where needed. We insist on

the test phase for this algorithm, giving families of hard cases for all

branches, some of which are rarely activated. We give some details

on our implementation in GMP using low-level functions, adding

some remarks on the use of fast multiplications techniques. We pay

attention to the data structure needed to store partial quotients,

enabling to navigate rapidly back and forth in the sequence of

Euclidean remainders. Benchmarks are provided. Some comments

are made on Lichtblau’s algorithm, which is close in spirit to the

Thull-Yap algorithm.
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1 INTRODUCTION
Computing the gcd of two integers is one of the basic tasks required

in any multi-precision integer package or mathematical system. It

is also one of the oldest algorithms ever. Optimizations of Euclid’s

algorithm on computers were developed over the years, improving

the quadratic complexity. This includes [11] and Collins (around

1980, reference being lost?), followed by [8, 9]. Subquadratic meth-

ods began their (rather chaotic) history with Knuth, followed by

[10, 15, 22] (see also [1] for an uncomplete polynomial version). A

re�ned algorithm was designed and very precisely described in [26]

(see also [29]), unifying integer and polynomial gcd’s, using norms.

In [12], another version is given using a more direct approach. It

is very important to note that all these methods compute the se-

quence of euclidean quotients of the classical algorithm, which is

interesting for the fast evaluation of continued fractions. These

methods are generally believed to be di�cult to implement, due to

the many sub-cases involved and the fact they are rarely used.

If we do not insist on computing these euclidean remainders but

aim at the computation of the gcd only, alternative methods exist,

that are simpler and faster. This includes the binary versions: [5, 23,

25, 27] for quadratic ones and [3, 16, 24] for the subquadratic ones.

We remark that these algorithms do not compute the Euclidean

remainders.

Our work was originally motivated by writing a fast implemen-

tation of Cornacchia’s algorithm (see Section 4) for primality prov-

ing [17]. We rapidly concentrated on the implementation of the

Thull-Yap algorithm [26, 29], since the approach is very close to

what is needed in a GMP implementation. Note that Lichtblau’s

algorithm [12] o�ers an interesting alternative with many common

points with the preceding algorithm, but the original article is not as

close to an implementation aswe thought (see the forthcoming [18]).

An algorithm for the dual problem of �nding regular matrices (see

below) satisfying a given bound is given in [20, Algorithm 5.9],

whose application to our problem needs further investigation.

The content of our article is as follows: we recall basic facts

about Euclid’s algorithm in Section 2, introducing our problem on

computing remainders satisfying some bound conditions. Section

3 is concerned with the Thull-Yap algorithm and our revisiting

thereof, adding some base-cases and instructions missing in the

original work. Also, we take care to data structures used in the algo-

rithm, notably manipulating at the same time a quotient sequence

together with its matrix representation. Section 4 explains how

this algorithm can be used in Cornacchia’s algorithm. In Section

5, we devote our time to building families of numbers establishing

covering tests of the Thull-Yap algorithm. Finally, Section 6 gives

some details on our implementation in GMP[7] and benchmarks.

https://doi.org/10.1145/3476446.3536188
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Notations: we denote by M(n) the complexity of multiplication

of two n-bit integers. We will operate on integers represented in

base B = 2
β
for some β ≥ 1, typically the size of the machine

words on a processor (32 and 64). If a > 0 is a real number, we put

‖a‖B = logB |a | = (log2 |a |)/β , and by convention, ‖0‖B = 0. We

use ‖.‖ to designate the norm ‖.‖B to ease notations.

2 EUCLID’S ALGORITHM AND VARIANTS
Since a large part of our work relies on the Thull-Yap algorithm, we

use some of the notations in [29], which builds on [26] with (small)

di�erences.

2.1 Basic properties
Let a > b > 0 be two integers. Introduce the Euclidean quotient
sequence (qi ) and Euclidean remainder sequence (ri ) de�ned by using
Euclidean division and remainder on successive pairs of numbers:

a = bq1 + r1, 0 ≤ r1 < b
b = r1q2 + r2, 0 ≤ r2 < r1
· · ·

ri = ri+1qi+2 + ri+2, 0 ≤ ri+2 < ri+1

We denote by a ÷ b the quotient of a by b. The sequence (ri ) is
decreasing. We denote by k the smallest index for which rk = 0

and remark that rk−1 = gcd(a,b).
Remember the classical Lemma:

Lemma 2.1. Perform the Euclidean algorithm on a > b with the
usual notations. Then r2 < b/2.

Proof: if r1 ≤ b/2, we are done. Otherwise, b/2 < r1 < b implies

q2 = 1, and r2 = b − r1 < b/2. �

In other words, we are sure to decrease the size of the remainders

by 1/2 bit per iteration at worse. As a consequence the length of

the sequences is bounded by 2 logb/log 2 + 1.

2.2 Properties of regular matrices
One important formalism is the representation of Euclid’s opera-

tions using 2× 2 matrices. The identity matrix is denoted by E. The
Euclidean algorithm produces a sequence of matrices of the form

Q =

(
q 1

1 0

)
where q ≥ 1 is an integer; we call such a matrix elementary. In
order to write compact expressions, we write Q = [[q, 1], [1, 0]]
as an array of two row vectors; a column vector is written (a,b).
Typically, q will be some Euclidean quotient and the operation

(a,b) = Q(a′,b ′) is one step of the Euclidean algorithm: a = bq + r
with 0 ≤ r < b, so that a = a′q + b ′ and b = a′.

A regular matrix is M = Q1 · · ·Qk with k ≥ 0 (when k = 0,

M = E and E is considered regular too); an elementary matrix

is therefore regular. A regular matrix enjoys the following size

property.

Proposition 2.2. IfM , E is regular

M =

(
p q
r s

)

thenM satis�es the ordering property

‖p‖ ≥ max{‖q‖, ‖r ‖} ≥ min{‖q‖, ‖r ‖} ≥ ‖s‖, ‖p‖ > ‖s ‖. (1)

The following Proposition is crucial in the design of fast Eu-

clidean remainders computation.

Proposition 2.3. Given a, b, a′, b ′ s.t. ‖a‖ > ‖b‖ ≥ 0. The
following are equivalent.
(i) a′, b ′ are consecutive elements in an Euclidean remainder sequence
of a, b.
(ii) There is a regular matrixM s.t. (a,b) = M(a′,b ′) and a′ > b ′ > 0.

Other gcd algorithms yield a transition matrixM that may not

be regular.

For practical reasons, we decided to introduce a regular pair
consisting of a list of elementary matrices and their product:M =

(Q,M). We write Q = 〈q1,q2, . . . ,qk 〉 for the list and the corre-

sponding matrix is M =
∏k

i=1[[qi , 1], [1, 0]]. By reference to the

basic Euclid algorithm, we obtain

(a,b) = Q1 · · ·Qk (rk−1, 0) = 〈q1, . . . ,qk 〉(rk−1, 0) = M(rk−1, 0).

Adding a new matrix [[q′, 1], [1, 0]] to a sequenceQ will be denoted

Q ⊕ 〈q′〉 for short. We designate by BuildMatrixFromQ the opera-

tion of computingM fromQ , which we need. A fast implementation

of this operation is described in Section 6.4.

We de�ne some operations on regular pairs, that consist of

adding or removing entries at the end of the sequence in a LIFO

manner. These operations are used in the Thull-Yap algorithm to

correct the approximations of the quotients found during a re-

cursive call. Suppose that (a,b) = M(a′,b ′) for some regular pair

M = (〈q1,q2, . . . ,qk 〉,M).

(I) Advancing: we add the quotient q′ = a′ ÷ b ′ at the end

ofM, an operation we noteM ⊗ 〈q′〉 producing (Q ⊗ 〈q′〉,M ·
[[q′, 1], [1, 0]]). This yields a regular matrix when q′ ≥ 1 (i.e., in the

case ‖a′‖ ≥ ‖b ′‖). We may advance by more steps.

(II) Backing up: we call the matrix 〈q1, . . . ,qk−i 〉 the backing
up ofM by i steps (0 ≤ i ≤ k); using a′,b ′ andM , we can back up to

the desired remainders. We denote this byM � 〈qk−i+1, . . . ,qk 〉.

(III) Toggling: put T = [[1, 1], [0,−1]] and remark thatMTT =
M . This yields (a,b) = MT (a′ + b ′,−b ′). If qk > 1, then

MT = 〈q1,q2, . . . ,qk−1,qk − 1, 1〉.

If qk = 1 and k > 1, we get MT = 〈q1,q2, . . . ,qk−2,qk−1 + 1〉;

in both cases, MT is regular. When qk = 1 and k = 1, MT is not

regular.

Also, ifM = (Q,M) andM ′ = (Q ′,M ′) are two regular pairs,

we join them asM ⊗M ′ = (Q ⊗ Q ′,M ·M ′).

2.3 Partial remainders
We can formulate a partial Euclid algorithm taking as input a pair

of integers (a,b) and a real number 0 < ρ ≤ ‖a‖. Algorithm
PartialRemainder(a, b, ρ) outputs the unique pair of Euclidean
remainders satisfying ‖ri ‖ ≥ ρ > ‖ri+1‖. It is described in Algo-

rithm 1.

We can make a similar modi�cation of Jebelean’s algorithm [9,

§4.2] for the same goal (PartialJebelean). In the latter case, we

use Jebelean’s approach to decrease to the target ρ and we �nish



Function PartialEuclid(a,b, ρ)
Input :a > b ≥ 0 two integers, ρ a real number such

that ‖a‖ ≥ ρ > 0

Output :a′, b ′, and a regular pairM = (Q,M) with
‖a′‖ ≥ ρ > ‖b ′‖

1. Q ← ∅;

2. while ‖b‖ ≥ ρ do
(q, r ) ← (a ÷ b,a mod b);

a,b ← b, r ;

Q ← Q ⊗ 〈q〉;

end
3. return a,b, (Q,BuildMatrixFromQ(Q));
Algorithm 1: The partial Euclid algorithm.

with PartialEuclid. Our aim is to show how to use the Thull-Yap

algorithm for the same problem.

2.4 The road to sub-quadratic algorithms
The common idea about fast gcd algorithms is the following. Use a

divide-and-conquer approach to the problem, using a subroutine

that computes “half the gcd” and generally called HGCD. Typically,

two recursive calls are performed in such a function, and some

correction may have to be done to recover the correct answer. For

two n-bit integers, the cost of HGCD is O(lognM(n)) complexity,

and the complexity of the whole GCD is the same.

3 THE THULL-YAP ALGORITHM
We assume the reader is familiar with the algorithm given in [26]

and [29, Chapter 2, Appendix A]. We use the same notations except

on some minor points. A line by line inspection of the original

algorithm given in the reference reveals that we can make it work

on β-bit numbers for any β ≥ 1. There are only a few points in the

proofs where this really matters and we concentrate on them.

3.1 Norms and bounds
The following quantity (the magic threshold) is crucial in the Thull-

Yap algorithm:

TB(a) = 1 +

⌈
‖a‖B
2

⌉
,

since one call to the procedure returns a pair of integers (a′,b ′)
with ‖a′‖B ≥ TB(a) > ‖b

′‖B, ready for the next recursive call and

giving the sub-quadratic running time.

Analyzing the algorithm further, we see that it uses the quantities

a0 = 1 + (a ÷ Bm ) with m = TB(a) and also t = TB(a0). It will
be required to have ‖a‖B ≥ TB(a) + TB(a0) to use in the Fixup

procedure (see below again).

Proposition 3.1. (i) if ‖a‖B ≥ 3, then ‖a‖B ≥ TB(a);
(ii) for each B, there exists a constantAB such that if ‖a‖B ≥ AB,

then ‖a‖B ≥ TB(a) + TB(a0).

Proof:Write a = Bα , where α is a positive real number. Start from

m = 1 +
⌈α
2

⌉
,a0 = 1 +

⌊
Bα−m

⌋
, ‖a0‖B = α0, t = 1 +

⌈α0
2

⌉
,

When α is large, one has m ≈ α/2 and t ≈ m/2 ≈ α/4, so that

α ≥ m + t is trivially true. It remains to see what happens when α
is small.

(i) If α ≥ 4, we have α ≥ 1 + (α/2 + 1) ≥ 1 + dα/2e. If 2 < α < 4,

we have dα/2e = 2 and we need α ≥ 3 to meet the bound.

(ii) We want

α ≥ 2 +
⌈α
2

⌉
+
⌈α0
2

⌉
.

We have

Bα−m < Bα0 ≤ 1 + Bα−m .

Taking logs and using log(1 + x) ≤ x , we get

α −m < α0 ≤ α −m +
1

Bα−m
.

Sincem ≤ 2+α/2, one has α −m ≥ α/2− 2 and for α ≥ 10, we get

α0 ≤ α −m +
1

B3
.

To get our result, it is enough to have

α ≥ 2 +
⌈α
2

⌉
+

⌈
α −m + 1/B3

2

⌉
,

a relation satis�ed as soon as α ≥ 10. �
Remark. By numerical inspection, α ≥ 9 is best possible in case

ii). We can content ourselves by taking a uniform value for AB,

namely A = 10 and we do that in the remaining part of the work.

For small values of B, we may �nd a better value.

3.2 The Thull-Yap algorithm in a nutshell
3.2.1 Outline. The idea of the ThullYapHGCD algorithm on

a > b > 0 is to compute a regular matrix M such that (a,b) =
M(a′,b ′) where

if ‖a‖ < 2,M = E;
if ‖a‖ ≥ 2, ‖a′‖ ≥ T(a) > ‖b ′‖,with a′ > b ′ ≥ 0.

(2)

The �rst case covers rare cases or cases where a is small (see below;

to simplify, we replace 3/2 by 2). In the second case (which is the

most frequent), the size of the new entry (a′,b ′) is roughly half that
of (a,b), so that we end up with a divide-and-conquer approach to

computing gcd(a,b). Note that the case T(a) < A needs a special

treatment.

To computeM , the algorithm considers the top half a0 (resp. b0)
of a (resp. b) and proceeds to �nd the Euclidean quotients of (a0,b0).
To recover the correct sequence of quotients for (a,b), procedure
Fixup is applied (see below). The full Thull-Yap algorithm uses the

ThullYapHGCD algorithm to get down to gcd(a,b) recursively.

3.2.2 The Basic Setup. Suppose a > b > 0 and a ≥ Bm . De�ne

a0 = 1+ (a÷Bm ), b0 = b÷B
m
, b1 = b mod Bm , and a1 = a0B

m −a
so that

(a,b) = [[a0,−a1], [b0,b1]](B
m , 1)

and 0 < a1 ≤ B
m
. This de�nition of a0 is chosen to be sure to

have a0 > b0 in a recursive call. It makes life much easier when

updating the numbers usingmatrices, see Lemma 3.2. The algorithm

computes a regular matrixM for (a0,b0) and we compute

[[a′
0
,a′

1
], [b ′

0
,b ′

1
]] = M−1[[a0,−a1], [b0,b1]]

from which (a′,b ′) = [[a′
0
,a′

1
], [b ′

0
,b ′

1
]](Bm , 1).



The following Lemmawill prove useful when updating the values

of a and b, since it boils down to multiplying integers that are all

> 0. Its proof is left to the reader.

Lemma 3.2. LetM = [[p,q], [r , s]]. Write

M−1(a,b) = (a′,b ′) = (a′
0
Bm − a′

1
,b ′

0
Bm + b ′

1
)

with δ = det(M) = ±1. Then

a′
1
= δ (sa1 + qb1), b ′

1
= δ (ra1 + pb1).

3.2.3 Correcting the quotient sequence whenM , E. Given the

quotient sequence Q for (a′,b ′) we want the correct sequence Q∗

for (a,b) with new starting point (a∗,b∗) = M∗−1(a,b) such that

‖a∗‖ ≥ T(a) > ‖b∗‖, a∗ > b∗ ≥ 0. (3)

We may have two problems:

Case det(M) = −1: b ′ can be negative.

Case det(M) = +1: an inversion b ′ ≥ a′ may occur.

We slightly adapt the following Lemma of [26] to our needs.

Lemma 3.3 (Fixing up). Let t be any number such that

‖a′
0
‖ ≥ t > max{‖b ′

0
‖, ‖a0‖ − ‖a

′
0
‖ + 1}. (4)

Moreover, put Q = 〈q1, . . . ,qk 〉. We explain how to deduce Q∗ from
Q s.t. a∗ and b∗ (deduced from a′, b ′ with (a,b) = M(a′,b ′)) satisfy

‖a∗‖ ≥ m + t > ‖b∗‖, (5)

b∗ ≥ 0. (6)

(-) Suppose det(M) = −1.
(-A) If b ′ ≥ 0 then Q∗ = Q .
(-B) Else if ‖a′ + b ′‖ ≥ m + t , then Q∗ is the toggle of Q .
(-C) Else if qk ≥ 2 then Q∗ = 〈q1, . . . ,qk−1,qk − 1〉 is the

backup of the toggle of Q .
(-D) Else Q∗ is the backing up of Q by two steps.

(+) Suppose det(M) = +1.
(+A) If ‖a′‖ ≤ ‖b ′‖ then Q∗ is the advancement of 〈q1, q2,

. . . , qk−1〉 by at most 2β steps.
(+B) Else if ‖a′‖ < m + t then Q∗ is the backing up of Q by

one or two steps.
(+C) Else Q∗ is the advancement of Q by at most 2β steps.

Proof: this is the same as in [26], but for the cases where we need

adaptation to the case B = 2
β > 2.

The case (+B):Write

[a0;b0] = [[p
′,q′], [r ′, s ′]] [[qk , 1], [1, 0]] [a

′
0
;b ′

0
]

leading to

z′ = qka
′ + b ′ = (a′

0
+ qkb

′
0
)Bn + s ′a1 + q

′b1 ≥ z′
0
Bn .

We have ‖z′‖ ≥ ‖z′
0
‖ +m ≥ ‖a′

0
‖ +m ≥ m + t andm + t > ‖a′‖,

so that one backup is enough, and not two as given in [26]. �
This correction Lemma is used as Algorithm 2.

Function Fixup(a′,b ′,M = (Q,M),m, t )
Input :See notations of Lemma 3.3

Output :a∗, b∗, a regular pairM∗ = (Q∗,M∗) such that

(a∗,b∗) = M∗(a,b) with ‖a∗‖ ≥ m + t > ‖b∗‖.
Algorithm 2: The Fixup function.

3.2.4 Correcting the quotient sequence when M = E. We use

the same notations as above. This case happens when we start

the algorithm with a pair (a,b) for which ‖a0‖ < A where a0 =
1 + (a ÷ Bm ). Our goal is to �nd a quotient sequence leading to

(a′,b ′) and ‖a′‖ ≥ m > ‖b ′‖. From a0B
m > a, we deduceA +m >

‖a0‖ +m > ‖a‖. We have to compute a quotient sequence leading

to (a′,b ′) with ‖a′‖ ≥ m the number of steps for this is bounded as

a function ofA, that is a constant. Procedure Fixup0 follows easily:

use PartialEuclid (or PartialJebelean) to reach the desired value

of (a′,b ′).

3.2.5 The algorithm and partial correctness. We give a version

of ThullYapHGCD that includes some corrections and is closer to

a real implementation (for instance, returning a′,b ′,M = (Q,M)
instead ofM alone), compare with [26, Section 5]. We also add the

necessary modi�cations to procedure Fixup. Very classically, we

also use a base case using Jebelean’s algorithm for inputs having

a norm less than a prede�ned constant J (in practice, we could

remove the test w.r.t. A which is often smaller than J ).

To insist on the symmetry of some of the computations, we

introduce the function Reduce presented later as Algorithm 4 and

that is used twice. We have been very precise in the handling of

matrix products needed during the algorithm (the ⊗ operations).

Note that the last matrix product at line 8 is not needed if we do

not require it in the last call, which saves time, because the two

matrices are big.

ThullYapHGCD proceeds from (a,b) of size 2m; after the �rst

call to Reduce, we get numbers a′ and b ′ of size ≈ 3m/2, and after

the second call, the �nal result are a′ and b ′ of size ≈m.

3.2.6 Comments of our changes with the reference. We elaborate

on the di�erences between Algorithm 3 and the reference algorithm

in [26]:

Step 1. There are two reasons to stop immediately: when ‖a‖ < 2,

or ‖a‖ ≥ 2 and ‖b‖ < m, in which case a and b satisfy the

bounds (2) already.

Step 2.2 When ‖a0‖ < 2, the recursive call to ThullYapHGCD came

back with M = E, which means that we need to use the

correcting procedure Fixup0. Otherwise we can apply the

procedure Fixup with auxiliary parameter t = T(a0).
Step 4.1 is added since this case can (and does) happen.

Step 4.2 This step corresponds to the fact that (c,d) are close enough
to our goal (a′,b ′) and it is enough to use Fixup0 to get there.

4 APPLICATION TO CORNACCHIA’S
ALGORITHM

Cornacchia’s algorithm [6] is used to solve the Diophantine equa-

tion x2 + dy2 = N in coprime integers x , y, for given squarefree

integers N ,d > 0. This is an important tool in the building of com-

plex multiplication elliptic curves for primality proving [17] where

such a fast version was anticipated.

The algorithm (see [19]) starts from a root a > N /2 of a2 =
−d mod N and computes the euclidean remainder sequence (ri )

on (a,N ) stopping for the index ` such that r` <
√
N ≤ r`−1. For

small numbers, we may use the functions PartialJebelean. This

version is quadratic but very fast in practice. We see that we need



Function ThullYapHGCD(a,b)
Input :a > b ≥ 0 two integers

Output :a′, b ′, a regular pairM = (Q,M) such that

(a,b) = M(a′,b ′)M = E or

‖a′‖ ≥ T(a) > ‖b ′‖
1.m ← T(a);

if ‖a‖ < 2 or ‖b‖ < m then
// if ‖a‖ ≥ 2, ‖a‖ ≥ m > ‖b‖

return a, b, (∅,E);
if ‖a‖ < A then

return PartialEuclid(a, b,m);
if ‖a‖ < J then

return PartialJebelean(a, b,m);
2. a′,b ′,M, t ← Reduce(a,b,m);

// ‖a′‖ ≥ m + t > ‖b ′‖

3. if ‖b ′‖ < m then
return a′, b ′,M; // ‖a′‖ ≥ m + t ≥ m > ‖b ′‖

4. q ← a′ ÷ b ′; (c,d) ← (b ′,a′ mod b ′);M ←M ⊗ 〈q〉;

4.1 if ‖d ‖ < m then
return c , d ,M; // ‖c = b ′‖ ≥ m > ‖d ‖

4.2 if ‖1 + (c ÷ Bm )‖ < A then
a′,b ′,T ← Fixup0(c,d,m);

return a′,b ′,M ⊗ T ;

5. ` ← d‖c‖e; k ← 2m − ` − 1 ; // k ≈m/2
6. c ′,d ′,S, t ′ ← Reduce(c,d,k);

// ‖c ′‖ ≥ k + t ′ =m + 1 > ‖d ′‖

7. a′,b ′,T ← Fixup0(c
′,d ′,m);

8.M ←M ⊗ (S ⊗ T);

9. return a′,b ′,M;

Algorithm 3: Our version of the Thull-Yap HGCD algorithm.

Function Reduce(a,b,m)
Input :a > b ≥ 0 two integers,m an integer,

‖a‖ > ‖b‖ ≥ m
Output :a′, b ′,M = (Q,M), t such that

(a,b) = M(a′,b ′) for regularM withM = E
(and t = 0) or ‖a′‖ ≥ m + t > ‖b ′‖ (and
t = T(a0) with a0 described below).

1. a0 ← 1 + (a ÷ Bm ); b0 ← b ÷ Bm ;

2. if ‖a0‖ < A then
t ← 0;

a′,b ′,M ← Fixup0(a,b,m);

else
2.0. t ← T(a0);

2.1. a∗
0
,b∗

0
,M ← ThullYapHGCD(a0, b0);

2.2. (a′,b ′) ← (a∗
0
,b∗

0
)Bm +M−1(−a1,b1) with

M = (Q,M);

2.3. a′,b ′,M ← Fixup(a′,b ′,M,m, t );

3. return a′,b ′,M, t ;
Algorithm 4: Algorithm Reduce.

to perform a single call to ThullYapHGCD to get an approximation

to our answer, which leads to a fast algorithm.

Function FastSqarerootRemainder(a,b)
Input :a > b two integers

Output :The largest euclidean remainder r` in the

sequence for (a,b) such that r` ≤
√
a < r`−1

1. a′,b ′,M ← ThullYapHGCD(a,b);

2. return PartialEuclid(a′,b ′,
√
a);

Algorithm 5: FastSqarerootRemainder.

Proposition 4.1. Algorithm FastSqarerootRemainder is cor-
rect and terminates in time O(lognM(n)) algorithm for n-bit integer
N .

Proof: since N is not a perfect square, that large inequalities do not

matter. From (2), we get that at the beginning of Step 2, we have

b ′ < B2
√
a and a′ ≥ B

√
a. If b ′ ≤

√
a, we are done. Otherwise,

using Lemma 2.1, we conclude that with at most 4β steps of the

Euclidean algorithm, we �nd two remainders of the Euclidean se-

quence for a′,b ′ (and therefore for (a,b)) satisfying a∗ ≥
√
a > b∗.

The complexity analysis comes from the reference. �

In practice, we can replace PartialEuclid by PartialJebelean

in Step 2.

5 TESTING
HGCD programs are somewhat easier to test than gcd programs,

since for the latter, random pairs of integers yield a gcd that is

in general very small. For HGCD, using random pairs or making

exhaustive loops is worthwhile. To go further, we �rst explain how

to compute pairs that have large Euclidean quotients. Since the

Thull-Yap algorithm is complex, we need to �nd test numbers that

cover the di�erent branches of the algorithm. This is the best we

can do. Proving the correctness of the implementation (and of that

of other gcd algorithms) might be done using the techniques of [14]

and this would have a de�nite impact on these tricky programs. In

the following, we give families of test numbers.

5.1 Special numbers
Let M = 2

n − 1 for n ≥ 0 denote a Mersenne number; Fn desig-

nates the n-th Fibonacci number. Remember that gcd(Mn ,Mk ) =

M
gcd(n,k ); also gcd(Fn , Fn−1) = 1 (and provide the maximum length

sequence with all quotients equal to 1). We hope to create a max-

imum of problems with all these sequences of 1 in their binary

expansion. Note that

2
n − 1 = 2(2n−1 − 1) + 1, 2

n−1 − 1 = (2n−1 − 1) × 1 + 0

so that the sequences of quotients is (2, 2n−1−1) giving an example

of quotients tending to in�nity. This can be generalized as

Mn = 2
n − 1 = 2

n−k (2k − 1) + 2n−k − 1 = 2
n−kMk +Mn−k .

for which, with k < n/2, Mn−k is the euclidean remainder and

the partial quotient 2
n−k

is large. This is also a way of generating

several large quotients in the same Euclidean sequence.

5.2 Special primes as tests for ThullYapHGCD
We take the following from [2]. Suppose we want to write a prime p
as 4p = x2+dy2 in coprime integers x andy (i.e., writep as the norm

of an integer in the quadratic �eld Q(
√
−d) with d > 0). For special



values of positive d ≡ 1, 2 mod 4, the so-called idoneal numbers,
congruence conditions are enough for asserting the existence of

(x ,y). To test our HGCD algorithm, it is enough to compute r` using
FastSqarerootRemainder and check whether p − r2

`
= dy2.

5.3 Covering all cases
Now, we need to craft many more of these to cover all the branches

of the code, in particular the Fixup procedure at the heart of the

algorithm. We give below families of tests that work for any value

of B.
Remember the parameters associated with input numbers (a,b):

m = TB(a),a0 = 1 + (a ÷ Bm ),a1 = a0B
m − a, t = TB(a0);

(b0,b1) = (b ÷ B
m ,b mod Bm ).

The following easy result will help us building test instances, start-

ing from auxiliary integers u, Ai and Bi that help us construct two

integers a and b as input for the program.

Lemma 5.1. Let u be an integer and n ∈ {u + 2,u + 3}; put t =
1 + du/2e. Let A0, A1, B0, B1 be integers, such that

(i) Bu−1 < B0 < A0 < B
u .

(ii) B0 < A0; 1 ≤ A1 ≤ B
n , 0 ≤ B1 < B

n .
Let b = B0B

n + B1 and

a =

{
(A0 − 1)B

n +A1 if 0 ≤ A1 < B
n ,

(A0 − 2)B
n +A1 if A1 = B

n .

Then a and b are such that TB(a) = n and ai = Ai , bi = Bi .

Proof: For the �rst case,

Bn+u−1 < a < (Bu − 1)Bn + (Bn − 1) = Bn+u − 1,

so thatn+u−1 < ‖a‖ < n+u andTB(a) = n for then ∈ {u+2,u+3}.
The other properties are obvious, as well as the second case. �

Let us come back to our algorithm. By construction, (a′
0
,b ′

0
) =

M−1(a0,b0) and

‖a′
0
‖ ≥ t > ‖b ′

0
‖.

Our matrix M = [[p,q], [r , s]] has positive entries satisfying p ≥
q, r ≥ s > 0. Using Lemma 3.2, we compute

δ (a′ + b ′) = δ (a′
0
+ b ′

0
)Bm + (r − s)a1 + (p − q)b1, (7)

where a1, b1, r − s and p − q are positive by construction. Our idea

is to force the �xup case to appear when coming back to the �rst

level of recursion, which is enough for our purpose.

Say k ≥ 2 and

a0 = q1b0 + r2, 0 ≤ r2 < b0,

b0 = q2r2 + r3, 0 ≤ r3 < r2,

r2 = q3r3 + r4, 0 ≤ r4 < r3,

· · · · · · · · ·

rk−2 = qkrk + rk+1, 0 ≤ rk+1 < rk

and ‖rk ‖ ≥ t > ‖rk+1‖.
Our strategy is to select A1 and B1 and the qi > 1’s and ri ’s

so as to meet the conditions of Lemma 5.1, with B0 = q2r2 + r3,
A0 = q1B0 + r2 (this makes A0 > B0 trivially).

5.3.1 The case det(M) = −1. The case (-A) is the most standard

case and does not require specially crafted test cases. In the three

other cases, one has b ′ < 0. Remember that

b ′ = b ′
0
Bn − (ra1 + pb1)

with p ≥ r . Large values of p and r will help render b ′ negative.
All our examples will have k = 3. We compute

b ′ = r4B
n −A1 − (B1q1q2 +A1q2 + B1)q3 − B1q1, (8)

a′+b ′ = (r3+r4)B
n+(−q1q2q3+q1q2−q1−q3+1)B1−A1q2q3+A1q2−A1

(9)

At this point, we note that takingA1 = B
n
and r4 = 1 makes b ′ < 0

for all values of the remaining parameters.

The case (-B):. we want to build examples with ‖a′ + b ′‖ ≥ m+ t .
The toggle matrix will give us the solution via T = [[1, 1], [0,−1]]
and

(a,b) = MT (a′ + b ′,−b ′).

If M = 〈q1, . . . ,qk 〉, then MT = 〈q1, . . . ,qk − 1, 1〉 if qk > 1 and

MT = 〈q1, . . . ,qk−1 + 1〉 if qk = 1 and k > 1; MT is not regular

when k = 1 and qk = 1, but this is impossible by case (-A) being

treated �rst.

Let us build an example with q3 = 1 in details to illustrate our

strategy and we will be shorter in the other cases. Take r3 = B
t
,

q2 = B
u−t−1−2, q1 = 1, B1 = 0 so that b ′ = −Bnq2,a

′+b ′ = Bn+t .
Now

Bu−1 < B0 = B
u−1+Bu−t−1−Bt−2 < A0 = B

u−1+Bu−t−1−1 < Bu

and we apply Lemma 5.1.

Now turn towards q3 > 1. Select �rst q3 = 2, r3 = B
t + q2,

B1 = 0, q1 to obtain

a′ + b ′ = Bn+t .

When B = 2 (resp. B > 2), we take q2 = B
u−t−2

(resp. Bu−t−1) and
the corresponding values of A0 and B0 meet conditions of Lemma

5.1.

The cases (-C) and (-D):. we want ‖a′ + b ′‖ < m + t ; for (-C), we
also want q3 ≥ 2 and for (-D), we need q3 = 1.

For (-C), we take q3 = 2, B1 = 1 and the same values as in the

case (-B) with q3 = 2.

For (-D), we use the same formulas with q3 = 1 to get

a′ + b ′ = r3B
n − B1q1.

Taking r3 = B
t
yields a′ + b ′ = Bn+t − B1q1, so that B1 = 1 makes

a′ + b ′ of small norm. Now we take q2 = B
u−t−1

and q1 = 1 to

meet the conditions of Lemma 5.1.

5.3.2 The case det(M) = +1. In this case

a′ = a′
0
Bn − (qB1 + sA1), b ′ = b ′

0
Bn + (rA1 + pB1),

and remember that p ≥ q, r ≥ s . We need also even k ≥ 2. All our

examples have k = 2, this could be extended to larger k’s without
much trouble. When k = 2, we write

A0 = q1B0 + r2, 0 ≤ r2 < B0,

B0 = q2r2 + r3, 0 ≤ r3 < r2

With these values:

p = q1q2 + 1,q = q1, r = q2, s = 1.



Also, we need

‖r2‖ ≥ t > ‖r3‖, (10)

in order to have exactly two iterations reaching r3. Moreover:

a′ = r2B
n −(q1B1+A1), b ′ = r3B

n + (q2A1+ (q1q2+1)B1). (11)

The case (+A):. our target is ‖a′‖ ≤ ‖b ′‖ or simply a′ ≤ b ′. Start
from (11) and take A1 = B

n
making

a′ = (r2 − 1)B
n − q1B1, b ′ = (r3 + q2)B

n + (q1q2 + 1)B1.

For instance, take r3 = B
t − 1, r2 = B

t
, q2 = B

u−t−2
, q1 = B,

B1 = 1.

The case (+B):. to build a case withm + t > ‖a′‖ > ‖b ′‖, we use
the formulas (11) again. We may take r3 = 1, r2 = B

t
, q2 = B

u−t−1
,

q1 = 1,A1 = 1, B1 = 0. This makes ‖b ′‖ < ‖a′‖ < n+ t with n =m.

The case (+C):. ‖a′‖ > ‖b ′‖ and ‖a′‖ ≥ m + t . This is a very

frequent case, no speci�c construction is needed.

6 IMPLEMENTATION IN GMP
6.1 Norms and lengths
In an implementation context, we may favor use of the number of

digits (length denoted by L) of an integer a in base B. By convention,
L(0) = 1 (contrary to the convention in GMP); for a > 0:

L(a) = n if Bn−1 ≤ a < Bn ,n ≥ 1. (12)

The Thull-Yap algorithm is described in terms of norms, that is real

numbers. It is not conceivable to use these in an actual implemen-

tation. Hopefully, we only need comparisons of norms. We need

several operations:

(i) b‖a‖c = L(a) − 1

(ii) d‖a‖e =

{
r if a = Br

L(a) otherwise

(iii)‖a‖ < m⇔

{
r < m if a = Br

L(a) ≤ m otherwise

(iv)‖a‖ ≤ m⇔

{
r ≤ m if a = Br

L(a) ≤ m otherwise

(v)‖a‖ ≥ m⇔

{
r if a = Br

L(a) otherwise

Testing that a = Br is easy when we have the digits of a in base B.

6.2 Matrix-vector products
Let us start with an easy (but important) remark. With the usual

notations of Section 3.2.2, write a = (a0−1)B
m −a1, b = b0B

m +b1,
with all ai ’s and bi ’s ≈ B

m
. The algorithm is applied to (a0,b0)

and we recover a regular matrix M = [[p,q], [r , s]], together with
a∗
0
, b∗

0
such that (a∗

0
,b∗

0
) = M−1(a0,b0). By Lemma 3.2, we need to

compute

(a′
1
,b ′

1
) = δ [[s,q], [r ,p]](a1,b1),

where all entries are positive (trick!). In Step 2, a1,b1 ∼ B
m
, and

r , s,p,q are ∼ Bm/2 (unbalanced case). In Step 6, the corresponding

quantities are all ∼ Bm/2 (balanced case). In GMP, some work was

put to take care to unbalanced multiplications and we cannot do

better.

Were it not the case for GMP, in the unbalanced case and using

classical evaluation, we need 8 unbalancedm/2 ×m integer multi-

plications. Either the underlying arithmetic package knows how to

handle this, or we write a1 = a11B
m/2 + a10, b1 = b11B

m/2 + b10
and evaluate (

s q
r p

) (
a10 a11
b10 b11

) (
1

Bm/2

)
.

This amounts to multiplying two 2 × 2 matrices with entries close

to Bm/2. We may also use Strassen’s (or Bodrato’s) algorithm to use

(essentially) 7 multiplications ofm/2 ×m/2 integers. This is done
using the function mpn_matrix22_mul (implementing Bodrato’s

version [4]) from GMP, and as of version 6.2.1, activated at size

14.

In the balance case, we can share (modular) FFTs between entries

if they are large enough: computing sa1 + qb1 and ra1 + pb1 would
cost 6 FFTs (sharing that for a1, b1), 4 iFFTs. A similar e�ort could

be put in the Strassen case.

6.3 Handling partial quotients
It is well known that partial quotients in an Euclidean quotient

sequence tend to be small. As demonstrated in Section 5, we can

build sequences with large quotients, but not too many of them.

This is why we propose the following. Our data structure consists

in two arrays: the �rst one T stores integers smaller than some

boundmaxint and the second one P stores pointers to mpz_t. We

use the classical approach for extending the sizes ofT or P , namely

doubling the size when required. At index i ≥ 0 of T , we store

qi > 0 if qi < maxint ; if qi ≥ maxint , we store qi as an mpz_t
in P at index j ≥ 0 and store −j in t . Adding or deleting a partial

quotient is easy done and the amortized cost is O(n) if we need to

store n elements (using indices for the last elements of T and P ).
The �rst idea is to use 64 bits formaxint , but 32 will be enough for

very large numbers (if needed, we could have several small integer

arrays for larger values ofmaxint );

6.4 Computing products of regular matrices
Function BuildMatrixFromQ computes

M =
k∏
i=1

Qi ,where Qi = [[qi , 1], [1, 0]]

for generally small qi ’s (very frequently �tting in a single machine

word). Remember that k ≤ 2 logb/log 2 by Lemma 2.1. Remark that

[[u,v], [w,x]][[q, 1], [1, 0]] = [[qu +v,u], [qw + x ,w]]

and this operation costs essentially two multiplications by q, where
q is a single digit (very frequently q = 1), so it is rather inexpensive.

For large values of k (this is not our case, though), we can use a

product tree whose leaves are the Qi ’s or subproducts of small

matrices.

Matrix multiplications are needed to update the �nal matrix in

our algorithm. The Strassen/Bodrato algorithm is used there too.

6.5 Program and benchmarks
We have implemented Jebelean’s algorithm as well as the Thull-

Yap algorithm in GMP (also in Magma to clarify it), using low



level functions mpn_*. We used the famous mpn_random2 to check

our implementation and we are grateful to the GMP people to

have programmed such a lovely and performing bug catcher for

complicated integer arithmetic algorithms such as Thull-Yap’s. We

give timings (in ms) for our implementation of HGCD in Table 1

on our Intel(R) Xeon(R) CPU E7-4850 v2 @ 2.30GHz, compiler

gcc 9.3.0 with the -O2 option. We used 100 random numbers

of n 64-bit words in our functions: Euclid, Jebelean and Thull-Yap.

Needless to say, Euclid’s algorithm is less e�cient than Jebelean’s

n Euclid Jebelean Thull-Yap

500 5.76 1.00 2.24

1000 19.02 2.65 4.57

1500 41.57 5.46 7.46

2000 73.77 9.21 10.28

2500 116.91 13.96 13.45

3000 170.02 19.67 17.00

3500 232.28 26.27 20.49

4000 303.88 33.82 23.65

4500 384.08 42.37 27.04

5000 474.45 51.86 31.01

5500 571.34 62.58 35.37

6000 679.12 74.41 39.20

6500 794.60 87.91 43.37

7000 940.11 102.83 47.34

7500 1084.10 117.68 51.54

8000 1209.63 137.25 55.07

8500 1388.21 151.99 58.80

9000 1550.27 171.17 62.96

9500 1695.10 191.02 67.60

10000 1928.16 210.71 72.57

Table 1: Average timings for PartialRemainder algorithms
on n-word numbers.

quite rapidly. The Thull-Yap algorithm is more e�cient around 2500

64-bit words, sizes larger than currently used in ECPP’s records.

More work is needed to gain time on this implementation. Directly

comparing with GMP’s implementation of mpn_hgcd is di�cult. For

the sake of comparison, we compared function mpn_gcd with the

full gcd algorithm associated to our implementation of the Thull-

Yap algorithm; results are given in Table 2. GMP is superior to our

implementation (reasons for this include the handling of all the

2 × 2 matrices appearing, and also some required copies of large

integers).

7 CONCLUSION
We have implemented and discussed some potential improvements

to the Thull-Yap algorithm. A large part of our implementation can

be used to implement the algorithm of Lichtblau. This is work in

progress [18]. Magma code corresponding to this article is available

on the author’s web page
1
.

1
http://www.lix.polytechnique.fr/Labo/Francois.Morain

n Thull-Yap GMP

500 4.69 1.32

1000 10.28 3.55

1500 16.69 6.23

2000 22.60 9.26

2500 28.44 12.57

3000 36.33 15.27

3500 42.89 18.62

4000 48.71 22.38

4500 55.47 26.31

5000 62.04 31.67

5500 70.93 36.66

6000 81.12 40.31

6500 89.17 45.35

7000 97.16 49.80

7500 105.69 54.01

8000 112.91 60.72

8500 118.82 65.34

9000 127.97 70.13

9500 136.60 75.19

10000 146.63 82.12

Table 2: Average timings for gcd algorithms on n-word num-
bers.

We applied it to Cornacchia’s algorithm. This algorithm is also

used in Z[i] for cryptographic applications [13]. A fast gcd algo-

rithm exists for Z[i] (see [28]), and it would be interesting to try to

adapt the Thull-Yap algorithm for this goal.
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