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Abstract. Artificial Intelligence is evolving at an accelerating pace alongside the 

increasing number of large datasets due to vast number of image data on the 

Internet. Unnamed Aircraft Vehicles (UAVs) are also a new trend that will have 

a huge impact over the next years. The use of UAVs arises some safety issues, 

such as collisions with dynamic obstacles like birds, other planes, or random 

thrown objects. Those are complex and sometimes impossible to avoid with state-

of-the-art algorithms, representing a threat to the applications. In this article, a 

new video dataset of collisions, entitled ColANet, aims to provide a base for 

training new Machine Learning algorithms for handling the problem of avoiding 

collisions with high efficiency and robustness. It is also shown that using this 

dataset is easy to build new neural network models and test them. 

Keywords: UAS, UAV, Safety, Artificial Intelligence, Machine Learning, 

Neural Network, Dataset, Collision Avoidance. 

1   Introduction 

Images contain a high amount of information in a relatively concise way [1]. However, 

their processing is hard and resource-consuming due to the infinite type of variations 

that might appear to represent the same structure. Adding a time reference and 

sequencing the images we can build videos. Due to the fast development of cameras, 

CPUs, and image and video processing algorithms [2], this kind of data source is 

becoming widely used. For example, on YouTube [3], are uploaded approximately 72 

hours of videos in every minute, being expected that, by the end of 2020, online video 

will be responsible for four-fifths of global internet traffic. 

Unnamed Aircraft Vehicles (UAVs) have as main objective aiding or making 

possible the execution of difficult or impossible tasks by the human being [4], [5]. 

Nowadays, UAVs are not a strange but instead a trendy tool used in the industry market. 

Despite the advantages, UAVs’ operation might be challenging when operating in 

complex or confined environments [6], [7]. The presence of obstacles is dangerous and 

requires the use of obstacle detection and collision avoidance algorithms. For the static 

obstacles, there are already algorithms that deal relatively well with them, being capable 

of generating safe paths to the desired positions [8]. However, in real applications, it is 

very frequent to find dynamic moving obstacles. The latter can be detected by using the 
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video stream provided by the onboard cameras. Video processing is computationally 

heavy [9] and collision avoidance algorithms need to be fast enough to retrieve 

solutions without colliding. Therefore, a neural network trained for this kind of 

situations is useful. The problem of the convolutional neural networks is that they are 

generally data-hungry, turning them extremely hard to train with small datasets, which 

leads to a very likely memorization of the dataset [10]. 

Given this, the objective of this article is to present and make available a new open 

source dataset to accelerate and facilitate the development of new collision avoidance 

algorithms, increasing safety and performance of UAVs. This dataset, will also be one 

module of a bigger framework for designing safer UAVs. 

The remaining of this article is structured in the following sections: Section 2 links 

the article with the PhD student work and technology for life improvement, Section 3 

provides an overview of the existing datasets and their usage to build Machine Learning 

(ML) models. Section 4 introduces the ColANet dataset. In section 5 it’s presented the 

results of an experimental deep neural network model that was trained using the 

ColANet dataset. The article is then concluded, and the future work is discussed in 

section 6. 

2   Contribution to Life Improvement 

The growth of the commercial UAV industry emphasises the need of a conceptual 

framework for UAV design and arrises the following research question: 
 

What could be an adequate conceptual framework for designing generic 

autonomous vehicles that characterizes individual aircrafts behavior and 

aggregates them in a network, ensuring reliability and safety in the flight, 

regardless of the world conditions and unexpected events? 
 

A possible hypothesis for this question would be that the desired framework can be 

build utilizing different nodes, that are based on SoA architectures, handling atomic 

tasks separately but performing complex tasks in collaboration. Furthermore, new 

complex blocks that don't exist can be developed utilizing ML technology and then 

integrated into the  developed framework. 

A good implementation of this framework with all the relevant components working 

in symbiosis would increase commercial UAV safety by decreasing the number of 

UAV accidents in urban areas. UAVs are tackling everything in from disease control 

to vacuuming up ocean waste or even delivering pizza [11], which are all areas that 

safety is important, and such framework would improve their feasibility, ultimately 

improving daily lives. This article is a step towards the construction of such framework 

and the novel collision avoidance ML based blocks.  

3   Related Datasets 

In the last decade, there has been an increasing number of publications of datasets that 

are enabling the development of new ML models and solutions [12], [13]. In this section 
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it’s presented a review of existing datasets, highlighting their relevance and impact in 

the field. These datasets were selected using both a criteria of usefulness for the 

community (novel data or utility scenarios) and relevance (amount of citations reports, 

usage on benchmarks zoos, scientific quality extrapolated by top-tier conferences and 

journals). As can be found in other works [14], this paper related work review will be 

split according to their data representation, 2D or RGB datasets, 2.5D or RGB-Depth 

datasets and 3D or video (volumetric) datasets. 

3.1   2D Datasets 

Most of vision ML algorithms were developed using 2D datasets that tried to 

understand the correlation between pixels for image classification. In this section we 

describe 2D image datasets, whether they are RGB or grayscale.  

Probably the most revolutionary that waken CNNs (Convolutional Neural 

Networks) is MNIST [15], which is a database of handwritten digits, has a training set 

of 60,000 examples, and a test set of 10,000 examples. As it is being used as an example 

in several papers and courses in this area, it is one of the most used worldwide. 

Other popular 2D dataset are ImageNet [16], [17], LabelMe [18], Microsoft 

Common Objects in Context (COCO) [19] and Pascal Visual Object Classes (VOC) 

[20]. 

 

3.2   RGB-Depth Datasets 

Recently, cameras with multiple sensors that capture both RGB and depth are becoming 

more popular due to their decrease in price and increase of applications. SUNRGBD 

[21] dataset is a good example within this category. It was captured with multiple RGB-

D sensors, containing more than 10.000 images. It merges data from multiple other 

datasets such as NYU depth v2 [22], Berkeley B3DO [23] and SUN3D [24] . It is highly 

annotated with polygons, bounding boxes, layout info and categories, being excellent 

for scene understanding tasks. 

Another similar datasets in content type are Objectnet3D [25], ScanNet [26] and 

others [24] , [27] , [28] and [29]. 

3.3   Video Datasets 

Three-dimensional databases are more unusual but are the ones that can be easily 

compared with the dataset introduced by our article. They are either point-clouds or 

videos, which are costly to store and difficult to segment and annotate. 

From the point-cloud type, we have parts of databases such as Objectnet3D [25] used 

for 3D object recognition with 100 categories, 90,127 images, 201,888 objects in these 

images and 44,147 3D shapes. The objects in the 2D images are aligned with the 3D 

shapes, and the alignment provides both 3D pose annotation and the closest 3D shape 
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annotation for each 2D object.  

From the video type, a good example is ScanNet [26] which consists of a video 

dataset that contains 2.5M views in 1513 scenes annotated with 3D camera poses, 

surface reconstructions, and semantic segmentations. The data was collected using a 

scalable RGB-D capture system that includes automated surface reconstruction and 

crowdsourced semantic annotation. 

Other datasets can be found in [28], [29] [30] and cover more complex use cases, 

like occlusions or unstructured point clouds. 

4   ColANet Dataset 

The ColANet can be summarized as a Collision Avoidance Video Dataset. This dataset 

is an open repository of UAV collisions and intends to be an initial step towards safer 

UAV’s operations without collisions. 

The ColANet dataset has the particularity to let the user to upload a video, allowing 

an easier annotation of a video, frame by frame with an escape vector, like it’s presented 

in Fig. 1. 

 

Fig. 1. File structure used on dataset annotated frames generation. 

 

As Fig. 1 illustrates, each row consists of four elements: 
 

• Video name. 

• Start Time (in milliseconds). 

• End Time (in milliseconds). 

• Escape Vector (𝑋+, 𝑋−, 𝑌+, 𝑌+, 𝑍+, 𝑍−). 
 

The start time, end time and escape vector can have multiple occurrences per row, 

representing multiple potential collision situations where the escape vectors might 

differ. 

With this information, the server iterates over all videos (one per row) and generates 

a labeled set of images that are extracted from the video frames. For this purpose, the 

algorithm opens the video, retrieve the frames per second information, and then 

generates one image per frame, and a text file containing the annotations. The directions 
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of the escape vector are illustrated in Fig. 2, where is possible to see a UAV with the 

directions vector overlaid. 
 

 

Fig. 2. UAV with escape vector. 

The software written in python is open source and can be found alongside the dataset 
1. Note that this also gives the freedom to fine-tune the working dataset, since the user 

can run normalization and regularization when passing the data from a video to a 

temporal labeled set of images. 

The provided version of the dataset already contains 100 videos of drone collisions 

that were recorded during flights of different models, with different environment 

conditions (sunny days, cloudy days and during the night), and some examples are 

represented in Fig. 3. In most videos, the drones are flying freely until the moment of 

collision. This videos are already labeled with escape vectors, and represent a total of 

over 2000 collision frames and 6000 free flying frames.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
1 The dataset can be downloaded at https://colanet.qa.pdmfc.com/ 
 

Fig. 3. Visualization of 10 frames from 4 different collision videos on ColANet. 

https://colanet.qa.pdmfc.com/


56 D. Pedro et al. 

 

 

 

 

To train an algorithm that classifies the current instant (frame) as collision or no 

collision, all it has to do is check if all the numbers on the row are 0, and he can label 

it as ‘no collision’. If the researcher intends to directly estimate the escape route or 

trajectory, he can use the escape vector directly and from the algorithm output, take 

actions for avoiding the collision. 
 

5   Experimental Neural Network using ColANet 
 

To test the dataset presented in this article, a model based on VGG16 [31] (Fig. 4) was 

trained. For the sake of simplification, the output of the neural network was translated 

from an escape vector to two labels (collision or no collision). The escape vector file 

was iterated and the frames whose all 6 escape values equaled 0, were labelled as 'no 

collision'; all the others received the label 'collision'.  

 

Fig. 4. VGG16 architecture. 

 

As stated in Figure 4, the output has the form of a 1x1000 probability vector, which 

is not what is pretended (only 2 classes). To overcome that, the VGG16 model was 

adapted, removing the classifier block (Fig. 5) and adding a new dense layer with 1024 

neurons and a SoftMax activation layer (Fig. 6). The output reduced to a 1x2 probability 

vector. 

 

Fig. 5. VGG16 without the classifier block. 
 

The newly added layers are composed of a Flatten layer (because the input is from a 

convolutional layer), a Dense layer with a ReLU activation function, a Dropout layer 

with a dropout of 0.5 to prevent overfitting and, finally, a Dense layer with a SoftMax 

activation function. 

 

Fig. 6. Our model based on the VGG16 architecture. 
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An epoch usually corresponds to a complete processing of the training-set. However, 

the data-generator used from TensorFlow produces batches of training-data for eternity. 

Therefore, it’s required to define the number of steps we want to run for each epoch, 

that will be multiplied by the batch-size defined. In the illustrated mode, it’s used 100 

steps per epoch and a batch-size of 20. So a pseudo-epoch consists of 2000 random 

images from the training-set. It was run those pseudo-epochs 20 times. 

These values were chosen empirically, because they were enough to complete the 

training with this model and dataset, taking around 12hours on an Intel i7 8700 with a 

Nvidia RTX 2070. The results also contain 20 data-points (one for each pseudo-epoch) 

which can be plotted afterwards. It is also worth noting that the input frames are all 

normalized in order to have values that range from 0 to 1. 

Using Transfer Learning techniques [32], it is possible to check the compatibility 

and interoperability of the presented dataset. For that, it was used the network weights 

obtained in the ImageNet [16], [17]. For getting most of this pre-trained network 

without compromising the results of the classifier block (last layers of the model), the 

training was split into two phases. In the first phase, the layers of the default VGG16 

model were freeze, having only the newly added layers released for training. After 20 

pseudo-epochs, all the network model is released and the training proceeds, but now 

adjusting the weights of all the layers. This technique takes advantage of the pre-trained 

weights of the model with another dataset to calculate the initial weights of the new 

layers. Releasing all the layers for training in the last step can be considered as a fine-

tuning of the weights calculated initially. 

5.1   Training Results  

The ColANet dataset was used to train the presented model. The training and test 

accuracies were measured during all the training procedure. In order to prove that the 

network must be trained, the test set was evaluated before any training. Then the results 

were evaluated both after training the classifier (keeping the default ImageNet weights) 

and after the fine-tuning. The results are shown in Table 1.  
 

 

Table 1. Training classifier results. 

 

VGG – Pre train VGG – Trained classifier VGG – Fully trained 

Test Train Test Train Test 

58,18% 93,89% 92,73% 96,53% 94,55% 
 

 

During the model training, on the first phase, it’s able to reach an accuracy of 92,73% 

with the test data when training. After the fine-tuning, the final calculated weights 

allowed to get an accuracy of 94,55%. Due to the similarity with the training accuracies, 

we can assume that the model wasn’t memorizing nor overfitting the training data. In  

                   Fig. 7 and 8 is depicted the evolution of the accuracy and loss values over 

all the pseudo-epochs. 
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                   Fig. 7. Training classifier.                        Fig. 8. Full training. 

 
 

6   Conclusions 
 

This article introduces a new video dataset with the purpose of training safer and 

reliable UAV models. On this paper was proposed both a module that consumes a meta-

data file to generate per frame annotations with escape vectors, indicating how to avoid 

collisions, and also a new dataset of 100 UAV collision videos. 

In addition, it was presented a prototype of a collision detector model based on VGG-

16. The experimental results showed that is possible to train such a deep neural network, 

and reuse other datasets using Transfer Learning techniques. This work intends to be a 

starting point for new UAV architectures and new ML algorithms that leverage the 

dataset annotations. 

Future work will consist of enlarging the dataset with more variety and different 

videos of UAV collisions, and also the development of new neural networks that 

leverage not only the spatial frame information (like the one presented on this article), 

but also the temporal information of the video (like Long Short-Term Memories); to 

produce better results on real case scenarios. New spatio-temporal algorithms are also 

envisioned, which combine CNNs and RNNs approaches. 
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