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ABSTRACT

We propose two efficient optimization approaches to correct
jitter effects appearing in a specific type of line scanning mi-
croscopy. In this modality, even lines suffer from a non uni-
form and non integer distortion with respect to odd lines, cre-
ating significant visual artifacts. The huge image size make
this problem highly challenging. To handle it, we propose two
techniques. One is based on dynamic programming and has a
complexity linear w.r.t. the number of pixels. The second is
based on a convex relaxation and can be particularly efficient
for parallel architectures. Both algorithms provide globally
optimal solutions. The empirical reconstruction results are of
high quality.

Index Terms— dejittering, line scanning microscopy, dy-
namic programming, registration, convex relaxations.

1. INTRODUCTION

Line scanning microscopy [1, 2, 3] is a technology that al-
lows taking high-resolution and large-scale images of various
biological samples in short times. For instance the InnoScan
or InnoQuant systems https://www.innopsys.com/
microarray-scanners/ yield 2D images with a max-
imal pixel resolution of 0.2um and of size up to 125000 x
375000 within 3 hours. Images are acquired pixel by pixel,
with a change of scan direction between subsequent lines, see
Fig. 1. This principle gives rise to jittering effects: shifts be-
tween the pixels in even and odd lines, see Fig. 3 (a) for an
example of raw image taken with the InnoQuant system. This
significantly impacts image interpretation, be it by human in-
spection or automatized algorithms.

A brief review of existing approaches Image dejittering is
a problem that began receiving some attention for video arti-
facts correction in the 1990’s [4, 5]. Therein the author pro-
posed estimating the parameters of an autoregressive model.
Later, [6, 7] proposed to minimize the ¢P-norm of the dif-
ference between consecutive lines with respect to an integer
shift. This principle was later extended to off-the-grid shifts
[8]. More recently, L. Lang proposed dynamic programming
(DP) approaches to solve similar problems more efficiently
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Fig. 1. Principle of a line scanning microscope

with integer shifts [9]. Our DP approach is very similar in
spirit with an adaptation to our particular setting. All those
works consider models of jitter not accounting for the speci-
ficity of line scanning microscopes:
* The displacements live off-the-grid, making the estima-
tion significantly more involved.
* The displacements vary along a line, while the initial mod-
els [4] considered constant shifts.
* The displacements are identical for even and odd lines,
simplifying the estimation considerably.
* The images can be huge, making it necessary to derive
linear time algorithms.
To the best of our knowledge, the only reference dealing with
all the above specificities is a recent paper by Nguyen et al.
[10], which will be described later but suffers from significant
limitations.

Our contribution In this work, we consider that the even
lines have not been shifted and can be used as a reference for
the registration. We only seek to estimate the shifts for the
odd lines. We propose two different variational approaches to
solve this problem. Both of them provide globally optimal so-
lutions contrarily to [10]. They provide satisfactory results in
short computing times, compatible with the huge dimensions
of the InnoQuant system. Dejittering result are shown Fig. 3.



2. PROBLEM DESCRIPTION

Acquisition model Let f : R? — R denote the continuous
image we would like to acquire. We assume that it is smooth,
which is a reasonable assumption, since light diffraction has
a regularizing effect. We assume that the discrete sampled
image reads:

. f(l,j) if 7 is odd
gli.Jl = {f(i,j+dj) if 7 is even, M

where ¢ € [1,m], j € [1,n] and d € R" is the unknown
displacement vector we would like to estimate. The number
of pixels in the vertical and horizontal directions are m € 2N
andn € N. Weletu = [uy,...,u,] € R™/?*" and v =
[Vi,...,V,] € R™/2X" denote the images composed of the
odd and even lines with

u;=g[l:2:m—1,jlandv; =g[2:2:m,j]].
Displacement function An important property of line scan-
ning microscopes is that the vector d is the discretization of
a smooth function: it is related to mechanical or optical
displacements, which are constrained by the physics. An-
other important feature is that the displacements are bounded.
Throughout the paper, we will assume that d € [—R, R]",
where R € N is the maximal possible displacement.

Interpolation model Since f is assumed to be smooth, its
values at non integer coordinates can be approximated from
the samples on the grid. Throughout the paper, we will as-
sume that

= [0

Jj=1

(7 — =) with () = (1 = |z[)+ ()

is the first order cardinal spline. For all z € [1,n], we let
u(-,z) € R™ denote the continuous interpolant of u. Alter-
native choices of interpolant with compact support (e.g. B-
splines) could be considered, but we will stick to piecewise
linear interpolation for simplicity.

3. RESOLUTION METHODS

In this section, we first review the approach proposed in [10]
and then introduce our contributions.

3.1. The existing methodology

In [10], the authors propose to recover the displacement d by
minimizing an energy inspired by the field of image registra-
tion. They suggest to solve:

inf G(d + F ) for F(

Jnf (d;) = Mu(-,j +d;) —v;llg

3

where || - ||, denotes the £?-norm, ¢ > 0 is an exponent typ-
ically living in the interval [0,2], A > 0 is a data fitting pa-
rameter and G(d) is a regularization term promoting specific
properties for the displacement d such as boundedness and
smoothness. The function F' measures the discrepancy be-
tween the odd lines and the lines directly above. We could
also add the term A||u(-, j + d;) — v;—1[|] in the definition of
F; to control the distance between the top and bottom neigh-
bors. This data fitting term was first suggested in [7]. An
empirical study led to the conclusion that values of g in the
interval [0.5, 1] provided the best reconstruction results.

The model (3) is a natural approach to estimate the dis-
placement d. It however suffers from two flaws. First the
mapping ¢ — u(-, j + t) is nonlinear, making the energy (3)
nonconvex, even for p > 1. Hence, nonlinear programming
methods can result in spurious local minimizers. Second, we
are interested in a setting where n is very large, making the
resolution numerically involved. The main contributions of
this work is to propose more efficient numerical alternatives.

3.2. A dynamic programming solver

Consider a classical H'! regularization:

_1) with G (z,2) = Mz — /).

The problem (3) can be then be attacked by using dynamic
programming, which consists in breaking the initial problem
in iteratively solving a sequence of simpler sub-problems.
Two possibilities are available: either we discretize the shifts
and apply discrete dynamic programming [11], or we don’t
and we can then turn to more recent continuous dynamic
programming [12], which is currently restricted to the cases
p = 2 or p = 1. In this work, we use the former by imposing
the displacements to live on a grid of step-size § = 1/10.
In what follows, we let s = [2R/4| denote the number of
possible labels for d;.

For this problem, we can sequentially construct the arrays:

Ey(dv) = Fi(dh)

Ej(d;) = Fj(d;) + min(Ej-1(dj—1) + G;(dj, dj-1))
The energy E; can be interpreted as the optimal cost function
restricted to the first j-terms, conditionally to the fact that the
j-th element has value d;. The global minimizer of (3) can
then be computed iteratively as:

d; = argmin E,,(d,,)
dn
dj = argmin E;(d;) + G;(dj, dj,,),j =n—1,..., 1.

d;

This approach has a complexity in O (max(mns,ns?)). The
cost is dominated by the construction of the n tables Fj.



Computing F(d;) for the s possible d; has a complexity
O(ms), while computing the minimum for each d; has a
complexity in O(s?).

3.3. A convexification method

The previous method is intrinsically sequential: the tables £
are constructed one after the other. Hence the parallelization
can only be used to evaluate the elementary functions F; of
cost O(m). The huge progress of massively parallel archi-
tectures make it tempting to consider faster alternatives. We
propose one based on a convex relaxation below.

Weight optimization The interpolation formula (2) reads
u(,j+d;) = vk — dj)uje + (kb +1—dj)ujip

for k = |d;]. In order to explain the relaxation, first remark
that the above equation can be rewritten as

R+1

u(hj+d) = > wkugk, )
k=—R—1

with w; , = ¢ (k — d;) and using the convention u; ;, = 0 for
k ¢ [1,n]. Above, we used the facts that |d;| < R and that
the interpolation kernel v is compactly supported to limit the
rangeof kto [-R — 1, R+ 1].

Letp = 2R+ 3and w = [wy,...,w,] € RP*" with
W; = (wg,j)—Rr—1<k<r+1 denoting the weights associated
to the interpolation of the j-th pixel. Let

Z(j) = [uj—R—la-n,uj-&-R-&-l] S Rm/pr’ 5)
denote a slice of u. A natural approach to look for the in-
terpolation weights w is to solve the following least squares
problems:

1

it 5lzews = vl ©)
Notice that the term z(;)w; above corresponds to a matrix-
vector product which performs the interpolation. In this for-
mula, we relaxed the constraint that there exists a shift d; such
that w;, = ¥(k — d;). This formulation has the following
assets: 1) the interpolation weights w; are optimized indepen-
dently from each other, ii) they are obtained by solving n lin-
ear systems of size p x p, leading to a complexity in O(np?).
It is however unclear whether this formulation allows recov-
ering the shifts. The following proposition answers positively
to this question.

Proposition 1. Assume that f(2i,2) = f(2i + 1, ) for all
x and i. Assume that the columns of z;) are linearly inde-
pendent. Then the unique solution of (6) satisfies w;[k] =

Y(k —dj).

Obviously, the assumption f(2i,z) = f(2i + 1, z) is un-
realistic and would make the problem pointless. Proposition
1 can however be refined to encompass differences between
adjacent lines, with a robustness to noise that depends on the
minimum singular value of zg)z(j). We do not detail this
point for lack of space. Most importantly, it shows that for
m > p, the formulation (6) should allow to recover the shifts.

In practice, this simple principle works approximately
well for m > p and allows to correctly estimate a few of
the shifts d;. However, the conditioning of zg;)z(j) cannot
be controlled uniformly over j (the image domain) since it
depends on the image contents. This advocates for the use of
regularization.

Weights regularization The two natural regularizers for
this problem are the following:
* The weights w; are nonnegative and sum to 1, i.e.

p
weW={weR" w,; >0, wa' =1,j}.
k=1

» The differences w; — w;;; between adjacent weights
should be small, suggesting to penalize a term of the form

n
D lwy = wjialls.
j=1

These considerations, lead to the following convex problem:

R(w) =

|~

n
1

wiélivj:l 3126w = Villz + AR(w). (7
It can be solved globally with standard optimization tech-
niques such as an accelerated projected gradient descent [13].
The downside is that the regularization led to a significant in-
crease of the problem size, since we now work with an p X n
variable instead of n independent problems of size p.

4. RESULTS

All codes were implemented in Python, running on an Intel
Xeon at 2.8Ghz. We used a single core, the default setting
under numpy.

To validate the proposed approaches, we simulated 3
different displacement functions d of amplitude 10.4 pixels
(Jitl: constant, Jit2: a parabola, Jit3: a piecewise quadratic
displacement) and applied them to two images: a cat of size
440 x 300 and a text of size 756 x 756.

Setting ¢ = 1 for the DP algorithm, we used the two pro-
posed approaches and the method from [10] to dejitter the
simulated shifted images. The results can be compared qual-
itatively in Fig 2, and quantitatively in Tables 1 and 2 where
we report the reconstruction SNR, the computing times, and
the SSIM for completeness.
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Fig. 2. Comparisons of the different algorithms on synthetic data.

(a) Original

(b) DP

(c) Relax

Fig. 3. Experiment on a crop of a real 10000 x 15000 image. This is a pancreatic tissue taken with the InnoQuant scanner. The

computing times were 226” for DP and 218” for Relax.

We can see that both proposed approaches are at least
twice faster than the reference [10]. The dynamic program-
ming approach provides the best signal to noise ratios con-
sistently, usually by a large margin. We conjecture that the
times for Relax could be further reduced by one or two or-
ders of magnitude with a clever implementation on a GPU for
instance. We did not follow this route since the computing
times were already sufficiently small for our application on
InnoQuant.

Jitl  Jit2  Jit3 ? Jitl  Jit2  Jit3 ?

[10] 399 370 339 046 | 189 223 203 1.2
DP 40.7 427 432 011 | 295 306 30.7 0.36
Relax | 36.8 37.1 382 025 | 265 269 26.1 047

Table 1. Reconstruction SNR in dB and mean times in sec-
onds for the cat (left) and the text (right).

Jitl  Jit2  Jit3 | Jitl  Jit2  Jit3
[10] 990 968 942 | 907 966 .946
DP 987 991 992 | 988 991 991
Relax | 969 970 976 | 971 975 .969

Table 2. Reconstruction SSIM for the cat (left) and the text
(right).

The results of both methods on real data can be compared
qualitatively Fig. 3. Both approaches provide real-time satis-
factory results.

5. CONCLUSION

As a conclusion, we proposed two effective and certified ap-
proaches to dejitter line scanning microscopy images. The
first one is based on dynamic programming and runs in linear
time. On our test examples, it seems to provide the best results
in terms of image quality. The second one is based on a relax-
ation approach, leading to a convex problem. The numerical
complexity is harder to describe, but it seems to provide a
better alternative if time is the first concern. Both approaches
are robust since they provide globally optimal solutions, con-
trarily to more standard nonlinear programming approaches.
We believe that a parallelization on the GPU could lead to a
real-time solution even for very large images. We leave this
aspect for a future prospect. The codes are freely available
at https://github.com/pierre-weiss/line_
scanning_microscopy_innopsys.
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