
HAL Id: hal-03806996
https://inria.hal.science/hal-03806996

Submitted on 8 Oct 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Pyramidal Signed Distance Learning for
Spatio-Temporal Human Shape Completion

Boyao Zhou, Jean-Sébastien Franco, Martin Delagorce, Edmond Boyer

To cite this version:
Boyao Zhou, Jean-Sébastien Franco, Martin Delagorce, Edmond Boyer. Pyramidal Signed Distance
Learning for Spatio-Temporal Human Shape Completion. 16th Asian Conference on Computer Vi-
sion(ACCV2022), Dec 2022, Macau SAR, China. �hal-03806996�

https://inria.hal.science/hal-03806996
https://hal.archives-ouvertes.fr


Pyramidal Signed Distance Learning for
Spatio-Temporal Human Shape Completion

Boyao Zhou1, Jean-Sébastien Franco1, Martin deLaGorce2, and Edmond
Boyer1

1 Inria-Univ. Grenoble Alpes-CNRS-Grenoble INP-LJK, France
{boyao.zhou, jean-sebastien.franco, edmond.boyer}@inria.fr

2 Microsoft. Cambridge, United-Kingdom
{martin.delagorce}@microsoft.com

Abstract. We address the problem of completing partial human shape
observations as obtained with a depth camera. Existing methods that
solve this problem can provide robustness, with for instance model-based
strategies that rely on parametric human models, or precision, with learn-
ing approaches that can capture local geometric patterns using implicit
neural representations. We investigate how to combine both properties
with a novel pyramidal spatio-temporal learning model. This model ex-
ploits neural signed distance fields in a coarse-to-fine manner, this in
order to benefit from the ability of implicit neural representations to
preserve local geometry details while enforcing more global spatial con-
sistency for the estimated shapes through features at coarser levels. In
addition, our model also leverages temporal redundancy with spatio-
temporal features that integrate information over neighboring frames.
Experiments on standard datasets show that both the coarse-to-fine and
temporal aggregation strategies contribute to outperform the state-of-
the-art methods on human shape completion.

1 Introduction

Completing shape models is a problem that arises in many applications where
perception devices provide only partial shape observations. This is the case with
single depth cameras which only perceive the front facing geometric information.
Completing the 3D geometry in such a situation while retaining the observed
geometric details is the problem we consider in this work. We particularly focus
on human shapes and take benefit of the camera ability to provide series of depth
images over time.

The task is challenging since different and potentially conflicting issues must
be addressed. Strong priors on human shapes and their clothing are required as
large shape parts are usually occluded in depth images. However, such priors
can in practice conflict with the capacity to preserve geometric details present
in the observations. Another issue lies in the ability to leverage information over
time with local geometric patterns that can be either temporally consistent or
time varying, as with folds on human clothing.
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Existing methods fall into two main categories with respect to their global
or local approach to the human shape completion problem. On the one hand,
model-based methods build on parametric human models which can be fitted to
incomplete observations, for instance SMPL [25] Dyna [39] or NPMs [34]. Ap-
proaches in this category can leverage strong priors on human shapes and hence
often yield robust solutions to the shape completion problem. However, para-
metric models usually impose that the estimated shapes lie in a low dimensional
space, which limits the ability to generalize over human shapes, in particular
when considering clothing. Another consequence of the low dimensional shape
space is that local geometric details tend to be filtered out when encoding shapes
into that space.

On the other hand, neural network based approaches, e.g. NDF [13], IF-
Net [12] or STIF [51], use implicit representations to model the observed surfaces.
Such representations give access to a larger set of shapes, although this set is still
bounded by the coverage in the training data. They also present better abilities
to preserve geometric details as they are, by construction in these approaches,
local representations. Besides, in contrast to model based methods, the local
aspect of the representation impacts the robustness with estimated shapes that
can often be spatially inconsistent.

In order to retain the benefit of local representations while providing better
robustness and spatial coherence we propose a novel hierarchical coarse-to-fine
strategy that builds on implicit neural representations [35,30]. This strategy
applies to the spatial domain as well as to the temporal domain. We investigate
the temporal dimension since redundancy over time can contribute to shape
completion, as demonstrated in [51]. This dimension naturally integrates into
the pyramidal spatio-temporal model we present. Our approach considers as
input consecutive depth images of humans in a temporal sequence and estimates
in turn a sequence of 3D distance functions that maps any point in the space
time cube covered by the input frames to its distance to the observed human
shape. This distance mapping function is learned over temporally coherent 3D
mesh sequences and through a MLP decoder that is fed with multi-scale spatio-
temporal features, as encoded from the input depth images. Our experiments
demonstrate the spatial and temporal benefit of the hierarchical strategy we
introduce with both local and global shape properties that are substantially
better preserved with respect to the state of the art.

The main contributions of this paper are, first, to show the benefit of a pyra-
midal architecture that aggregates a residual pyramid of features in the context
of implicit surface regression, and second, to propose a tailored training strategy
that exploits this residual architecture by using losses that are distributed at
each scale of the feature map both spatially and temporally. Code is released at
https://gitlab.inria.fr/bzhou/PyramidSpatioTempoHumanShapeComplete.git.
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2 Related Work

The set of methods proposed in the literature to estimate full human body
surfaces from a sequence of depth images can be broadly divided in 4 main cat-
egories: model-based methods, regression-based methods, dynamic fusion based
methods and hybrid methods. We detail here these different methods and discuss
their strengths and limitations.

Model-based methods build on learned parametric human models that are
fitted to incomplete observations. The parametric model generally represents a
3D undressed human with global shape and pose parameters. The surface can be
represented explicitly using a triangulated surface similarly to SMPL [4,25,36,46]
or Dyna [39], or implicitly using either a parameterized occupancy or a signed
distance function [34,5,18,6]. Model based methods that decouple the body shape
parameters from the pose like [25,34] can be used to efficiently exploit tempo-
ral coherence in a sequence by estimating a single shape parameter vector for
the whole sequence and different pose for each frame. The low dimensionality
of the parameterized space inherently limits the ability of these models to rep-
resent details such as clothing or hair present in the data. To model the details
beyond the parameterized space [38,29,2,3,8] add a cloth displacement map to
represent 3D dressed humans, which significantly improves the accuracy of the
reconstructed surface but often still impose some constraint on the topology of
the surface and thus do not allow to fully explain complex observed data.

Regression-based methods directly predict the shapes from the incom-
plete data. This allows to predict less constrained surfaces and keep more of the
details from the input data than model-based methods. The representation of the
predicted surface can be explicit [19,40,52] or implicit which allows for changes
in the topology [11,35]. This approach has been used for non-articulated objects
[24,30,47,33,37,13] and articulated human body [42,43,12,20,16,51,40]. The im-
plicit surface can be represented using a (truncated) signed distance function,
an unsigned distance function [13] or an occupancy function as in IF-Net [12].
Learning truncated signed distance functions tends to lead to more precise sur-
faces than learning occupancy, as the signed distance provides a richer supervi-
sion signal for points that are sampled near but not on the surface. One main
challenge with these approaches is to efficiently exploit the temporal coherence
to extract surface detail from previous frames.

Dynamic fusion approaches [31,17] are another classical set of approaches
that are neither model-based nor regression-based and which consist in tracking
point cloud correspondences, aligning point cloud in a non-rigid manner and
fusing the aligned point clouds into a single surface representation. This allows to
exploit temporal coherence to complete the surface in regions that are observed
in other frames in the sequence. Omitting strong priors on the human body
surface, either in the form of a model or a trained regressor (although human
prior can be used to help the tracking), these methods are able to retain specific
details of the observed surface but are also, consequently, not able to predict the
surface in regions that are not observed in any frame. These methods are also
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subject to drift and error accumulation when used on challenging long sequences
with fast motion and topological changes.

Hybrid methods that mix various of these approaches have been proposed
to combine their advantages. IP-Net [7] generates the implicit surface with [12]
and register the surface with SMPL+D [1,21] and thus inherits the limited abil-
ity of model based methods to represent geometric details. Function4D [50]
combines a classical dynamic fusion method with a post processing step to re-
pair holes in the surface using a learned implicit surface regression. While these
methods improve results w.r.t each of the combined methods, they still tend to
retain part of their drawbacks.

Exploiting temporal coherence is a main challenge for regression based
methods, as mentioned above. Using a pure feed-forward approach where a set
of frames is fed into the regressor becomes quickly unmanageable as the size of
the temporal window increases. Oflow [32] exploits the temporal coherence by
estimating a single surface for the sequence initial frame which is deformed over
all frames using a dense correspondence field conditioned on the whole sequence
inputs. This strategy enforces by construction temporal consistency, but it also
prevents temporal information to benefit to the shape model. STIF [51] addresses
the problem of temporal integration using a recurrent GRU [14,15] layer to
aggregate information. Such layer can however only be used at the low-resolution
features and hence surface details do not propagate from one frame to the next.

In this paper we suggest a pyramidal approach that can exploit both spatial
and temporal dimensions. Taking inspiration from pyramidal strategies applied
successfully to other prominent vision problems such as object detection [23],
multi-view stereo [48], 3D reconstruction [45] and optical flow [44] we devise a
method that aggregates spatio-temporal information in a coarse to fine manner,
propagating features from low to high resolution through up-sampling, concate-
nation with higher resolution features and the addition of residuals.

3 Network Architecture

We wish to compute the completion of a sequence of shapes observed from
noisy depth maps. These maps, noted D = {Dt}t∈{1,...,N }, provide a truncated
front point cloud of the human shape in motion. Our output, by contrast, is a
corresponding sequence of complete shapes encoded as a set of per-frame Trun-
cated Signed Distance functions, using neural implicit functions SDFt(p) with
t ∈ {1, . . . , N }, which can be each queried for arbitrary 3D points p = (x, y, z).
The surface can then be extracted using standard algorithms [26,22].

In the following, we explain how the SDFt(p) functions can be coded with a
network inspired from point cloud SDF networks [13,35], but which also jointly
leverages the analysis of small temporal frame subgroups of size K . Without loss
of generality we expose the framework for a given subgroup of frames {1, . . . ,K}
and drop the more general index N . We also propose a more general pyrami-
dal coarse-to-fine architecture to balance global information and local detail in
the inference, which was previously only demonstrated with explicit TSDF en-
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Fig. 1. Network Architecture. Data is processed in 3 phases: depth images are processed
with Spatio-Temporal Feature encoding backbone in §3.1 into three-level-feature maps.
These feature maps are latter aggregated with 3D convolution considering the temporal
dimension in the coarse-to-fine manner in §3.2. The aggregated feature map is used to
predict the signed distance field with MLP in §3.3.

codings for a different incremental reconstruction problem [45]. Our network is
articulated around three main phases represented in Fig. 1, a feature pyramid ex-
traction phase (§3.1), a pyramidal feature decoding phase (§3.2), and an implicit
surface decoding phase (§3.3), detailed as follows.

3.1 Spatio-Temporal Feature Encoding

To build a hierarchical inference structure, a time-tested pattern (e.g. [48,44])
is to build a feature hierarchy or feature pyramid [23] to extract various feature
scale levels. The recent literature [51] shows that a measurable improvement
to this strategy, in the context of temporal input images sequences, is to link
the coarsest layer in each input image’s pyramid with a bidirectional recurrent
GRU component [14,15], instead of building independent per-frame pyramids.
This allows the model to learn common global characteristics and their mutual
updates at a modest computational cost. We modify the backbone encoder U-
GRU [51] in order to hierarchically yield a set of per-frame feature maps Z0

t ,
Z1

t , Z
2
t at three levels of respectively high, mid and low resolutions, for each

input depth map Dt with t ∈ {1, . . . ,K}. In the rest of the discussion we will
only use temporal aggregates of each feature level Z0 = {Z0

t },Z1 = {Z1
t }, and

Z2 = {Z2
t } with t ∈ {1, . . . ,K}, such that we can denote their extraction:

{Z0 ,Z1 ,Z2} = Encode(D1, . . . ,DK), (1)

The feature map here contains 3 dimensions: x, y and t in the three different
levels of the pyramid. However, the coarsening is only done in the spatial domain
at this stage so that all scale feature maps contain the same number of frames
K. More details on these feature map’s dimensions are provided in Section 3.4.
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3.2 Pyramidal Feature Decoding

In the next stage, our goal is to allow the network to progressively decode and
refine spatio-temporal features of the sequence that will be used for TSDF de-
coding. To this goal, we first process the coarsest feature aggregate Z2 with a
full 3D (2D + t) convolution to extract a sequence feature F2 :

F2 = Conv3D(Z2 ). (2)

We then subsequently process the finer feature levels l ∈ {1, 0}, first by up-
sampling the previous-level sequence feature map in the spatial domain using
bilinear interpolation, noted U l, then concatenating it with the aggregate fea-
ture Zl as input to 3D convolutions, as shown in Fig. 1. The output of the 3D
convolutions is the residual correction of the previous-level aggregated feature,
echoing successful coarse-to-fine architectures [48,44]:

U l = Up-Sample(F l+1), (3)

F l = U l + Conv3D({U l,Z l}). (4)

3.3 Implicit Surface Decoding

The final high-resolution feature F0 obtained as output of the previous process
serves as a latent vector map, from which we sample a latent vector at a given
query point’s image coordinates. The selected latent vector is then decoded using
an MLP, and provides the TSDF value for that point. More formally, given a
query point (x, y, z) and a time frame t ∈ {1, . . . ,K} this signed distance func-
tion is computed by first sampling bi-linearly at the corresponding 2D location
(x, y) the slice F0

t of the high resolution 3D feature map that corresponds to
frame t of the temporal window. We can note this sampler f0t :

f
0
t (x, y) = B(F0

t ;x, y), (5)

After obtaining the queried feature vector in the high resolution scale, we
concatenate it with depth feature z. The signed distance function can then be
computed by

SDF0
t (x, y, z) = MLP(f0t (x, y), z), (6)

where an MLP is used to decode the TSDF value for a given pixel x, y, and frame
t of the high-resolution feature map, and an implicitly accounted z. Operational
details and constants are discussed in the next section and supplementary.

3.4 Implementation Details

We adapt U-Net [41]-like encoder [51] as backbone, for the purpose of hierarchical
learning, combined with GRU [14,15] for pyramidal feature extraction in §3.1.
Each 3D convolution block contains 3 convolutions layers with 3×3×3 kernels in
§3.2. We use zero padding spatially and temporally. In §3.3, the depth feature z
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is multiplied by 128 in order to get a similar activation ranges as the values in the
feature vector f0t (x, y). The final output layer of the MLP is activated with tanh
in order to bound the signed distance in the range [−1, 1]. The pre-computed
SDF is scaled with the factor of 75 and we set the truncate value as 1 in the
normalized space. In practice, this multiplication improves also the numerical
stability, otherwise the loss would be too small during the training. While it
would be possible to compute the inference results over an input sequence in a
sliding window fashion, for computational trade-off with quality we compute the
results on consecutive groups of K = 4 frames. A training batch is composed
of 4 × 5122 depth images and 4 × 2800 query points per scale for the SDF
evaluation. It takes 2.86 seconds with GPU memory footprint about 7.86GB for
a batch training.

4 Training Strategies

In the previous section, we discussed the network used and inference path for a
given set of K input frames. The same path can be used for supervised training,
but pyramidal architectures are usually trained with intermediate loss objectives
that guide the coarser levels. This is easy to do with a supervised loss when
the coarser objectives are just a down-sampled version of the expected result,
e.g. for object detection, depth map or optical flow inference [48,44]. A main
contribution of this paper is to show the benefit of such schemes with an implicit
representation of the surface reconstructed from a residual pyramid of features.
One of the key difficulties lies in characterizing the intermediate, lower resolution
contribution to the final result of coarser layers of the implicit decoder. To this
goal we present four training strategies, with several temporal and pyramidal
combinations, and discuss their ablation in the experiments. A visual summary
of these strategies is provided in Fig. 2.

4.1 Common Training Principles

We render depth maps of 3D raw scans from a training set to associate depth
maps observations to ground truth computed SDF values for a given set of query
points in the 3D observation space. Following general supervision principles of
implicit networks [42,51], we provide training examples for three groups: on-
surface points, points in the vicinity of the surface, and other examples uniformly
sampled over the whole observed 3D volume. On-surface training examples are
obtained simply by sampling ks vertices from ground truth 3D model and asso-
ciating them with SDF value 0. For surface vicinity points at any given time t,
as shown in Fig. 2, for each of the ks vertices, we randomly draw 4 training
points with their ground truth SDF values among points on a 26-point 3D grid
centered on a ground truth surface point, in which the closest projected grid
edge length matches the observed feature map pixel size, as illustrated in the
right most column in Fig.2. For the third, uniform point group, we randomly
draw ku sample training points covering the whole acquisition space, for which
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Fig. 2. Training strategy variants, from left to right: (a) temporal naive, (b) static
pyramidal, (c) temporal pyramidal and (d) spatio-temporal pyramidal. More detailed
explanations can be found in §4.3.

we provide the SDF to the ground truth surface. In our experiments, we keep
ks = 400 and ku = 800 constant regardless of training scenario.

4.2 Pyramidal Training Framework

For explicit pyramidal training, we need to supply ground truth SDFs for all lev-
els of the pyramid, including the coarser ones. To this goal, for a set of sampled
ground truth surface points at time t, we extend the set of surface-vicinity train-
ing samples by randomly drawing them from three different 26-point-grid cubes
centered on the ground truth surface point, instead of only one. Each of these
grid cubes corresponds to a network pyramid level feature F l

t with l ∈ {0, 1, 2}
and its closest projected grid edge length matches the finest feature map pixel
size F0

t . We still draw 4 samples at each feature level l, among the 26 possibilities.
For each of the ml query points pi = (xi, yi, zi) in the training batch, noting

its frame ti and pyramid level l, we generalize equations 5 and 6 to provide an
MLP decoding and training path of SDFs in the temporal window:

f lti(xi, yi) = B(F l
ti ;xi, yi) (7)

SDFl
ti(xi, yi, zi) = MLP(f lti(xi, yi), zi) (8)

Given the ground truth SDF value sli computed from ground truth 3D models
for every training point pi for level l, the loss can then be defined as:

L =
∑
l

λl
1

ml

ml∑
i=1

‖SDFl
ti(xi, yi, zi)− s

l
i‖2 (9)

where λ is the weight to balance the final loss, in practice we set λ0 = 4 for the
finest level, λ1 = 1 and λ2 = 0.1 for the coarsest level.
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4.3 Simpler Variants of the Pyramidal Approach

Based on the previous framework, various training variants can then be devised
by ablating the 2D+t convolutional pyramid training or the supervision of all
pyramid levels versus only limiting the loss to the finer level, as shown in Fig. 2.

– Static pyramidal variant.We use a simple training variant, by considering
single input frames K = 1 and consequently replacing 3D (2D+t) convolu-
tions by 2D convolutions, in effect keeping the aggregation from each single
feature map Z0 , Z1 , and Z2 decoded from the input feature pyramid to the
corresponding F0 , F1 , and F2 . The pyramid is trained including training
samples for all pyramid levels F l in the loss L from (9). The static pyramidal
baseline is illustrated in Fig. 2(b).

– The temporal naive variant keeps the (2D+t) convolutions for a temporal
frame group t ∈ {1, . . . ,K} but only supervises the finest pyramid level.

– The temporal pyramidal variant includes the loss terms for all 3 pyramid
levels, and uses unmatched, untracked randomized sample training points in
each frame of the processed temporal frame group. The temporal naive and
temporal pyramidal variants are illustrated respectively in Fig. 2(a) and (c).

4.4 Full Spatio-Temporal Pyramidal Training

While the previous pyramidal variants account for spatial hierarchical aspects in
training, no component in the previous training schemes accounts for hierarchical
temporal aggregation or weak surface motion priors in the training losses. One
would expect such terms to help the training balance global spatio-temporal
aspects against local spatio-temporal details for the underlying surface in motion.

Here we propose a temporal coarse-to-fine spatio-temporal training supervi-
sion for K = 4 time frames, extending the previous temporal pyramidal variant.
In this training strategy we add gradual pooling of the queried features from
feature maps F l

t to provide 4 supervision signals at the finer level with map F0 ,
2 supervision signals at the mid-level F1 from frame groups 1, 2 and 3, 4, and
one signal global to the sequence for the coarsest level F2 , averaging the feature
over all 4 frames. At training time, for a point p = (x, y, z) among the uniform
group of training points, this can be done simply by retrieving the four features
in the four temporal maps corresponding to point p in the coarse map F2 and
the two averages by retrieving the two features from temporal frames 1, 2 and 3,
4 respectively. To perform this in a meaningful way for points on and at the vicin-
ity of the surface however, the features pooled temporally should be aggregated
from a coherent point trajectory in the temporal sequence. For this we leverage
training datasets for which a temporal template fitting is provided (e.g. with
SMPL [25]) to work with temporally registered vertices. Intuitively, this allows
the proposed network to account for a weak prior on underlying point trajectory
coherence when producing estimated SDF sequences at inference time.

To formalize this sampling strategy we can first denote vti the 3D position
of the ith vertex in the temporal registered model in frame t. Then, similarly to
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what is done in Section 4.2, each of the query points p1i generated in the vicinity
to the surface in the first frame is obtained by choosing a point on a 26-point 3D
grid centered around a vertex of index v1i on the fitted ground truth model in the
first frame. However instead of sampling the query point independently for each
of the 4 frames in the temporal window, we reuse the same vertex indices and the
same offset w.r.t to that vertex throughout the 4 frames to obtain query points
(pti)

4
t=1 along a trajectory that follows the body motion. i.e. pti = vti+p

1
i −v1i . We

can then formalize the averaging of the features extracted across several frames
in a set S using the point trajectories (pti)t∈S as:

f
l

{S} =
1

|S|
∑
t∈S

f lt(x
t
i, y

t
i) (10)

with pti = (xti, y
t
i , z

t
i). As shown in Fig. 2(d), for each point sample we use

features f
2

{1,2,3,4} to compute a low-level loss and the features f
1

{1,2} and f
1

{3,4}
to compute two mid-level losses. For each of these pooled features, we use the
mean of the point’s ground truth SDFs as supervision signal after MLP decoding.

5 Experiments

Fig. 3. Shape completion on CAPE. (a) front-view partial scan. Completion with: (b)
our static pyramidal method, (c) our spatio-temporal method.

We provide quantitative and qualitative comparisons on real-world scan data.
In particular, we discuss the results of the different training strategies introduced
in §4. We also show numerical comparisons, on raw scan data, between our
method and both learning-based method and model-based methods.

5.1 Dataset

Focusing on dynamic human shape completion, we collect data from the CAPE [27]
dataset for dressed humans with different clothing styles for characters, and the
DFAUST [9] dataset for undressed humans, as in competitive methods [34,51].
Both are captured at 60fps and provide temporally coherent mesh sequences
alongside the raw scan data. We render depth images in resolution 5122 from
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the raw scans in order to preserve the measurement noise. We also pre-compute
pseudo ground-truth signed distances using the mesh models to avoid topological
artifacts present in the raw data. Meshes in these datasets are actually obtained
by fitting the SMPL [25] model to the raw scan data. However, thanks to the
local reasoning, our network tries to capture the partwise space spanned by the
local geometric patterns from the fitted models and is agnostic to the associated
shapewise parametric space, here SMPL.

Data CAPE DFAUST
Method IoU ↑ Chamfer-L1 ↓ IoU ↑ Chamfer-L1 ↓

(i) naive temporal (a) 0.777 0.174 0.858 0.115
(ii) static pyramidal (b) 0.788 0.172 0.871 0.112

(iii) temporal pyramidal (c) 0.808 0.182 0.873 0.118
(iv) spatio-temporal pyramidal (d) 0.839 0.161 0.898 0.103
(v) spatio-temporal occupancy 0.800 0.168 0.872 0.109

Table 1. Pyramidal Approach Variants. Spatial completion with IoU and Chamfer-L1
distances (×10−1) in the real 3D space.

5.2 Training Protocol

We follow the training protocol of [51]. We take 2 male and 2 female characters
from each dataset, in total 8 characters. Each character performs 3 or 4 motion
styles, in total there are 28 motion sequences. 6 sub-sequences with 4 frames
are extracted in each motion sequence. We consider 4 consecutive frames as it
experimentally proved to be a good trade-off between quality and computational
cost. In addition, the 4-frame training sub-sequences are built with two dura-
tions: short and long. Note that we only train one model for the characters in
the two datasets and short as well as long sub-sequences.

5.3 Ablation and Variants Comparison

We validate our method by testing the different variants of §4 on 152 frames from
new released CAPE data and 100 frames of two unseen identities from DFAUST
in Tab. 1. Our evaluation metrics are Intersection over Union(IoU) and Chamfer-
L1 distance. These results show that the spatio-temporal pyramidal training
strategy in §4.4 and illustrated in Fig. 2(d) yields the best results. In Tab. 1, from
row(i) to row(iii), the pyramidal training is more effective than the naive training.
In row(iv), we leverage the coarse-to-fine strategy not only spatially but also
temporally and obtain the improvement from row(ii) to row(iv), especially for the
more difficult case of clothed humans with the CAPE dataset. Comparing row(iv)
and (v) highlights the effectiveness of our neural signed distance representation
with respect to occupancy. In order to better illustrate the contribution of the
temporal information, Fig. 3 shows how the spatio-temporal pyramidal model
can correct artefacts still present with the static pyramidal.
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Fig. 4. Static Shape completion, top two identities are from CAPE and bottom two are
from DFAUST. From left to right, (a) front-view partial scan, completion with (b) 3D-
CODED [19], (c) IF-Net [12] and (d) our method. We set the maximum reconstruction
to ground truth Chamfer-L1 distance as 2cm for heatmaps.

5.4 Learning-based Method Comparisons

Baselines We first compare our method with learning-based baselines in the
following categories: 1. Static methods as 3D-CODED [19], ONet [30], BPS [40],
IF-Net [12] and 2. Dynamic methods as OFlow [32] and STIF [51]. 3D-CODED
and BPS are point-based methods which take point cloud as input and output
the template-aligned mesh. ONet, IF-Net, OFlow and STIF-Net are implicit
function learning methods as ours. IF-Net relies on the 3D convolution so it pre-
processes the partial observation input into voxel grid. And STIF-Net inputs the
depth image as ours. To fairly compare with IF-Net and STIF-Net, we use the

Data CAPE DFAUST
Method IoU ↑ Chamfer-L1 ↓ IoU ↑ Chamfer-L1 ↓

3D-CODED [19] 0.455 0.591 0.578 0.347
ONet [30] 0.488 0.476 0.604 0.340
IF-Net [12] 0.853 0.121 0.876 0.107
BPS [40] - - 0.761 0.197
OFlow [32] - - 0.740 0.231
STIF [51] 0.834 0.113 0.865 0.104

ours 0.880 0.100 0.914 0.092
Table 2. Comparison with learning-based methods with IoU and Chamfer-L1 distances
(×10−1) in the real 3D space on [51] benchmarck.
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same resolution of input. The final mesh surface is extracted from 2563 grid with
marching cubes [22,26].

Results We follow the evaluation protocol of STIF-Net [51], evaluating on 9
characters, including 2 unseen ones w.r.t. training data, with Intersection over
Union(IoU) and Chamfer-L1 distance. In Tab 2, we improve both IoU and
Chamfer-L1 distance on both datasets. We would like to highlight the bene-
fit from 2 aspects: the dynamic modeling and the pyramidal learning strategy.
In Fig. 4, our method largely improves the qualitative results from the static
methods, especially for detail preservation. Our pyramidal learning strategy still
retains more detail than dynamic state-of-the-art [51], the wrinkle, face details
and it could correct some artifacts, e.g. hand, leg in Fig. 5.

5.5 Model-based Method Comparisons

Baselines We compare with model-based methods OpenPose [10]+SMPL [25],
IP-Net [7] and NPMs [34]. Such methods require a latent space optimization pro-
cess. For more details, IP-Net extracts the surface from partial observation in-
put with learning-based method [12], then optimizes the SMPL+D [1,21] model
parameters to fit the surface. NPMs learns the neural parameter model from
real-world data and synthetic data and optimize such parameters to fit the par-
tial observation during inference. Note that IP-Net [7] and NPMs [34] train on
45000 frames from not only CAPE, but also from the synthetic data Deform-
ingThings4D [49] and motion capture data AMASS [28], while we train on 1344
frames from the real scan data of CAPE and DFAUST only.

Results We follow the evaluation protocol of NPMs [34] on 4 identities in 2
cloth styles with IoU and Chamfer-L2 distance. In Tab. 3, our method improves
the numeric result on IoU but not on the Chamfer-L2 loss. One may note that
since our method is devoid of a parametric or latent control space, it has more
freedom to reconstruct details, see Fig. 5. NPMs improves over a first inference
phase by using a latent-space optimization which specifically minimizes for an L2
surface loss. Thus, NPMs is slightly better than ours on Chamfer-L2 metric but
increases the inference time. While lacking such a stage, the results produced
by our method are still observed to be generally competitive with the latter
optimization methods.

Method IoU ↑ Chamfer-L2 ↓
OpenPose+SMPL 0.68 0. 243

IP-Net [7] 0.82 0. 034
NPMs [34] 0.83 0.022

ours 0.89 0.029
Table 3. Comparison with model-based methods with IoU and Chamfer-L2 distances
(×10−3) for CAPE in the normalized space on [34] benchmark. Reuse the table of [34].
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Fig. 5. Motion completion on CAPE(left) and DFAUST(right) datasets. From left to
right, (a) front-view partial scan, completion with (b1) NPMs [34], (b2) OFlow [32], (c)
STIF [51] and (d) our method. We set the maximum reconstruction to ground truth
Chamfer-L1 distance as 2cm for heatmaps.

6 Conclusion

We propose in this paper a complete framework for coarse-to-fine treatment and
training of implicit depth completion from partial depth maps. We demonstrate
the substantial quality improvement that can be obtained by using an architec-
ture that proposes a residual pyramid of features in the context of implicit surface
regression and a corresponding tailored training strategy which distributes losses
at each scale of the feature map both spatially and temporally. The proposed
architecture benefits from the temporal consistency and allows to preserve the
high-frequency details of the surface. This result suggests the applicability of
such implicit pyramid schemes for other problems in the realm of 3D vision and
reconstruction.
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