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#### Abstract

This work proposes a new finite element for the mixed multiscale hybrid method (MHM) applied to the Poisson equation with highly oscillatory coefficients. Unlike the original MHM method, multiscale bases are the solution to local Neumann problems driven by piecewise continuous polynomial interpolation on the skeleton faces of the macroscale mesh. As a result, we prove the optimal convergence of MHM by refining the face partition and leaving the mesh of macroelements fixed. This property allows the MHM method to be resonance free under the usual assumptions of local regularity. The numerical analysis of the method also revisits and complements the original approach proposed by D. Paredes, F. Valentin and H. Versieux (2017). A numerical experiment evaluates the new theoretical results.


## 1. Introduction

Multiscale finite element methods approximate the solution of differential equations with heterogeneous coefficients on coarse partitions, becoming an attractive alternative to classical finite element methods requiring very fine meshes. Since the seminal work [5], there has been a vast literature on the subject, such as the variational multiscale method (VMS) [19], the multiscale finite element method (MsFEM) and its generalization (GMsFEM) [12], the (Petrov-)Galerkin enriched method (GEM and PGEM) [1, 14], the heterogeneous multiscale method (HMM) [28], multiscale mortar method [4], the local orthogonal decomposition (LOD) method [22], the hybrid localized spectral decomposition (LSD) method [21], and the hybrid higher order multiscale (MsHHO) method [10], to cite a few. The main idea of multiscale methods is replacing polynomial approximation spaces with space spam by basis function computed from independent partial differential problems at the element level. As a result, the multiscale methods become precise on coarse meshes while parallel facilities handle the overhead computation due to basis functions computations.

[^0]The MHM method is an example of a multiscale finite element method that was originally proposed in [17, 2] (see [18] for an abstract framework). It is a by-product of a hybrid formulation that starts at the continuous level placed in a partition, which characterizes the exact solution in local and global contributions. When discretized, decouples the local and the global problems. The global formulation is responsible for the degrees of freedom over the skeleton of the coarse partition, and the local problems provide the multiscale basis functions. The original MHM method relates to other multiscale methods like the MsHHO method (c.f. [8]), for example, and has variants that extend it to handle polygonal meshes [6] and preserve conservation properties locally [11].

The a priori error analysis provided in the seminal work [3] showed that the MHM method is optimally convergent with respect to the discretization parameter $H$. These error estimates are useful in the $H \leq \varepsilon$ regime, where $\varepsilon$ is the oscillatory frequency. Then, the numerical analysis of the MHM method was extended to the asymptotic regime of $H \gg \varepsilon$ in [23]. For that, [23] considered discontinuous polynomial interpolation for the Lagrange multiplier on the faces of $\mathcal{T}_{H}$ a partition of $\Omega$. This led to the following estimate in the simplest interpolation case (constant on faces)

$$
\begin{equation*}
\left\|u^{\varepsilon}-u_{H}^{\varepsilon}\right\|_{1, \tau_{H}}=O\left(\left(\frac{\varepsilon}{H}\right)^{1 / 2}+H\right) \tag{1}
\end{equation*}
$$

where $\|\cdot\|_{1, \mathcal{T}_{H}}$ is the $H^{1}$-broken norm, and the exact and approximate solutions are $u^{\varepsilon}$ and $u_{H}^{\varepsilon}$. Note that the estimate (1) differs from that claimed in [23] as it includes the resonance error $O\left(\left(\frac{\varepsilon}{H}\right)^{1 / 2}\right)$. So, the first objective of the present work is to revisit the analysis in [23] and demonstrate that the main error is, in fact, given by (1). This is done by correcting the proposed asymptotic expansion estimate in [23, Theorem 1]. In the process, we fill in the gap in [23, Theorem 1] by providing the details of the proof in the case of local Neumann-type problems.

Motivated by (11), the present work proposes a new multiscale finite element for the Poisson equation with oscillatory coefficients within the class of MHM methods. It extends the numerical analysis given in [23] to prove that the solution of the MHM method converges when we adopt piecewise continuous polynomial interpolation on faces to approximate the Lagrange multiplier. Notably, we prove that the MHM method, with continuous polynomial interpolation on faces, yields an error estimate of the form

$$
\begin{equation*}
\left\|u^{\varepsilon}-u_{H}^{\varepsilon}\right\|_{1, \tau_{H}}=O\left(\left(\frac{\varepsilon}{H}\right)^{1 / 2}+h\right) \tag{2}
\end{equation*}
$$

where $h$ is the diameter of the face partitions. Interestingly, the estimate (2) indicates that the MHM method is indeed without resonance as claimed in [23] if the space-based
refinement strategy is adopted (e.g. $h \rightarrow 0$ for a fixed $H$ ). A numerical test confirms the theoretical findings.

The outline of this work is the following: Section 2 presents the model and notations and revisits the asymptotic results first presented in [23]. Section 3 defines the MHM method, and Section 4 provides the error analysis. The numerics are in Section 5 and conclusions in Section 6. The proof of the asymptotic result correcting [23][Theorem 1] is in the appendix.

## 2. The model and asymptotics

2.1. The model. Let $\Omega \subset \mathbb{R}^{d}, d \in\{2,3\}$, be an open and bounded domain, with Lipschitz boundary $\partial \Omega:=\partial \Omega_{D} \cup \partial \Omega_{N}$. The elliptic problem consists of finding $u_{\varepsilon}$ the solution of

$$
\begin{align*}
& -\nabla \cdot\left(\mathcal{A}_{\varepsilon} \nabla u_{\varepsilon}\right):=-\frac{\partial}{\partial x_{i}}\left(a_{i j}(\boldsymbol{x} / \varepsilon) \frac{\partial}{\partial x_{j}} u_{\varepsilon}\right)=f \quad \text { in } \Omega,  \tag{3}\\
& u_{\varepsilon}=g \quad \text { on } \partial \Omega_{D} \quad \text { and } \quad \mathcal{A}_{\varepsilon} \nabla u \cdot \boldsymbol{n}=b \quad \text { on } \partial \Omega_{N},
\end{align*}
$$

where $\mathcal{A}_{\varepsilon}(\boldsymbol{x})=\mathcal{A}(\boldsymbol{x} / \varepsilon)=\left(a_{i j}(\boldsymbol{x} / \varepsilon)\right)$ is a symmetric positive definite matrix. Here $\varepsilon \in(0,1)$ is the (small) parameter controlling the fine scale oscillations of the physical coefficient, $g \in H^{1 / 2}\left(\partial \Omega_{D}\right), \boldsymbol{n}$ represents the unit outward normal vector on $\partial \Omega, b \in H^{-1 / 2}\left(\partial \Omega_{N}\right)$, and $f \in L^{2}(\Omega)$ (these spaces having their usual meaning), and $\boldsymbol{x}:=\left(x_{j}\right)$ is a typical point in $\Omega$. Above, and throughout the paper, the indices $i, j$ run from $1, . ., d$, even when not explicitly mentioned, and we employ the Einstein summation convention, i.e., repeated indices indicate summation.

We also assume that $a_{i j} \in L_{\text {per }}^{\infty}(Y)$, i.e., $a_{i j} \in L^{\infty}\left(\mathbb{R}^{d}\right)$ and it is $Y$-periodic, $Y:=(0,1)^{d}$, and there exist positive constants $\gamma_{a}$ and $\gamma_{b}$ such that

$$
\begin{equation*}
\gamma_{a}|\boldsymbol{\xi}|^{2} \leq a_{i j}(\boldsymbol{y}) \xi_{i} \xi_{j} \leq \gamma_{b}|\boldsymbol{\xi}|^{2} \quad \text { for all } \boldsymbol{\xi}:=\left\{\xi_{i}\right\} \in \mathbb{R}^{d} \text { and } \boldsymbol{y} \in Y, \tag{4}
\end{equation*}
$$

where |.| represents the Euclidean norm. In the case $\partial \Omega_{D}=\emptyset$, we also assume that the following compatibility condition holds

$$
\begin{equation*}
\int_{\Omega} f d \boldsymbol{x}=\int_{\partial \Omega} b d \boldsymbol{s} \tag{5}
\end{equation*}
$$

2.2. Broken spaces and norms. We note by $d_{\Omega}$ the side of the maximum square (or cube in 3D) contained in $\Omega$, and $L_{\Omega}$ is the length of $\partial \Omega$ in the 2 D case (or area in 3D). Let $B \subset \mathbb{R}^{d}$ be an open set. We define

$$
\|v\|_{m, \infty, B}:=\max _{|\alpha| \leq m}\left\{\text { ess. } \sup _{\boldsymbol{x} \in B}\left|\partial^{\alpha} v(\boldsymbol{x})\right|\right\} \text { and }|v|_{m, \infty, B}:=\max _{|\alpha|=m}\left\{\operatorname{ess} . \sup _{\boldsymbol{x} \in B}\left|\partial^{\alpha} v(\boldsymbol{x})\right|\right\},
$$

and for $1 \leq q<\infty$

$$
\|v\|_{m, q, B}:=\left(\int_{B} \sum_{|\alpha| \leq m}\left|D^{\alpha} v\right|^{q} d \boldsymbol{x}\right)^{1 / q} \text { and }|v|_{m, q, B}:=\left(\int_{B} \sum_{|\alpha|=m}\left|D^{\alpha} v\right|^{q} d \boldsymbol{x}\right)^{1 / q}
$$

We define the broken (semi-)norms related to a partition $\mathcal{T}_{H}$ of $B$ in elements $K$, with diameter $H>0$, by

$$
\|v\|_{m, q, \mathcal{T}_{H}}:=\left(\sum_{K \in \mathcal{T}_{H}}\|v\|_{m, q, K}^{2}\right)^{1 / 2} \quad \text { and } \quad|v|_{m, q, \mathcal{T}_{H}}:=\left(\sum_{K \in \mathcal{T}_{H}}|v|_{m, q, K}^{2}\right)^{1 / 2}
$$

and the norm in the $H(\operatorname{div} ; \mathrm{B})$ space, i.e., the space of functions belonging to $\left(L^{2}(B)\right)^{d}$ with divergence also in $L^{2}(B)$, by

$$
\|\boldsymbol{\sigma}\|_{\mathrm{div}, B}:=\left(\int_{B}|\boldsymbol{\sigma}|^{2} d \boldsymbol{x}+\int_{B}|\nabla \cdot \boldsymbol{\sigma}|^{2} d \boldsymbol{x}\right)^{1 / 2}
$$

Also, we simplify the notation with respect to the norms of a vector function $\chi$ with components $\chi^{j}$ by setting

$$
\|\boldsymbol{\chi}\|_{s, p, Y}:=\max _{1 \leq j \leq d}\left\|\chi^{j}\right\|_{s, p, Y}
$$

Hereafter, we do not make reference to the domain $B$, or to the coefficient $q$ when $B=\Omega$, or $q=2$, respectively. In what follows, $c$ denotes a generic constant independent of $\varepsilon$ and $H$, although it may change in each occurrence.
2.3. Asymptotics of $u_{\varepsilon}$. The convergence analysis of the method is based on an asymptotic expansion of $u_{\varepsilon}$. For that, we assume throughout this work that

$$
\begin{equation*}
d_{\Omega}>c \varepsilon \tag{6}
\end{equation*}
$$

where the constant $c>1$ is of order one. Here, we focus on the first order asymptotic expansion approximation, and then, we recall that $u_{\varepsilon}$ is approximated by

$$
\begin{equation*}
u_{\varepsilon}^{1}(\boldsymbol{x}):=u_{0}(\boldsymbol{x})+\varepsilon \sum_{j=1}^{n} \chi^{j}(\boldsymbol{x} / \varepsilon) \partial_{x_{j}} u_{0}(\boldsymbol{x}), \tag{7}
\end{equation*}
$$

where $\chi^{j}$ are the solutions of cell problems. More precisely, $\chi^{j} \in H_{\mathrm{per}}^{1}(Y)$, i.e., $\chi^{j} \in$ $H_{l o c}^{1}\left(\mathbb{R}^{d}\right)$ and $Y$-periodic, is the weak solution with zero mean value on $Y$ of

$$
\begin{equation*}
\nabla_{y} \cdot \mathcal{A}(\boldsymbol{y}) \nabla_{\boldsymbol{y}} \chi^{j}=\nabla_{\boldsymbol{y}} \cdot \mathcal{A}(\boldsymbol{y}) \nabla_{\boldsymbol{y}} y_{j}=\frac{\partial}{\partial y_{i}} a_{i j}(\boldsymbol{y}), \tag{8}
\end{equation*}
$$

where $\boldsymbol{y}:=\boldsymbol{x} / \varepsilon$ with coordinates $\left(y_{j}\right)$. Denote $\mathcal{A}_{0}$ the symmetric positive definite matrix

$$
\begin{equation*}
\mathcal{A}_{0}:=\left(a_{i j}^{0}\right), a_{i j}^{0}:=\frac{1}{|Y|} \int_{Y} a_{l m}(\boldsymbol{y}) \frac{\partial}{\partial y_{l}}\left(y_{i}-\chi^{i}\right) \frac{\partial}{\partial y_{m}}\left(y_{j}-\chi^{j}\right) d \boldsymbol{y} . \tag{9}
\end{equation*}
$$

Then, the function $u_{0} \in H^{1}(\Omega)$ is the weak solution of the following homegenized problem (see [23, 20] for more details)

$$
\begin{array}{ll} 
& -\nabla \cdot\left(\mathcal{A}_{0} \nabla u_{0}\right)=f \quad \text { in } \Omega,  \tag{10}\\
u_{0}=g & \text { on } \partial \Omega_{D}, \quad \mathcal{A}_{0} \nabla u_{0} \cdot \boldsymbol{n}=b \quad \text { on } \partial \Omega_{N} .
\end{array}
$$

The next theorem addresses the error estimate between $u_{\varepsilon}$ and $u_{\varepsilon}^{1}$ and the fundamental question of the dependence of the constants in terms of the domain $\Omega$. Its proof is postponed to the appendix.

Theorem 1 (Asymptotic convergence). Let $u_{\varepsilon}$ be the solution of problem (3), and $u_{0}$ and $u_{\varepsilon}^{1}$ be defined by equations (10) and (7), respectively. Assume (6) holds and

$$
\begin{equation*}
u_{0} \in H^{2}(\Omega) \quad \text { and } \quad \chi^{j} \in W_{p e r}^{1, q}(Y) \quad \text { with } q>d \tag{11}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\left\|u_{\varepsilon}-u_{\varepsilon}^{1}\right\|_{1} \leq c\left(p^{\prime}\right)\left[\varepsilon+\left(\frac{L_{\Omega} \varepsilon}{|\Omega|}\right)^{1 / 2-1 / p^{\prime}}\right]\left(1+L_{\Omega}\right)\|\boldsymbol{\chi}\|_{1, q, Y}\left\|u_{0}\right\|_{2} \tag{12}
\end{equation*}
$$

where $2<p^{\prime}<K_{d}$ with

$$
\begin{cases}K_{d}=\infty, & \text { if } d=2  \tag{13}\\ K_{d}=2 d /(d-2) & \text { if } d>2\end{cases}
$$

Also, the constant $c\left(p^{\prime}\right)$ depends on $p^{\prime}$, and $c\left(p^{\prime}\right) \rightarrow \infty$ when $p^{\prime} \rightarrow K_{d}$, and they may depend on the cone property of $\Omega$, but they do not depend on the size of $\Omega$ when $\Omega$ is a convex domain.

Remark 2 (Revising Theorem 1 in [23]). The Theorem 1 above corrects [23]/Theorem 1], in the sense that (12) contains a dependency of $\Omega$. Notably, we get

$$
c\left(p^{\prime}\right)\left(\frac{L_{\Omega} \varepsilon}{|\Omega|}\right)^{1 / 2-1 / p^{\prime}} \text { rather than } \quad c\left(p^{\prime}\right)\left(L_{\Omega} \varepsilon\right)^{1 / 2-1 / p^{\prime}}
$$

Furthermore, the proof of the Theorem 1 (see appendix) details the estimation for Neumann problems that complements the results in [23].

## 3. The MHM method

The MHM method introduced in [3] is revisited in this section in the context of continuous polynomial interpolation on faces.
3.1. Partitions and broken finite spaces. Let $\mathcal{T}_{H}$ be a regular triangulation of $\Omega$ characterised by $H:=\max _{K \in \mathcal{T}_{H}} h_{K}$, where given element $K \in \mathcal{T}_{H}, h_{K}=\operatorname{diam}(K)$. Without loss of generality, we shall use hereafter the terminology employed for three-dimensional domains. The collection of all faces $E$ in the triangulations, with diameter $h_{E}$, is denoted by $\mathcal{E}$. To each $E \in \mathcal{E}$, a normal $\boldsymbol{n}$ is associated, taking care to ensure this is directed outward on $\partial \Omega$. For each $K \in \mathcal{T}_{H}, \boldsymbol{n}^{K}$ indicates the outward normal on $\partial K$, and we adopt the notation $\boldsymbol{n}_{E}^{K}:=\left.\boldsymbol{n}^{K}\right|_{E}$ for each $E \subset \partial K$. We also introduce $\left\{\mathcal{E}_{h}\right\}_{h>0}$ a family of regular partition of $\mathcal{E}$ wherein each $E \subset \mathcal{E}$ is decomposed into sub-faces $F$ of length $h_{F}$, and we collect the faces of $F \subset \partial K$ in $\mathcal{E}_{h}^{K}$. We set $h:=\max _{F \in \mathcal{E}_{h}} h_{F}$. We emphasise that each face $E \subset \mathcal{E}$ has its own family of partitions independent of one another.

Consider the decomposition

$$
V:=H^{1}\left(\mathcal{T}_{H}\right)=V_{0} \oplus V_{0}^{\perp},
$$

where $V_{0}$ is defined by

$$
V_{0}:=\left\{v \in L^{2}(\Omega): v_{K} \text { is constant on } K \in \mathcal{T}_{H}\right\}
$$

where $v_{D}:=\left.v\right|_{D}$ and $D$ is any measurable set, and $V_{0}^{\perp}$ is the orthogonal complement of $V_{0}$ with respect to the $L^{2}$ product, i.e., functions $v$ in $V$ such that $v_{K} \in L_{0}^{2}(K)$. Also, set

$$
\begin{equation*}
\Lambda:=\left\{\left.\boldsymbol{\sigma}_{K} \cdot \boldsymbol{n}^{K}\right|_{\partial K}: \boldsymbol{\sigma} \in H(\operatorname{div} ; \Omega), \quad \forall K \in \mathcal{T}_{H}\right\} \tag{14}
\end{equation*}
$$

With the notation

$$
(w, v)_{\mathcal{T}_{H}}:=\sum_{K \in \mathcal{T}_{H}}\left(w_{K}, v_{K}\right)_{K},
$$

for all $w, v \in L^{2}(D)$, where $(\cdot, \cdot)_{D}$ stands for the $L^{2}$ inner product over $D$, we equip $L^{2}(D)$ with the induced norm $\|\cdot\|_{0, D}$. Also, we define the broken gradient operator $\nabla_{H}: V \rightarrow$ $L^{2}(\Omega)$ as such, for all $v \in V$,

$$
\left.\left(\nabla_{H} v\right)\right|_{K}:=\nabla v_{K} \quad \text { for all } K \in \mathcal{T}_{H}
$$

With such a notation, $V$ space is equipped with the norm induced by the inner product

$$
\begin{equation*}
(w, v)_{V}:=d_{\Omega}^{-2}(w, v)_{\mathcal{T}_{H}}+\left(\nabla_{H} w, \nabla_{H} v\right)_{\mathcal{T}_{H}}, \tag{15}
\end{equation*}
$$

where $d_{\Omega}$ is the diameter of $\Omega$. We define the following norm in the broken space $V$

$$
\begin{equation*}
\|v\|_{V}^{2}:=\sum_{K \in \mathcal{T}_{H}} d_{\Omega}^{-2}\left\|v_{K}\right\|_{0, K}^{2}+\left\|\nabla v_{K}\right\|_{0, K}^{2} \quad \text { for all } v \in V \tag{16}
\end{equation*}
$$

We equip the spaces $H(\operatorname{div} ; \Omega)$ and $\Lambda$ with the norms,

$$
\begin{align*}
\|\boldsymbol{\sigma}\|_{\text {div }, \Omega}^{2} & :=\sum_{K \in \mathcal{T}_{H}}\left(\left\|\boldsymbol{\sigma}_{K}\right\|_{0, K}^{2}+d_{\Omega}^{2}\left\|\nabla \cdot \boldsymbol{\sigma}_{K}\right\|_{0, K}^{2}\right),  \tag{17}\\
\|\mu\|_{\Lambda} & :=\inf _{\substack{\boldsymbol{\sigma} \in H(\text { div }, \Omega) \\
\boldsymbol{\sigma}_{K} \cdot \boldsymbol{n}_{K}=\mu \text { on } \partial K, K \in \mathcal{T}_{H}}}\|\boldsymbol{\sigma}\|_{\text {div }, \Omega} . \tag{18}
\end{align*}
$$

The duality pairing between $H^{-1 / 2}(\partial K)^{d}$ and $H^{1 / 2}(\partial K)^{d}$ is $\left(\mu_{K}, v_{K}\right)_{\partial K}$, and we define

$$
(\mu, v)_{\partial \mathcal{T}_{H}}:=\sum_{K \in \mathcal{T}_{H}}\left(\mu_{K}, v_{K}\right)_{\partial K} .
$$

Observe that the following equality holds (c.f. [16])

$$
\begin{equation*}
\|\mu\|_{\Lambda}=\sup _{v \in V} \frac{(\mu, v)_{\partial \mathcal{T}_{H}}}{\|v\|_{V}} \quad \text { for all } \mu \in \Lambda . \tag{19}
\end{equation*}
$$

Above and hereafter we lighten notation and understand the supremum to be taken over sets excluding the zero function, even though this is not specifically indicated. We define two local mappings $T_{K}^{\varepsilon}: H^{-1 / 2}(\partial K) \rightarrow V_{0}^{\perp}(K)$ and $\widehat{T}_{K}^{\varepsilon}: L^{2}(K) \rightarrow V_{0}^{\perp}(K)$

$$
\begin{align*}
& \left(\mathcal{A}_{\varepsilon} \nabla T_{K}^{\varepsilon} \mu, \nabla v\right)_{K}=(\mu, v)_{\partial K} \quad \text { for all } v \in H^{1}(K), \\
& \left(\mathcal{A}_{\varepsilon} \nabla \widehat{T}_{K}^{\varepsilon} q, \nabla v\right)_{K}=(q, v)_{K} \quad \text { for all } v \in H^{1}(K) . \tag{20}
\end{align*}
$$

The corresponding global mappings $T_{\varepsilon} \in \mathcal{L}\left(\Lambda, V_{0}^{\perp}\right)$ and $\widehat{T}_{\varepsilon} \in \mathcal{L}\left(L^{2}(\Omega), V_{0}^{\perp}\right)$ are such that

$$
\begin{equation*}
\left.T_{\varepsilon} \mu\right|_{K}:=T_{K}^{\varepsilon} \mu_{\partial K} \quad \text { and }\left.\quad \widehat{T}_{\varepsilon} q\right|_{K}:=\widehat{T}_{K}^{\varepsilon} q_{K}, \tag{21}
\end{equation*}
$$

for all $\mu \in \Lambda$ and $q \in L^{2}(\Omega)$, then they are well-defined and bounded (c.f. [2]). We also define the homogenized counterpart of the local mappings $T_{K}^{\varepsilon}$ and $\hat{T}_{K}^{\varepsilon}$, denoted by $T_{K}^{0}$ and $\widehat{T}_{K}^{0}$ wherein tensor $\mathcal{A}_{\varepsilon}$ is replaced by $\mathcal{A}_{0}$, and their global counterpart by $T_{0}$ and $\widehat{T}_{0}$.
3.2. The method. We set the finite element space $\Lambda_{h}^{\ell} \subset \Lambda$ as the space of continuous piecewise polynomials on each face $E$ of elements $K \in \mathcal{T}_{H}$, i.e.,

$$
\begin{equation*}
\Lambda_{h}^{\ell}:=\left\{\mu \in \Lambda: \mu_{E} \text { is continuous and } \mu_{F} \in \mathbb{P}_{\ell}(F), \text { for all } F \in \mathcal{E}_{h}\right\} \tag{22}
\end{equation*}
$$

where $\mathbb{P}_{\ell}(F)$ is the space of polynomials up degree $\ell \geq 1$ on $F$.
The MHM method corresponds to find $\left(u_{\varepsilon}^{0, H}, \lambda_{\varepsilon}^{h}\right) \in V_{0} \times \Lambda_{h}^{\ell}$ such that

$$
\begin{align*}
\left(\lambda_{\varepsilon}^{h}, v^{0}\right)_{\partial \mathcal{T}_{H}} & =\left(f, v^{0}\right)_{\mathcal{T}_{H}} \quad \text { for all } v^{0} \in V_{0}, \\
\left(\mu^{h}, u_{\varepsilon}^{0, H}+T_{\varepsilon} \lambda_{\varepsilon}^{h}\right)_{\partial \tau_{H}} & =-\left(\mu^{h}, \widehat{T}_{\varepsilon} f\right)_{\partial \tau_{H}}+\left(\mu^{h}, g\right)_{\partial \Omega_{D}} \quad \text { for all } \mu^{h} \in \Lambda_{h}^{\ell}, \tag{23}
\end{align*}
$$

and construct the approximation $u_{\varepsilon}^{h}$ of $u_{\varepsilon}$ as follows

$$
\begin{equation*}
u_{\varepsilon} \approx u_{\varepsilon}^{h}:=u_{\varepsilon}^{0, H}+T_{\varepsilon} \lambda_{\varepsilon}^{h}+\widehat{T}_{\varepsilon} f \notin H^{1}(\Omega), \tag{24}
\end{equation*}
$$

where $T_{\varepsilon}$ and $\widehat{T}_{\varepsilon}$ are given in (21) and (20), and $\boldsymbol{\sigma}_{\varepsilon}:=-\mathcal{A}_{\varepsilon} \nabla u_{\varepsilon}$ is approximated as follows

$$
\begin{equation*}
\boldsymbol{\sigma}_{\varepsilon} \approx \boldsymbol{\sigma}_{\varepsilon}^{h}:=-\mathcal{A}_{\varepsilon} \nabla_{H} u_{\varepsilon}^{h} \in H(\operatorname{div} ; \Omega) \tag{25}
\end{equation*}
$$

## 4. Numerical analysis

The weak exact solution $u^{\varepsilon}$ of $(3)$ is equivalent to the solution of the hybrid formulation (c.f. [25]): Find $\left(u_{\varepsilon}, \lambda_{\varepsilon}\right) \in V \times \Lambda$ such that

$$
\begin{align*}
\left(\mathcal{A}_{\varepsilon} \nabla u_{\varepsilon}, \nabla v\right)_{\mathcal{T}_{H}}+\left(\lambda_{\varepsilon}, v\right)_{\partial \mathcal{T}_{H}} & =(f, v)_{\mathcal{T}_{H}} \quad \text { for all } v \in V  \tag{26}\\
\left(\mu, u_{\varepsilon}\right)_{\partial \mathcal{T}_{H}} & =(\mu, g)_{\partial \Omega_{D}} \quad \text { for all } \mu \in \Lambda
\end{align*}
$$

In addition, we have that $u^{\varepsilon}$ can be caracterized as follows (c.f. [2])

$$
\begin{equation*}
u_{\varepsilon}=u_{\varepsilon}^{0}+T_{\varepsilon} \lambda_{\varepsilon}+\widehat{T}_{\varepsilon} f \tag{27}
\end{equation*}
$$

where $u_{\varepsilon}^{0}$ and $\lambda^{\varepsilon}$ satisfy (23) replacing $\Lambda_{h}^{\ell}$ by $\Lambda$.
4.1. Existence and uniqueness, and best approximation. The proof of well-posedness of (23) follows closely [2]. For completeness, we revisit it here assuming $\Lambda_{h}^{\ell}$ is given in (22), and we present a best approximation result on $\Lambda_{h}^{\ell}$ which drives convergence of $u_{h}^{\varepsilon}$ to $u^{\varepsilon}$. The proof differs from the one originally proposed in $[2]$.

Lemma 3 (Well-posedness and best approximation). There exist positive constants $\alpha_{0}$ and $\beta_{0}$, independent of mesh parameters, such that

$$
\begin{equation*}
\sup _{\mu^{h} \in \Lambda_{h}^{\ell}} \frac{\left(\mu^{h}, v_{0}\right)_{\partial \mathcal{T}_{H}}}{\left\|\mu^{h}\right\|_{\Lambda}} \geq \beta_{0}\left\|v_{0}\right\|_{V} \quad \text { for all } v_{0} \in V_{0} \tag{28}
\end{equation*}
$$

where $\mathcal{N}_{h}^{\ell}$ is

$$
\begin{equation*}
\mathcal{N}_{h}^{\ell}:=\left\{\mu^{h} \in \Lambda_{h}^{\ell}:\left(\mu^{h}, v_{0}\right)_{\partial \tau_{H}}=0 \quad \text { for all } v_{0} \in V_{0}\right\} \tag{30}
\end{equation*}
$$

Hence, (23) is well-posed, and there exists c such that

$$
\begin{equation*}
\left\|u_{\varepsilon}-u_{\varepsilon}^{h}\right\|_{V} \leq c \inf _{\mu^{h} \in \Lambda_{h}^{\ell}}\left\|\lambda_{\varepsilon}-\mu^{h}\right\|_{\Lambda} \tag{31}
\end{equation*}
$$

where $u_{\varepsilon}$ and $u_{\varepsilon}^{h}$ are given in (27) and (24), respectively.

Proof. Let us consider the space

$$
\begin{equation*}
X_{H}:=\left\{\boldsymbol{\tau} \in H(\operatorname{div} ; \Omega): \boldsymbol{\tau}_{K} \in R T_{0}(K) \quad \text { for all } K \in \mathcal{T}_{H}\right\} \tag{32}
\end{equation*}
$$

where $R T_{0}(K)$ stands for the lowest order Raviart-Thomas space in $K$. Then, given $v_{0} \in V_{0}$, there exists $\boldsymbol{\tau} \in X_{H}$ such that $\nabla \cdot \boldsymbol{\tau}=v_{0}$ in $\Omega$ and $\beta_{0}\|\boldsymbol{\tau}\|_{d i v, \Omega} \leq\left\|v_{0}\right\|_{0, \Omega}=\left\|v_{0}\right\|_{V}$, where $\beta_{0}$ does not depend on $\mathcal{T}_{H}, H$, or $h$. Using the definition of the norm in $\Lambda_{h}^{\ell}$, we pick $\mu_{E}^{h}:=\boldsymbol{\tau} \cdot \boldsymbol{n}_{E}^{K} \in \Lambda_{h}^{\ell}$ on every $E \in \mathcal{E}$

$$
\beta_{0}\left\|\mu^{h}\right\|_{\Lambda}\left\|v_{0}\right\|_{V} \leq \beta_{0}\|\boldsymbol{\tau}\|_{\operatorname{div}, \Omega}\left\|v_{0}\right\|_{V} \leq \int_{\Omega} \nabla \cdot \boldsymbol{\tau} v_{0} d \boldsymbol{x}=\left(\mu^{h}, v_{0}\right)_{\partial \mathcal{T}_{H}}
$$

which proves (28). Next, given $\mu^{h} \in \mathcal{N}_{h}^{\ell}$, it holds

$$
\begin{aligned}
\left\|\mu^{h}\right\|_{\Lambda}=\sup _{v \in V} \frac{\left(\mu^{h}, v\right)_{\partial \mathcal{T}_{H}}}{\|v\|_{V}} \leq \sup _{v_{0}^{\perp} \in V_{0}^{\perp}} \frac{\left(\mu^{h}, v_{0}^{\perp}\right)_{\partial \mathcal{T}_{H}}}{\left\|v_{0}^{\perp}\right\|_{V}} & =\sup _{v_{0}^{\perp} \in V_{0}^{\perp}} \frac{\left(\mathcal{A}_{\varepsilon} \nabla_{H} T_{\varepsilon} \mu^{h}, \nabla_{H} v_{0}^{\perp}\right)_{\mathcal{T}_{H}}}{\left\|v_{0}^{\perp}\right\|_{V}} \\
& \leq \gamma_{b}^{1 / 2}\left\|\mathcal{A}_{\varepsilon}^{1 / 2} \nabla_{H} T_{\varepsilon} \mu^{h}\right\|_{0, \mathcal{T}_{H}} \\
& =\gamma_{b}^{1 / 2}\left(\mu^{h}, T_{\varepsilon} \mu^{h}\right)_{\partial \mathcal{T}_{H}}^{1 / 2}
\end{aligned}
$$

and (29) follows. Well-posedness follows from standard saddle-point theory. As for the best approximation result (31), first observe from the second equations in (26) and (23) that

$$
\left(\mu^{h}, u_{\varepsilon}-u_{\varepsilon}^{h}\right)_{\partial \tau_{H}}=0 \quad \text { for all } \mu^{h} \in \Lambda_{h}^{\ell} .
$$

Then, using that $\left(\lambda-\lambda_{\varepsilon}^{h}, v_{0}\right)_{\partial \tau_{H}}=0$ for all $v_{0} \in V_{0}$ from the first equations in (26) and (23), it holds

$$
\begin{aligned}
\left|u_{\varepsilon}-u_{\varepsilon}^{h}\right|_{1, \mathcal{T}_{H}}^{2}=\left|T_{\varepsilon}\left(\lambda-\lambda_{\varepsilon}^{h}\right)\right|_{1, \mathcal{T}_{H}}^{2} & \leq c\left\|\mathcal{A}_{\varepsilon}^{1 / 2} \nabla_{H}\left(T_{\varepsilon}\left(\lambda-\lambda_{\varepsilon}^{h}\right)\right)\right\|_{0, \mathcal{T}_{H}}^{2} \\
& =c\left(\lambda-\lambda_{\varepsilon}^{h}, T_{\varepsilon}\left(\lambda-\lambda_{\varepsilon}^{h}\right)\right)_{\partial \mathcal{T}_{H}} \\
& =c\left(\lambda-\lambda_{\varepsilon}^{h}, u^{\varepsilon}-u_{h}^{\varepsilon}\right)_{\partial \mathcal{T}_{H}} \\
& =c\left(\lambda-\mu^{h}, u^{\varepsilon}-u_{h}^{\varepsilon}\right)_{\partial \mathcal{T}_{H}} \\
& \leq c\left\|\lambda-\mu^{h}\right\|_{\Lambda}\left\|u_{\varepsilon}-u_{\varepsilon}^{h}\right\|_{V} .
\end{aligned}
$$

It remains to prove $\left\|u_{\varepsilon}-u_{\varepsilon}^{h}\right\|_{0, T_{H}} \leq c\left|u_{\varepsilon}-u_{\varepsilon}^{h}\right|_{1, H}$. To see this, first notice that from the definition of $u_{\varepsilon}$ and $u_{\varepsilon}^{h}$ we have

$$
\begin{align*}
\left\|u_{\varepsilon}-u_{\varepsilon}^{h}\right\|_{0, \tau_{H}} & \leq\left\|u_{\varepsilon}^{0}+T_{\varepsilon} \lambda_{\varepsilon}-u_{\varepsilon}^{0, H}-T_{\varepsilon} \lambda_{\varepsilon}^{h}\right\|_{0, \tau_{H}} \\
& \leq\left\|u_{\varepsilon}^{0}-u_{\varepsilon}^{0, H}\right\|_{0, \mathcal{T}_{H}}+c H\left|T_{\varepsilon} \lambda_{\varepsilon}-T_{\varepsilon} \lambda_{\varepsilon}^{h}\right|_{1, \mathcal{T}_{H}}, \tag{33}
\end{align*}
$$

where we used the triangle inequality, the Poincaré inequality, and the assumption on the regularity of the mesh. To estimate $\left\|u_{\varepsilon}^{0}-u_{\varepsilon}^{0, H}\right\|_{0, \mathcal{T}_{H}}$ we follow [23], which we revisit here
for completeness. Take $\boldsymbol{\sigma}^{\star}$ be the vector-valued function belonging to the lowest order Raviart-Thomas space such that $\nabla \cdot \boldsymbol{\sigma}^{\star}=u_{\varepsilon}^{0}-u_{\varepsilon}^{0, H}$. We recall that $\left.\boldsymbol{\sigma}^{\star} \cdot \boldsymbol{n}^{K}\right|_{\partial K}$ is piecewise constant for all $K$ in $\mathcal{T}_{H}$. Now, from the hybrid formulation of (26), the fact that $T_{K}^{\varepsilon} \lambda_{\varepsilon}$ and $T_{K}^{\varepsilon} \lambda_{\varepsilon}^{h}$ belong to $L_{0}^{2}(K)$ for all $K \in \mathcal{T}_{H}$, and Cauchy-Schwarz inequality

$$
\begin{aligned}
\left\|u_{\varepsilon}^{0}-u_{\varepsilon}^{0, H}\right\|_{0, \mathcal{T}_{H}}^{2} & =\left(\nabla \cdot \boldsymbol{\sigma}^{\star}, u_{\varepsilon}^{0}-u_{\varepsilon}^{0, H}\right)_{\mathcal{T}_{H}} \\
& =\sum_{K \in \mathcal{T}_{H}}\left(\boldsymbol{\sigma}_{\partial K}^{\star} \cdot \boldsymbol{n}^{K}, u_{\varepsilon}^{0}-u_{\varepsilon}^{0, H}\right)_{\partial K} \\
& =-\sum_{K \in \mathcal{T}_{H}}\left(\boldsymbol{\sigma}_{\partial K}^{\star} \cdot \boldsymbol{n}^{K}, T_{K}^{\varepsilon} \lambda_{\varepsilon}-T_{K}^{\varepsilon} \lambda_{\varepsilon}^{h}\right)_{\partial K} \\
& =-\left(\boldsymbol{\sigma}^{\star}, \nabla_{H}\left(T_{\varepsilon} \lambda_{\varepsilon}-T_{\varepsilon} \lambda_{\varepsilon}^{h}\right)\right)_{\mathcal{T}_{H}}+\left(\nabla \cdot \boldsymbol{\sigma}^{\star}, T_{\varepsilon} \lambda_{\varepsilon}-T_{\varepsilon} \lambda_{\varepsilon}^{h}\right)_{\mathcal{T}_{H}} \\
& =-\left(\boldsymbol{\sigma}^{\star}, \nabla_{H}\left(T_{\varepsilon} \lambda_{\varepsilon}-T_{\varepsilon} \lambda_{\varepsilon}^{h}\right)\right)_{\mathcal{T}_{H}} \\
& \leq\left\|\boldsymbol{\sigma}^{\star}\right\|_{0, \mathcal{T}_{H}}\left\|\nabla_{H}\left(T_{\varepsilon} \lambda_{\varepsilon}-T_{\varepsilon} \lambda_{\varepsilon}^{h}\right)\right\|_{0, \mathcal{T}_{H}} \\
& \leq c\left\|u_{\varepsilon}^{0}-u_{\varepsilon}^{0, H}\right\|_{0, \tau_{H}}\left\|\nabla_{H}\left(T_{\varepsilon} \lambda_{\varepsilon}-T_{\varepsilon} \lambda_{\varepsilon}^{h}\right)\right\|_{0, \mathcal{T}_{H}}
\end{aligned}
$$

where we used the regularity of the mesh. Collecting the previous results, we obtain from (33) the existence of $c$ such that

$$
\left\|u_{\varepsilon}-u_{\varepsilon}^{h}\right\|_{0, \tau_{H}} \leq c\left|u_{\varepsilon}-u_{\varepsilon}^{h}\right|_{1, \mathcal{T}_{H}},
$$

and the result follows.

Remark 4. Optimality in the $L^{2}(\Omega)$ norm can be achieved using the classical duality argument (see [2] for details). As the additional regularity of the dual solution is mandatory, this is not an option when it comes to uniform error estimates with respect to the small parameter $\varepsilon$. Another option is to assume the existence of $\boldsymbol{\sigma}^{\star} \in H(\operatorname{div} ; \Omega)$ with $\nabla \cdot \boldsymbol{\sigma}^{\star}=$ $u_{\varepsilon}^{0}-u_{\varepsilon}^{0, H}$ and $\left.\boldsymbol{\sigma}^{\star} \cdot \boldsymbol{n}_{K}\right|_{\partial K} \in \mathbb{P}_{0}(\partial K)$ such that $\left\|\boldsymbol{\sigma}^{\star}\right\|_{0, K} \leq c H\left\|\nabla \cdot \boldsymbol{\sigma}^{\star}\right\|_{0, K}$ for all $K$ in $\mathcal{T}_{H}$. As a result, and following the same steps, we get $\left\|u_{\varepsilon}-u_{\varepsilon}^{h}\right\|_{0, \mathcal{T}_{H}} \leq c H\left|u_{\varepsilon}-u_{\varepsilon}^{h}\right|_{1, H}$ without assuming extra regularity (c.f. [24]). Numerics in Section 5 verify the optimality of the error in the $L^{2}(\Omega)$ norm in terms of $H$, but the existence of $\boldsymbol{\sigma}^{\star}$ remains an open question and deserves further investigation.
4.2. Interpolation results. Assume that, for each $K \in \mathcal{T}_{H}$, there exists $\left\{\mathcal{T}_{h}^{K}\right\}_{h>0}$ a shape-regular family of conforming simplicial partitions of $K$ associated to $\left\{\mathcal{E}_{h}^{K}\right\}_{h>0}$ in the sense that, for each $F \in \mathcal{E}_{h}^{K}$ there exists an element $\tau_{F} \in \mathcal{T}_{h}^{K}$ with $\tau_{F} \cap \partial K=F$. We denote the global partition

$$
\begin{equation*}
\mathcal{T}_{h}:=\bigcup_{K \in \mathcal{T}_{H}} \mathcal{T}_{h}^{K} . \tag{34}
\end{equation*}
$$

Also, we denote $\mathcal{F}_{h}^{K}$ the set of faces on $\mathcal{T}_{h}^{K}$, and $\mathcal{F}_{0}^{K}$ the set of internal faces. To each face $\gamma \in \mathcal{F}_{h}^{K}$ we associate a normal vector $\boldsymbol{n}_{\gamma}^{\tau}$, taking care to ensure this is facing outward on $\partial \tau$.

We need some standard interpolations and projections:

- Given $E \in \mathcal{E}$, let $\pi_{E}^{1}: L^{2}(E) \rightarrow \mathbb{P}_{1}(E) \cap C^{0}(E)$ be the local orthogonal projection $L^{2}$ into $\mathbb{P}_{1}(E)$ the space of of piecewise linear functions on each $F \in \mathcal{E}_{h} \cap E$. Also, we define the global $L^{2}$ projection $\pi^{1}(\cdot)$ such that $\left.\pi^{1}(\mu)\right|_{E}:=\pi_{E}^{1}(\mu)$, and then it holds

$$
\begin{equation*}
\left\|\pi^{1}(\mu)\right\|_{0, \partial \mathcal{T}_{H}} \leq\|\mu\|_{0, \partial \mathcal{T}_{H}} \quad \text { for all } \mu \in L^{2}\left(\partial \mathcal{T}_{H}\right) \tag{35}
\end{equation*}
$$

- Given $K \in \mathcal{T}_{H}$, let $\Pi_{K}^{1}: L^{2}(K) \rightarrow \mathbb{P}_{1}\left(\mathcal{T}_{h}^{K}\right) \cap C_{0}(K)$ be the $L^{2}$ orthogonal projection on $\mathbb{P}_{1}\left(\mathcal{T}_{h}^{K}\right)$ the space of piecewise linear functions with respect to the partition $\mathcal{T}_{h}^{K}$. Also, we define the global $L^{2}$ projection $\Pi^{1}(\cdot)$ such that $\left.\Pi^{1}(v)\right|_{K}:=\Pi_{K}^{1}(v)$, and then for all $v \in H^{s}\left(\mathcal{T}_{H}\right)$ and $0 \leq m \leq s$ and $s \in\{0,1\}$, it holds

$$
\begin{align*}
& \left\|v-\Pi^{1}(v)\right\|_{m, \mathcal{T}_{H}} \leq c h^{s-m}|v|_{s, \mathcal{T}_{H}} \quad \text { for } m=0,1, \\
& \left\|v-\Pi^{1}(v)\right\|_{0, \partial \mathcal{T}_{H}} \leq c h^{1 / 2}|v|_{1, \mathcal{T}_{H}}, \tag{36}
\end{align*}
$$

with $h=\max _{K \in \mathcal{T}_{H}} \max _{\tau \in \mathcal{T}_{h}^{K}} h_{\tau}$, where $h_{\tau}$ is the diameter of element $\tau \in \mathcal{T}_{h}^{K}$.

- Let $\mathcal{P}_{h}: H^{s}\left(\mathcal{T}_{H}\right) \rightarrow \mathbb{P}_{k}\left(\mathcal{T}_{h}\right) \cap C_{0}(\bar{\Omega})$ be the Scott-Zhang projection $\mathcal{P}_{h}$ where $\mathbb{P}_{k}\left(\mathcal{T}_{h}\right)$ is the space of piecewise polynomial functions of degree up to $k \geq 1$ on $\mathcal{T}_{h}$ (c.f. [26], [13] [Lemma 1.130]). Notably, given $K \in \mathcal{T}_{H}$ we have that $\left.\mathcal{P}_{h} v\right|_{K} \in C_{0}(K)$ and $\left.\mathcal{P}_{h} v\right|_{\tau} \in \mathbb{P}_{k}(\tau)$ for every $\tau \in \mathcal{T}_{h}^{K}$, and the following approximation property holds

$$
\left\|v_{\tau}-\left.\mathcal{P}_{h}(v)\right|_{\tau}\right\|_{m, \tau} \leq C h_{\tau}^{s-m}\left|v_{\tau}\right|_{s, \Delta_{\tau}^{K}} \text { for all } v \in H^{s}(K),
$$

with $0 \leq m \leq s \leq k+1$, where $\Delta_{\tau}^{K}:=\left\{\hat{\tau} \in \mathcal{T}_{h}^{K}: \hat{\tau} \cap \tau \neq 0\right\}$, and $h_{\tau}$ is the diameter of element $\tau \in \mathcal{T}_{h}^{K}$.

The next result is fundamental to establish rates of convergence of the MHM method using space $\Lambda_{h}^{\ell}$. It is an extension of [25] and [7] to deal with the case of continuous polynomial interpolation spaces on faces of elements $K \in \mathcal{T}_{H}$.

Lemma 5 (Interpolation). Suppose $w \in H^{s+2}\left(\mathcal{T}_{H}\right) \cap H_{0}^{1}(\Omega), \mathcal{A}_{\varepsilon} \nabla_{H} w \in H^{s+1}\left(\mathcal{T}_{H}\right)$, with $0 \leq s \leq \ell$ and $\ell \geq 1$, and $\mathcal{A}_{\varepsilon} \nabla_{H} w \in H(\operatorname{div} ; \Omega)$. Let $\mu \in \Lambda$ be defined by $\mu_{E}:=$
$\left.\left(\mathcal{A}_{\varepsilon} \nabla_{H} w_{K} \cdot \boldsymbol{n}^{K}\right)\right|_{E}$ for each $E \in \mathcal{E}$. Then, there exist $\mu^{h} \in \Lambda_{h}^{\ell}$ and $c$ such that

$$
\begin{equation*}
\left\|\mu-\mu^{h}\right\|_{\Lambda} \leq c h^{s+1}\left|\mathcal{A}_{\varepsilon} \nabla_{H} w\right|_{s+1, \mathcal{T}_{H}} \quad \text { and } \quad \mu-\mu^{h} \in \mathcal{N}, \tag{38}
\end{equation*}
$$

where $\mathcal{N}$ is

$$
\begin{equation*}
\mathcal{N}:=\left\{\mu \in \Lambda:\left(\mu, v_{0}\right)_{\partial \mathcal{T}_{H}}=0 \quad \text { for all } v_{0} \in V_{0}\right\} . \tag{39}
\end{equation*}
$$

Proof. The first part of the proof follows [7], which strategy was originally proposed in [25] for faces with one-element mesh. Let $w \in H^{s+2}\left(\mathcal{T}_{H}\right)$ and $E \in \mathcal{E}$. We define $\chi_{E}:=$ $\mathcal{A}_{\varepsilon} \nabla_{H} w \cdot \boldsymbol{n}_{E} \in H^{s+1}\left(\mathcal{T}_{H}\right)$ where $\boldsymbol{n}_{E}$ is the trivial extension of the normal vector $\left.\boldsymbol{n}^{K}\right|_{E}$ from $E$ to a constant function in the whole $K$, with $\left|\boldsymbol{n}_{E}\right|=1$. Let $\mu \in L^{2}(\mathcal{E})$ be such that $\mu_{E}=\left.\chi_{E}\right|_{E}$ on each $E \in \mathcal{E}$.

Define $\mu^{h} \in \Lambda_{h}^{\ell}$ such that $\mu_{F}^{h}:=\left.\mathcal{P}_{h}\left(\chi_{E}\right)\right|_{F}$, for all $F \in \mathcal{E}_{h}$, where $\mathcal{P}_{h}(\cdot)$ is the Scott-Zhang interpolation operator on the space of piecewise continuous polynomials of degree $\ell$ with respect to the partition $\mathcal{T}_{h}$. We recall that the Scott-Zhang operator is a projection (c.f. [13] [Lemma 1.130]), i.e $\mathcal{P}_{h}(v)=v$ for all $v \in \mathbb{P}_{\ell}\left(\mathcal{T}_{h}\right) \cap C_{0}(\bar{\Omega})$, and then we can follow closely [7] to arrrive at

$$
\begin{equation*}
\left\|\mu-\mu^{h}\right\|_{\Lambda} \leq C h^{s+1}\left|\mathcal{A}_{\varepsilon} \nabla_{H} w\right|_{s+1, \mathcal{T}_{H}} \quad \text { for all } 0 \leq s \leq \ell \tag{40}
\end{equation*}
$$

Given any $K \in \mathcal{T}_{H}$ and $F \subset \partial K$, let $\tau_{F}$ be the unique element of $\mathcal{T}_{h}^{K}$ such that $\partial \tau_{F} \cap \partial K=$ $F$. Using a trace inequality, the definition of $\mu$ and $\mu^{h}$, and from (37), we obtain

$$
\begin{align*}
\left\|\mu-\mu^{h}\right\|_{0, \partial \mathcal{T}_{H}}^{2}= & \sum_{K \in \mathcal{T}_{H}} \sum_{F \in \mathcal{E}_{h}^{K}}\left\|\left.\chi_{E}\right|_{F}-\left.\mathcal{P}_{h}\left(\chi_{E}\right)\right|_{F}\right\|_{0, F}^{2} \\
\leq & c \sum_{K \in \mathcal{T}_{H}} \sum_{F \in \mathcal{E}_{h}^{K}}\left(\frac{1}{h_{\tau_{F}}}\left\|\left.\chi_{E}\right|_{\tau_{F}}-\left.\mathcal{P}_{h}\left(\chi_{E}\right)\right|_{\tau_{F}}\right\|_{0, \tau_{F}}^{2}\right. \\
& \left.\quad+h_{\tau_{F}}\left\|\left.\chi_{E}\right|_{\tau_{F}}-\left.\mathcal{P}_{h}\left(\chi_{E}\right)\right|_{\tau_{F}}\right\|_{1, \tau_{F}}^{2}\right) \\
\leq & c h^{2(s+1)-1}\left|\chi_{E}\right|_{s+1, \tau_{H}}^{2} . \tag{41}
\end{align*}
$$

Hence, it holds

$$
\begin{equation*}
\left\|\mu-\mu^{h}\right\|_{0, \partial \mathcal{T}_{H}} \leq C h^{s+1 / 2}\left|\mathcal{A}_{\varepsilon} \nabla_{H} w\right|_{s+1, \mathcal{T}_{H}}, \tag{42}
\end{equation*}
$$

where we used $\left|\chi_{E}\right|_{s+1, K}=\left|\mathcal{A}_{\varepsilon} \nabla_{H} w \cdot \boldsymbol{n}_{E}\right|_{s+1, K} \leq\left|\mathcal{A}_{\varepsilon} \nabla_{H} w\right|_{s+1, K}$, for all $K \in \mathcal{T}_{H}$.
Unfortunately $\mu-\mu^{h} \notin \mathcal{N}$. Then, we propose a Fortin-type interpolator for $\mu$ relying on $\mu^{h}$ which keeps its approximation properties. Notably, let $\tilde{\mu}^{h} \in \Lambda_{h}$ be defined by

$$
\tilde{\mu}_{E}^{h}:=\mu_{E}^{h}+\pi_{E}^{1}\left(\mu_{E}-\mu_{E}^{h}\right) \quad \text { for all } E \in \mathcal{E} .
$$

Observe that

$$
\int_{\partial K}\left(\mu_{\partial K}-\tilde{\mu}_{\partial K}^{h}\right) d \boldsymbol{x}=\sum_{E \subset \partial K} \int_{E}\left(\mu_{E}-\mu_{E}^{h}-\pi_{E}^{1}\left(\mu_{E}-\mu_{E}^{h}\right)\right) d \boldsymbol{x}=0
$$

and then $\mu-\tilde{\mu}^{h} \in \mathcal{N}$. It remains to prove that the function $\tilde{\mu}^{h}$ inherits the approximation properties of $\mu^{h}$. Next, using (19), (36), Cauchy-Schwartz inequality, (35), and (40), and (42), we get

$$
\begin{aligned}
\left\|\mu-\tilde{\mu}^{h}\right\|_{\Lambda} & =\left\|\mu-\mu^{h}-\pi_{E}^{1}\left(\mu-\mu^{h}\right)\right\|_{\Lambda} \\
& =\sup _{v \in V} \frac{\left(\mu-\mu^{h}-\pi_{E}^{1}\left(\mu-\mu^{h}\right), v\right)_{\partial \mathcal{T}_{H}}}{\|v\|_{V}} \\
& =\sup _{v \in V} \frac{\left(\mu-\mu^{h}-\pi_{E}^{1}\left(\mu-\mu^{h}\right), v-\Pi^{1}(v)\right)_{\partial \mathcal{T}_{H}}}{\|v\|_{V}} \\
& \leq \sup _{v \in V} \frac{\left(\mu-\mu^{h}, v-\Pi^{1}(v)\right)_{\partial \tau_{H}}}{\|v\|_{V}}+\sup _{v \in V} \frac{\left(\pi_{E}^{1}\left(\mu-\mu^{h}\right), v-\Pi^{1}(v)\right)_{\partial \mathcal{T}_{H}}}{\|v\|_{V}} \\
& \leq \sup _{v \in V} \frac{\left\|\mu-\mu^{h}\right\|_{\Lambda}\left\|v-\Pi_{1}(v)\right\|_{V}}{\|v\|_{V}}+\sup _{v \in V} \frac{\left\|\pi_{E}^{1}\left(\mu-\mu^{h}\right)\right\|_{0, \partial \mathcal{T}_{H}}\left\|v-\Pi^{1}(v)\right\|_{0, \partial \mathcal{T}_{H}}}{\|v\|_{V}} \\
& \leq C\left(\left\|\mu-\mu^{h}\right\|_{\Lambda}+h^{1 / 2}\left\|\pi_{E}^{1}\left(\mu-\mu^{h}\right)\right\|_{0, \partial \mathcal{T}_{H}}\right) \\
& \leq C\left(\left\|\mu-\mu^{h}\right\|_{\Lambda}+h^{1 / 2}\left\|\mu-\mu^{h}\right\|_{0, \partial \mathcal{T}_{H}}\right) \\
& \leq C h^{s+1}\left|\mathcal{A}_{\varepsilon} \nabla_{H} w\right|_{s+1, \mathcal{T}_{H}},
\end{aligned}
$$

and the result follows .
4.3. Error estimates. Now, we address the main convergence result. For that, we first set up the asymptotic regime in which the future convergence results will be proved. Let $d_{K}$ be the side of the largest square (or cube in 3D) contained in $K \in \mathcal{T}_{h}$. Hereafter, we shall assume that

$$
\begin{equation*}
\inf _{K \in \mathcal{T}_{h}} d_{K}>c \varepsilon, \tag{43}
\end{equation*}
$$

where $c>1$ is of order one. Also, we recall that from the regularity theory for elliptic equations and the convexity of $K \in \mathcal{T}_{H}$, the following conditions hold

$$
\begin{equation*}
\widehat{T}_{K}^{0} f_{K} \in H^{2}(K) \quad \text { and } \quad\left\|\widehat{T}_{K}^{0} f_{K}\right\|_{2, K} \leq c\left\|f_{K}\right\|_{0, K} \tag{44}
\end{equation*}
$$

We are ready to present the main result of this section.
Theorem 6 (Convergence $H \gg \varepsilon$ ). Let $u_{\varepsilon}$ be the solution of (3) (or (26)), $\sigma_{\varepsilon}:=-\mathcal{A}_{\varepsilon} \nabla u_{\varepsilon}$, and $u_{\varepsilon}^{h}$ given in (24) and $\boldsymbol{\sigma}_{\varepsilon}^{h}$ in (25), and assume $u_{0} \in H^{2}(\Omega)$, $\chi^{j} \in W_{p e r}^{1, \infty}(Y), f \in L^{2}(\Omega)$,
and (43) holds. Then,

$$
\begin{align*}
\left\|u_{\varepsilon}-u_{\varepsilon}^{h}\right\|_{V} & \leq\left[c_{1}\left(p^{\prime}\right)\left(\frac{\varepsilon}{H}\right)^{1 / 2-1 / p^{\prime}}+c h\right]\|\boldsymbol{\chi}\|_{1, \infty, Y}\left(\left\|u_{0}\right\|_{2}+\|f\|_{0}\right),  \tag{45}\\
\left\|\boldsymbol{\sigma}_{\varepsilon}-\boldsymbol{\sigma}_{\varepsilon}^{h}\right\|_{\text {div }} & \leq\left[c_{1}\left(p^{\prime}\right)\left(\frac{\varepsilon}{H}\right)^{1 / 2-1 / p^{\prime}}+c h\right]\|\boldsymbol{\chi}\|_{1, \infty, Y}\left(\left\|u_{0}\right\|_{2}+\|f\|_{0}\right) \tag{46}
\end{align*}
$$

where $p^{\prime}$ satisfies (13).
Proof. The proof follows the strategy proposed in [23, Theorem 8], using Lemma3, Lemma 5 and Theorem 1 .

We present a result of convergence assuming less regularity of the functions $\chi^{j}$. However, unlike the Theorem 1, the Sobolev embedding here uses fractional Sobolev spaces. To get the result, we make an additional assumption about the triangulation family $\mathcal{T}_{H}$ and use a scaling argument to get the correct dependence of the Sobolev embedding constant on the size of $K$.

Theorem 7 (Convergence $\varepsilon \ll H$ under low regularity). Let $u_{\varepsilon}$ be the solution of (26) and let $u_{\varepsilon}^{h}$ be its numerical approximation defined by (24). Assume $u_{0} \in H^{2}(\Omega), \chi^{j} \in W_{p e r}^{1, q}(\Omega)$, $q>d, f \in L^{2}(\Omega)$, and (43) holds. Also, assume that every element $K \in \mathcal{T}_{H}$ is of the form $H \tilde{K}$, where $\tilde{K}$ belongs to a finite collection of elements of size one. Then,

$$
\begin{aligned}
\left\|u_{\varepsilon}-u_{\varepsilon}^{h}\right\|_{V} & \leq c\left(p^{\prime}\right)\left(\left(\frac{\varepsilon}{H}\right)^{1 / 2-1 / p^{\prime}}+\frac{h^{1-d / q}}{H^{d / q}}\right)\|\boldsymbol{\chi}\|_{1, q, Y}\left(\left\|u_{0}\right\|_{2}+\|f\|_{0}\right) \\
\left\|\boldsymbol{\sigma}_{\varepsilon}-\boldsymbol{\sigma}_{\varepsilon}^{h}\right\|_{\text {div }} & \leq c\left(p^{\prime}\right)\left(\left(\frac{\varepsilon}{H}\right)^{1 / 2-1 / p^{\prime}}+\frac{h^{1-d / q}}{H^{d / q}}\right)\|\boldsymbol{\chi}\|_{1, q, Y}\left(\left\|u_{0}\right\|_{2}+\|f\|_{0}\right)
\end{aligned}
$$

where $p^{\prime}$ satisfies (13).
Proof. The proof follows the same strategy from [24][Theorem 9]. Next, we present the main estimates needed to obtain our result considering the precise dependence of the constants on $\mathcal{T}_{H}$. We start recalling the definition of a fractional Sobolev norm

$$
\|f\|_{s, 2, \tilde{K}}^{2}:=\|f\|_{0,2, \tilde{K}}^{2}+\int_{\Omega} \int_{\Omega} \frac{|f(x)-f(y)|^{2}}{|x-y|^{d+2 s}} d x d y .
$$

It is well known that the following Sobolev embedding

$$
\|f\|_{0, p, \tilde{K}} \leq c\|f\|_{s, 2, \tilde{K}} \quad \text { with } \quad \frac{2 d}{d-2 s}=p \text { and hence } s=\frac{d}{q}
$$

holds. Using this result on a mesh element $K$, applying a scaling argument and the hypothesis that every element $K \in \mathcal{T}_{H}$ is of the form $H \tilde{K}$, where $\tilde{K}$ belongs to a finite
collection of elements of size one, we obtain that

$$
\|f\|_{0,2, K} \leq c H^{-d / 2}\|f\|_{s, 2, K} .
$$

Now, let $\frac{1}{p}+\frac{1}{q}=\frac{1}{2}$, then it holds

$$
\begin{aligned}
\left\|\varepsilon \frac{\partial \chi_{\varepsilon}^{j}}{\partial x_{k}} \frac{\partial\left(T_{0} \lambda_{0}-T_{0} \mu^{h}\right)}{\partial x_{j}}\right\|_{0} & \leq\|\boldsymbol{\chi}\|_{1, q, Y}\left\|T_{0} \lambda_{0}-T_{0} \mu^{h}\right\|_{1, p, \mathcal{T}_{H}} \\
& \leq c H^{d / p} H^{-d / 2}\|\boldsymbol{\chi}\|_{1, q, Y}\left\|T_{0} \lambda_{0}-T_{0} \mu^{h}\right\|_{1+s, \mathcal{T}_{H}} \\
& \leq c \frac{h^{1-d / q}}{H^{d / q}}\|\boldsymbol{\chi}\|_{1, q, Y}\left\|T_{0} \lambda_{0}-T_{0} \mu^{h}\right\|_{2, \mathcal{T}_{H}} .
\end{aligned}
$$

The other terms are bounded following the proof of Theorem 1 with similar changes.
Remark 8 (Convergence under low regularity). From the Theorem 7, we conclude that, under the assumption of mild regularity at the local level, the MHM method converges in the space-based approach ( $h \rightarrow 0$ and $H$ fixed).

Remark 9 (Convergence $H \leq \varepsilon$ ). The (optimal) error estimates in the asymptotic regime $H \leq \varepsilon$ turn out to be a direct consequence of (31) and the Lemma 5. In fact, assuming that $u_{\varepsilon}$ satisfies the regularity conditions of the Lemma 5, then

$$
\left\|u_{\varepsilon}-u_{\varepsilon}^{h}\right\|_{V} \leq c h^{s+1}\left|u_{\varepsilon}\right|_{s+2, \tau_{H}} .
$$

with $0 \leq s \leq \ell$ and $\ell \geq 1$. If $u_{\varepsilon}$ is more regular, it follows from (31) and 9 [Theorem 3.3] that the error above super-converges to zero as $O\left(h^{s+3 / 2}\right)$.

## 5. Numerical Results

The domain is a unit square with prescribed homogeneous Dirichlet boundary conditions, $f(\boldsymbol{x})=\sin \left(x_{1}\right) \sin \left(x_{2}\right)$, and coefficient given by

$$
\mathcal{A}_{\varepsilon}(\boldsymbol{x})=\left[1+100 \cos ^{2}\left(\frac{\pi x_{1}}{\varepsilon}\right) \sin ^{2}\left(\frac{\pi x_{2}}{\varepsilon}\right)\right] \mathcal{I},
$$

where $\varepsilon=\frac{\pi}{150}$ is the small parameter defining the periodicity, and $\mathcal{I}$ is the identity matrix. The reference solution is constructed using a mesh of $16,777,216$ quadrilateral bilinear elements. The MHM method is validated using quadrilateral elements with continuous linear interpolation on faces to approximate the Lagrange multipliers. The multiscale basis functions and $\widehat{T}_{\varepsilon} f$ are approximated at the local level by the standard Galerkin method over the bilinear continuous polynomial space defined on structured sub-meshes. The submeshes are selected such that the multiscale base and $\widehat{T}_{\varepsilon} f$ are accurately approximated so that the underlying errors do not impact the MHM method.

Specifically, we define a structured quadrilateral mesh with $H=\frac{1}{8}$ and progressively increase the number of degrees of freedom on each edge. We calculate the relative error in the broken $H^{1}$-norm and in the $L^{2}$ norm using this strategy (space-based) and compare it with that obtained from successive mesh refinements (mesh-based). The results are shown in Figure 1. In Figure 1, we analyze the result from the perspective of the diameter $h$ that corresponds to the diameter of the edge partition. Remember that in the space-based case the mesh is fixed (with diameter $\frac{1}{8}$ ), and we define $h=H$ in the mesh-based strategy. In Figure 2, we perform the same analysis, but now for the number of degrees of freedom $N_{\text {DOF }}$.

We observe that in the space-based enhancement approach the underlying error is drastically reduced with the result that the error divergence region (of order $h^{-1}$ ) is no longer displayed. Also, considerably fewer degrees of freedom are needed to reach a given error threshold. It worth of mentioning that such behavior is predicted by current theory and it is achieved without any oversampling technique.


Figure 1. Convergence history with respect to $h$ in the relative $L^{2}(\Omega)$ (left) and $H^{1}\left(\mathcal{T}_{H}\right)$ (right) norms. Comparison between the one piecewise linear interpolation per edge case with mesh refinement (mesh-based) and the multiple piecewise linear interpolation per edge case on a fixed mesh (spacebased).


Figure 2. Convergence history with respect to $N_{D O F}$ in the relative $L^{2}(\Omega)$ (left) and $H^{1}\left(\mathcal{T}_{H}\right)$ (right) norms. Comparison between the one piecewise linear interpolation per edge case with mesh refinement (mesh-based) and the multiple piecewise linear interpolation per edge case on a fixed mesh (space-based). The latter induces a tremendous improvement in the quality of the numerical results with fewer degrees of freedom.

## 6. Conclusions

In previous works (c.f. [6, 9]), the MHM method proved to be convergent with respect to $h$ when the space-based strategy is used (i.e. $h \rightarrow 0$ with fixed $H$ ) assuming the asymptotic regime $H \leq \varepsilon$. The present work proved that convergence also occurs in the asymptotic regime $H \gg \varepsilon$, without resonance, when we adopt piecewise continuous polynomial interpolation on faces. However, numerical pollution is still present and represented by the factor $\left(\frac{\varepsilon}{H}\right)^{1 / 2}$. Possibilities to reduce such error exist by using nonlocal strategies to select the multiscale basis or by involving physics in the construction of the basis functions for the Lagrange multipliers. Despite the pollution error, the numerical results point to a drastic decrease in the number of degrees of freedom to reach a given error threshold compared to the standard convergence way of refining the one-level mesh $(H \rightarrow 0)$ which do have the presence of resonance error. Discontinuous interpolation on faces seems to avoid resonance errors in the same way and produce results qualitatively similar to the case of continuous interpolation (c.f. [23] for numerics). However, the lack of regularity of local problems with discontinuous Newmann boundary conditions prevents us from applying the technique proposed in this work and, therefore, such an option remains an open question.

## 7. Appendix

Proof of Theorem 1. This section fills in the gap in [23][Theorem 1], where only the Dirichlet boundary condition case was detailed. Here, we consider (3) with the prescribed Neumann boundary condition and follow [20, Section 1.4]. This case was not dealt with in the proof presented in [23].

First, we establish the existence of a function $\mathbf{z}_{\varepsilon}^{1} \in H^{1}(\Omega)$ such that

$$
\begin{equation*}
\int_{\Omega} \mathbf{z}_{\varepsilon}^{1} \cdot \nabla \phi d x=\int_{\Omega} \mathcal{A}_{\varepsilon} \nabla u_{\varepsilon} \cdot \nabla \phi d \boldsymbol{x} \quad \text { for all } \phi \in H^{1}(\Omega) \tag{47}
\end{equation*}
$$

which is "close" to $\mathcal{A}_{\varepsilon} \nabla u_{\varepsilon}^{1}$ in the sense that it satisfies

$$
\begin{equation*}
\left\|\mathbf{z}_{\varepsilon}^{1}-\mathcal{A}_{\varepsilon} \nabla u_{\varepsilon}^{1}\right\|_{0} \leq\left[c \varepsilon+c\left(p^{\prime}\right)\left(\frac{L_{\Omega} \varepsilon}{|\Omega|}\right)^{1 / 2-1 / p^{\prime}}\right]\|\boldsymbol{\chi}\|_{1, q, Y}\left\|u_{0}\right\|_{2} . \tag{48}
\end{equation*}
$$

Observe that, owing to (47) and (48) we get

$$
\begin{aligned}
\int_{\Omega} \mathcal{A}_{\varepsilon} \nabla\left(u_{\varepsilon}-u_{\varepsilon}^{1}\right) \cdot \nabla\left(u_{\varepsilon}-u_{\varepsilon}^{1}\right) d \boldsymbol{x} & =\int_{\Omega}\left(\mathbf{z}_{\varepsilon}^{1}-\mathcal{A}_{\varepsilon} \nabla u_{\varepsilon}^{1}\right) \cdot \nabla\left(u_{\varepsilon}-u_{\varepsilon}^{1}\right) d \boldsymbol{x} \\
\leq & {\left[c \varepsilon+c\left(p^{\prime}\right)\left(\frac{L_{\Omega} \varepsilon}{|\Omega|}\right)^{1 / 2-1 / p^{\prime}}\right]\|\boldsymbol{\chi}\|_{1, q, Y}\left\|u_{0}\right\|_{2}\left|u_{\varepsilon}-u_{\varepsilon}^{1}\right|_{1} }
\end{aligned}
$$

and, then, the ellipticity of $\mathcal{A}_{\varepsilon}$ yields

$$
\begin{equation*}
\left|u_{\varepsilon}-u_{\varepsilon}^{1}\right|_{1} \leq\left[c \varepsilon+c\left(p^{\prime}\right)\left(\frac{L_{\Omega} \varepsilon}{|\Omega|}\right)^{1 / 2-1 / p^{\prime}}\right]\|\boldsymbol{\chi}\|_{1, q, Y}\left\|u_{0}\right\|_{2} \tag{49}
\end{equation*}
$$

The proof of $\mathbf{z}_{\varepsilon}^{1}$ fulfilling (47) and (48) is constructive. Let $\boldsymbol{y}:=\boldsymbol{x} / \varepsilon$ be the slow variable, and observe that

$$
\begin{align*}
\left(\mathcal{A}_{\varepsilon} \nabla u_{\varepsilon}^{1}\right)_{i} & =a_{i j}(\boldsymbol{y}) \frac{\partial u_{\varepsilon}^{1}}{\partial x_{j}}=\left(a_{i j}(\boldsymbol{y})+a_{i k}(\boldsymbol{y}) \frac{\partial \chi^{j}(\boldsymbol{y})}{\partial y_{k}}\right) \frac{\partial u_{0}}{\partial x_{j}}+\varepsilon a_{i j}(\boldsymbol{y}) \chi^{k}(\boldsymbol{y}) \frac{\partial^{2} u_{0}}{\partial x_{j} \partial x_{k}} \\
& =a_{i j}^{0} \frac{\partial u_{0}}{\partial x_{j}}+g_{i}^{j}(\boldsymbol{y}) \frac{\partial u_{0}}{\partial x_{j}}+\varepsilon a_{i j}(\boldsymbol{y}) \chi^{k}(\boldsymbol{y}) \frac{\partial^{2} u_{0}}{\partial x_{j} \partial x_{k}} \tag{50}
\end{align*}
$$

where $g_{i}^{j}(\boldsymbol{y})=a_{i j}(\boldsymbol{y})+a_{i k}(\boldsymbol{y}) \frac{\partial \chi^{j}(\boldsymbol{y})}{\partial y_{k}}-a_{i j}^{0}$. We have from (8) that the vector fields $\boldsymbol{g}^{j}$ are solenoidal, i.e. $\nabla_{\boldsymbol{y}} \cdot \boldsymbol{g}^{j}=0$, as their $i-$ th component is $g_{i}^{j}$. Hence, by Theorem 3.4 and Remark 3.11 from [15] there exists $\boldsymbol{\alpha}^{j} \in W_{p e r}^{1, q}(Y)^{d}, \nabla \cdot \boldsymbol{\alpha}^{j}=0$ such that

$$
\begin{equation*}
\boldsymbol{g}^{k}=\operatorname{curl}_{\boldsymbol{y}} \boldsymbol{\alpha}^{k} \text { with }\left\|\boldsymbol{\alpha}^{k}\right\|_{1, q, Y} \leq c\left\|\chi^{k}\right\|_{1, q, Y} \quad \text { with } q>d \tag{51}
\end{equation*}
$$

Equation (50) yields

$$
\begin{equation*}
\mathcal{A}_{\varepsilon} \nabla u_{\varepsilon}^{1}-\mathcal{A}_{0} \nabla u_{0}=\operatorname{curl}_{\boldsymbol{y}} \boldsymbol{\alpha}^{k}(\boldsymbol{y}) \frac{\partial u_{0}}{\partial x_{j}}+\varepsilon\left(a_{i j}(\boldsymbol{y}) \chi^{k}(\boldsymbol{y}) \frac{\partial^{2} u_{0}}{\partial x_{j} \partial x_{k}}\right) \tag{52}
\end{equation*}
$$

where the last term on the right-hand side of (52) is the vector whose $i$-th component is $a_{i j}(\boldsymbol{y}) \chi^{k}(\boldsymbol{y}) \frac{\partial^{2} u_{0}}{\partial x_{j} \partial x_{k}}$. Next, we observe that

$$
\operatorname{curl}\left(\boldsymbol{\alpha}^{k}(\boldsymbol{y}) \frac{\partial u_{0}}{\partial x_{k}}\right)=\boldsymbol{\alpha}^{k}(\boldsymbol{y}) \times \nabla \frac{\partial u_{0}}{\partial x_{k}}+\operatorname{curl} \boldsymbol{\alpha}^{k}(\boldsymbol{y}) \frac{\partial u_{0}}{\partial x_{k}} .
$$

Since $\operatorname{curl}_{y} \boldsymbol{\alpha}^{k}(\boldsymbol{y}) \frac{\partial u_{0}}{\partial x_{j}}=\varepsilon \operatorname{curl} \boldsymbol{\alpha}^{k}(\boldsymbol{x} / \varepsilon) \frac{\partial u_{0}}{\partial x_{j}}$ it follows from 52

$$
\begin{align*}
\mathcal{A}_{\varepsilon} \nabla u_{\varepsilon}^{1}-\mathcal{A}_{0} \nabla u_{0} & =\varepsilon \operatorname{curl}\left(\boldsymbol{\alpha}^{k}(\boldsymbol{x} / \varepsilon) \frac{\partial u_{0}}{\partial x_{k}}\right) \\
& -\varepsilon \boldsymbol{\alpha}^{k}(\boldsymbol{x} / \varepsilon) \times \nabla \frac{\partial u_{0}}{\partial x_{k}}+\varepsilon a_{i j}(\boldsymbol{x} / \varepsilon) \chi^{k}(\boldsymbol{x} / \varepsilon) \frac{\partial^{2} u_{0}}{\partial x_{j} \partial x_{k}} . \tag{53}
\end{align*}
$$

Next, from (51) and Sobolev inequalities we obtain

$$
\left\|\varepsilon \boldsymbol{\alpha}^{k}(\boldsymbol{x} / \varepsilon) \times \nabla \frac{\partial u_{0}}{\partial x_{k}}+\varepsilon a_{i j}(\boldsymbol{x} / \varepsilon) \chi^{k}(\boldsymbol{x} / \varepsilon) \frac{\partial^{2} u_{0}}{\partial x_{j} \partial x_{k}}\right\|_{0} \leq \varepsilon\left(\left\|\boldsymbol{\alpha}^{k}\right\|_{0, \infty, Y}+\|\boldsymbol{\chi}\|_{0, \infty, Y}\right)\left\|u_{0}\right\|_{2}
$$

$$
\begin{equation*}
\leq c \varepsilon\|\boldsymbol{\chi}\|_{1, q, Y}\left\|u_{0}\right\|_{2} \tag{54}
\end{equation*}
$$

where the constant $c$ depends only on $Y$. Thereby, induced by (53) and the estimate (54), we define the ansatz

$$
\begin{equation*}
\mathbf{z}_{\varepsilon}^{1}:=\mathcal{A}_{0} \nabla u_{0}+\varepsilon \operatorname{curl}\left(\boldsymbol{\alpha}^{k}(\boldsymbol{x} / \varepsilon) \frac{\partial u_{0}}{\partial x_{k}} \tau_{\varepsilon}\right) \tag{55}
\end{equation*}
$$

where $\tau_{\varepsilon} \in C_{0}^{\infty}(\Omega)$ is a cut-off function satisfying $\left\|\nabla \tau_{\varepsilon}\right\|_{\infty} \leq \frac{c}{\varepsilon}$ and $\tau_{\varepsilon}(x)=1$ if $\operatorname{dist}(\boldsymbol{x}, \partial \Omega)>$ $\varepsilon$. Set

$$
\Omega_{\varepsilon}:=\{\boldsymbol{x} \in \Omega: \operatorname{dist}(\boldsymbol{x}, \partial \Omega) \leq \varepsilon\},
$$

and observe that, from (53) and (54), the leading error between $\mathbf{z}_{\varepsilon}^{1}$ and $\mathcal{A}_{\varepsilon} \nabla u_{\varepsilon}^{1}$ can be bounded as follows

$$
\begin{align*}
& \left\|\varepsilon \operatorname{curl}\left(\boldsymbol{\alpha}^{k}(\boldsymbol{x} / \varepsilon) \frac{\partial u_{0}}{\partial x_{j}}\left(1-\tau_{\varepsilon}\right)\right)\right\|_{0} \leq\left\|\varepsilon\left(1-\tau_{\varepsilon}\right) \boldsymbol{\alpha}^{k}(\boldsymbol{x} / \varepsilon) \times \nabla \frac{\partial u_{0}}{\partial x_{j}}\right\|_{0, \Omega_{\varepsilon}}+  \tag{56}\\
& \left\|\varepsilon\left(1-\tau_{\varepsilon}\right) \frac{\partial u_{0}}{\partial x_{j}} \operatorname{curl} \boldsymbol{\alpha}^{k}(\boldsymbol{x} / \varepsilon)\right\|_{0, \Omega_{\varepsilon}}+\left\|\varepsilon \boldsymbol{\alpha}^{k}(\boldsymbol{x} / \varepsilon) \times \frac{\partial u_{0}}{\partial x_{j}} \nabla \tau_{\varepsilon}\right\|_{0, \Omega_{\varepsilon}} .
\end{align*}
$$

The first term on the right-hand side of (56) is bounded using Sobolev embedding Theorem as follows

$$
\left\|\varepsilon\left(1-\tau_{\varepsilon}\right) \boldsymbol{\alpha}^{k}(\boldsymbol{x} / \varepsilon) \nabla \frac{\partial u_{0}}{\partial x_{j}}\right\|_{0, \Omega_{\varepsilon}} \leq \varepsilon\|\boldsymbol{\chi}\|_{0, \infty, \Omega_{\varepsilon}}\left\|u_{0}\right\|_{2, \Omega_{\varepsilon}} \leq \varepsilon\|\boldsymbol{\chi}\|_{1, q, Y}\left\|u_{0}\right\|_{2} .
$$

Let $\alpha_{j}^{k}$ denotes the j -th element of $\boldsymbol{\alpha}^{k}$. To estimate the remaining terms in (56), we use the Y-periodicity of the function $\alpha_{j}^{k}$ to obtain

$$
\left(\int_{\Omega_{\varepsilon}} \alpha_{j}^{k}(\boldsymbol{x} / \varepsilon)^{q} d \boldsymbol{x}\right)^{1 / q} \leq\left(\frac{L_{\Omega}}{\varepsilon^{d-1}} \int_{\varepsilon Y} \alpha_{j}^{k}(\boldsymbol{x} / \varepsilon)^{q} d \boldsymbol{x}\right)^{1 / q} \leq\left(\varepsilon L_{\Omega} \int_{Y} \alpha_{j}^{k}(\boldsymbol{y})^{q} d \boldsymbol{y}\right)^{1 / q}
$$

The second term on the right-hand side of (56) is estimated as follows

$$
\begin{aligned}
\left\|\varepsilon\left(1-\tau^{\varepsilon}\right) \frac{\partial \alpha_{j}^{k}}{\partial x_{l}} \frac{\partial u_{0}}{\partial x_{j}}\right\|_{0, \Omega_{\varepsilon}} & \leq c\left(p^{\prime}\right)\left\|\left(1-\tau^{\varepsilon}\right)\right\|_{0, s, \Omega_{\varepsilon}}\left\|\varepsilon \frac{\partial \alpha_{j}^{k}}{\partial x_{l}}\right\|_{0, q, \Omega_{\varepsilon}}\left\|\frac{\partial u_{0}}{\partial x_{j}}\right\|_{0, p^{\prime}, \Omega_{\varepsilon}} \\
& \leq\left. c\left(p^{\prime}\right)\left|\Omega_{\varepsilon} \frac{1}{s}\left(L_{\Omega} \varepsilon\right)^{\frac{1}{q}}\right| \Omega\right|^{1 / p^{\prime}-1 / 2}\|\boldsymbol{\chi}\|_{1, q, Y}\left\|u_{0}\right\|_{2, \Omega} \\
& \leq c\left(p^{\prime}\right)\left(L_{\Omega} \varepsilon\right)^{1 / 2-1 / p^{\prime}}|\Omega|^{1 / p^{\prime}-1 / 2}\|\boldsymbol{\chi}\|_{1, q, Y}\left\|u_{0}\right\|_{2, \Omega}
\end{aligned}
$$

where

$$
\begin{equation*}
\frac{1}{s}+\frac{1}{p^{\prime}}+\frac{1}{q}=\frac{1}{2} . \tag{57}
\end{equation*}
$$

The constant $c\left(p^{\prime}\right)$ depends on $p^{\prime}$ and its dependence on $\Omega_{\varepsilon}$ relies only on the cone property of $\partial \Omega_{\varepsilon}$, and the term $|\Omega|^{1 / p^{\prime}-1 / 2}$ appears from the Sobolev embedding constant; [27]. As for the third term on the right-hand side of (56), we observe that

$$
\begin{align*}
\left\|\varepsilon \frac{\partial \tau^{\varepsilon}}{\partial x_{l}} \alpha_{l}^{k} \frac{\partial u_{0}}{\partial x_{j}}\right\|_{0, \Omega_{\varepsilon}} & \leq\left\|\varepsilon \frac{\partial \tau^{\varepsilon}}{\partial x_{l}}\right\|_{0, s, \Omega_{\varepsilon}}\left\|\boldsymbol{\alpha}^{k}\right\|_{0, q, \Omega_{\varepsilon}}\left\|u_{0}\right\|_{1, p^{\prime}, \Omega_{\varepsilon}} \\
& \leq\left\|\varepsilon \frac{\partial \tau^{\varepsilon}}{\partial x_{l}}\right\|_{0, \infty, \Omega_{\varepsilon}}\left|\Omega_{\varepsilon}\right|^{\frac{1}{s}}\left(L_{\Omega} \varepsilon\right)^{\frac{1}{q}}\|\boldsymbol{\chi}\|_{0, q, Y}\left\|\frac{\partial u_{0}}{\partial x_{j}}\right\|_{0, p^{\prime}, \Omega} \\
& \leq c\left(p^{\prime}\right)\left(L_{\Omega} \varepsilon\right)^{1 / 2-1 / p^{\prime}}|\Omega|^{1 / p^{\prime}-1 / 2}\|\boldsymbol{\chi}\|_{1, q, Y}\left\|u_{0}\right\|_{2, \Omega} \tag{58}
\end{align*}
$$

where we used (7), and that $p^{\prime}$ and $s$ satisfy (57). We now estimate the last term on the right-hand side of (56) as follows

$$
\left\|\varepsilon \tau^{\varepsilon} \chi_{\varepsilon}^{j} \frac{\partial^{2} u_{0}}{\partial x_{k} \partial x_{j}}\right\|_{0, \Omega_{\varepsilon}} \leq \varepsilon\left\|\chi_{\varepsilon}^{j}\right\|_{0, \infty, \Omega_{\varepsilon}}\left\|u_{0}\right\|_{2, \Omega_{\varepsilon}} \leq \varepsilon\|\chi\|_{1, q, Y}\left\|u_{0}\right\|_{2} .
$$

Finally, gathering previous contributions, we conclude that

$$
\begin{equation*}
\varepsilon\left\|\operatorname{curl}\left(\boldsymbol{\alpha}^{k}(\boldsymbol{x} / \varepsilon) \frac{\partial u_{0}}{\partial x_{k}}\left(1-\tau_{\varepsilon}\right)\right)\right\|_{0} \leq\left[c \varepsilon+c\left(p^{\prime}\right)\left(L_{\Omega} \varepsilon\right)^{1 / 2-1 / p^{\prime}}|\Omega|^{1 / p^{\prime}-1 / 2}\right]\|\boldsymbol{\chi}\|_{1, q, Y}\left\|u_{0}\right\|_{2} \tag{59}
\end{equation*}
$$

where $p^{\prime}$ satisfy (57), and we used estimate (51). Hence, from the definition of $\mathbf{z}_{\varepsilon}^{1}$ in (55), identity (53) and inequality (54), we prove (48) holds. Now, since $\tau_{\varepsilon} \in C_{0}^{\infty}(\Omega)$, we get

$$
\int_{\Omega} \varepsilon \operatorname{curl}\left(\boldsymbol{\alpha}^{k}(\boldsymbol{x} / \varepsilon) \frac{\partial u_{0}}{\partial x_{k}} \tau_{\varepsilon}\right) \cdot \nabla \phi d \boldsymbol{x}=0 \quad \text { for all } \phi \in H^{1}(\Omega),
$$

and as a result, from the definition of $\mathbf{z}_{\varepsilon}^{1}$ in (55) and the weak formulations satisfied by $u_{0}$ and $u_{\varepsilon}$, it follows

$$
\int_{\Omega}\left(\mathbf{z}_{\varepsilon}^{1}-\mathcal{A}_{\varepsilon} \nabla u_{\varepsilon}\right) \cdot \nabla \phi d \boldsymbol{x}=\int_{\Omega}\left(\mathcal{A}_{0} \nabla u_{0}-\mathcal{A}_{\varepsilon} \nabla u_{\varepsilon}\right) \cdot \nabla \phi d \boldsymbol{x}=0 \quad \text { for all } \phi \in H^{1}(\Omega),
$$

and then (49) holds. It remains to proof that the estimate (49) also holds on the $L^{2}(\Omega)$ norm. Nevertheless, in the pure Neumann case, $u_{\varepsilon}^{1}$ does not have mean value zero in $\Omega$ and neither vanishes at part of the boundary $\partial \Omega$. Consequently, we cannot directly apply Poincaré inequality to obtain the desired result. Thereby, we define

$$
M_{u_{1}}:=\frac{1}{|\Omega|} \int_{\Omega} \chi^{j} \partial_{j} u_{0} d \boldsymbol{x}
$$

and, using $u_{\varepsilon}, u_{0} \in L_{0}^{2}(\Omega)$ we have that $u_{\varepsilon}-u_{\varepsilon}^{1}-\varepsilon M_{u_{1}} \in L_{0}^{2}(\Omega)$, and applying Poincaré inequality, it holds

$$
\begin{align*}
\left\|u_{\varepsilon}-u_{\varepsilon}^{1}-\varepsilon M_{u_{1}}\right\|_{0} \leq c d_{\Omega} \mid u_{\varepsilon} & -\left.u_{\varepsilon}^{1}\right|_{1}  \tag{60}\\
& \leq c\left(p^{\prime}\right) d_{\Omega}\left[c \varepsilon+c\left(p^{\prime}\right)\left(\frac{L_{\Omega} \varepsilon}{|\Omega|}\right)^{1 / 2-1 / p^{\prime}}\right]\|\chi\|_{1, q, Y}\left\|u_{0}\right\|_{2} .
\end{align*}
$$

To estimate $M_{u_{1}}$, we use Sobolev inequality which yields

$$
\left|M_{u_{1}}\right| \leq|\Omega|^{-1}\left\|\chi^{j}\right\|_{0}\left\|u_{0}\right\|_{1} \leq|\Omega|^{-1}|\Omega|^{1 / 2}\left\|\chi^{j}\right\|_{\infty, Y}\left\|u_{0}\right\|_{1} \leq c|\Omega|^{-1 / 2}\left\|\chi^{j}\right\|_{1, q, Y}\left\|u_{0}\right\|_{1},
$$

and, as a result, we arrive at

$$
\left\|M_{u_{1}}\right\|_{0} \leq c\left\|\chi^{j}\right\|_{1, q, Y}\left\|u_{0}\right\|_{1} .
$$

From triangle inequality, we conclude

$$
\left\|u_{\varepsilon}-u_{\varepsilon}^{1}\right\|_{0} \leq c\left(p^{\prime}\right)\left[c \varepsilon+c\left(p^{\prime}\right)\left(\frac{L_{\Omega} \varepsilon}{|\Omega|}\right)^{1 / 2-1 / p^{\prime}}\right]\left(1+d_{\Omega}\right)\|\boldsymbol{\chi}\|_{1, q, Y}\left\|u_{0}\right\|_{2},
$$

and the result follows.
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