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Abstract

We consider feedback control systems where sensor readings and actuator commands may be compromised by an attacker intending to
damage the system. We study this problem at the supervisory layer of the control system, using discrete event systems techniques. The
attacker can edit the outputs from the sensors of the system before they reach the supervisory controller as well as it can edit actuator
commands before they reach the system. In this context, we formulate the problem of synthesizing a supervisor that is robust against a
large class of edit attacks on the sensor readings and actuator commands. Intuitively, we search for a supervisor that guarantees the safety
of the system even when sensor readings and actuator commands are compromised. Given the similarities of the investigated problem
to the standard supervisory control problem, our solution methodology reduces the problem of synthesizing a robust supervisor against
deception attacks to a supervisory control problem. This new and intuitive solution methodology improves upon prior work on this topic.
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1 Introduction

Security concerns are a subject of increasing attention in
the control community, e.g., see (Cardenas et al. 2008, Teix-
eira et al. 2012). It was only recently that security aspects
started to be incorporated into the design of feedback con-
trol systems. Understanding and designing feedback control
systems that are robust against attacks is of critical impor-
tance nowadays.

In this paper, we assume that the underlying uncontrolled
system has been abstracted as a discrete transition system
(the plant in this work), where sensor outputs belong to a
finite set of (observable) events. A high-level supervisory
controller, or simply supervisor, driven by observable events
controls the behavior of the plant via actuator commands.
Based on this event-driven model, we incorporate an attacker
that hijacks a subset of the observable events and actuator
commands. As depicted in Fig. 1, the attacker infiltrates
and manipulates both communication channels between the
plant and the supervisor; this type of attack is known as a
deception attack. We study the design of feedback control
systems that are robust against deception attacks at their
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supervisory layer. Conceptually, we answer the following
question:

Can we find a supervisor that guarantees the safety of the
plant even in the presence of attacks on both communication
channels?

Fig. 1. Deception attack framework

Our solution methodology comprises two steps and
employs techniques from supervisory control of partially-
observed discrete event systems. In the first step, we build
an augmented plant, called attacked plant, where the pos-
sible attacker’s sensor manipulations are intertwined with
the plant model. The attacked plant can be built in a man-
ner that accounts for all possible attacks or can be built
based on a known attack model. The second step poses a
supervisory control problem for the attacked plant under a
safety specification and incorporates the possible attacker’s
actuator manipulations. This supervisory control problem
becomes an instance of supervisory control with arbitrary
control patterns under partial observation, for which the
existing theory of supervisory control of discrete event
systems is leveraged (Golaszewski and Ramadge 1987, Li
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et al. 1998, Takai 2000). We show that the solution of the
supervisory control problem for the attacked plant pro-
vides a solution for the problem addressed in this paper.
Moreover, our solution methodology using control patterns
allows a separation between the sensor and actuator attack
constraints, i.e., how these attacks affect the plant and the
supervisor.

Related work

Prior work on deception attacks in the field of Discrete
Event Systems (DES) mainly focuses on three axes: at-
tack detection (Thorsley and Teneketzis 2006, Carvalho et
al. 2018, Lima et al. 2018, Lima et al. 2019), attack synthesis
(Su 2018, Zhang et al. 2018, Lin et al. 2019a, Meira-Góes
et al. 2020, Meira-Góes et al. 2021c), and robust supervi-
sor synthesis (Wakaiki et al. 2018, Su 2018, Meira-Góes
et al. 2019, Lin et al. 2019b, Zhu et al. 2019, Wang and
Pajic 2019). Attack detection focuses on identifying condi-
tions for attack detection for a given closed-loop system. At-
tack synthesis problems investigate the automatic design of
successful attack strategies for a given supervisory control
system. Lastly, robust supervisor synthesis problems against
attacks study techniques to synthesize supervisors that are
robust-by-construction.

Our work differs intrinsically from attack detection and
attack synthesis since it focuses on robust supervisor syn-
thesis. Each work investigating the robust supervisor syn-
thesis problem focuses on different attack constraints. For
example, robustness against bounded sensor deception at-
tacks is studied in (Su 2018); robustness against parameter-
ized sensor deception attacks is considered in (Meira-Góes et
al. 2019, Meira-Góes et al. 2021d); robustness against actu-
ator and sensor-replacement deception attacks is explored in
(Lin et al. 2019b); and robustness against actuator and sensor
deception attacks is investigated in (Wang and Pajic 2019).
The works in (Su 2018, Wakaiki et al. 2018, Meira-Góes
et al. 2019, Meira-Góes et al. 2021d) only focus on sensor
deception attacks.

Compared to (Lin et al. 2019b), our work complements
their results by providing a general solution for the problem
of synthesizing robust supervisors against both actuator and
sensor deception attacks. Sensor deception attacks in (Lin
et al. 2019b) only encompass sensor replacement attacks,
i.e., the attacker either replaces a compromised sensor read-
ing by another reading or deletes the sensor reading. In our
work, sensor deception attacks are parameterized based on
prior attack knowledge, i.e., bounded attacks, replacement
attacks, etc. However, we leave for future work parameteriz-
ing actuator deceptions attacks, which is possible in (Lin et
al. 2019b). Lastly, our solution approach reduces the robust
supervisor synthesis problem to a supervisory control prob-
lem, which provides a more intuitive solution in our opinion.

The supervisory control framework in (Wang and Pajic
2019) differs from the standard framework since they as-
sume that the supervisor can actively change the state of the
physical process. Therefore, our results also differ from the
ones in (Wang and Pajic 2019) since we study the robustness
problem in the standard supervisory control framework.

Contributions

We have four main contributions in this paper: (i) using
the idea of control patterns, we describe a new modeling
technique to define the closed-loop behavior of supervisory
control systems under sensor and actuator attacks; (ii) we
reduce the robust supervisor synthesis problem against both
sensor and actuator attacks to an instance of the supervi-
sor synthesis problem under arbitrary control patterns con-
straints; (iii) we provide sufficient conditions on the exis-
tence of the supremal robust supervisor against sensor and
deception attacks; and (iv) we discuss necessary modifi-
cations on supervisory control synthesis algorithms (Hadj-
Alouane et al. 1996, Yin and Lafortune 2016) to synthesize
maximal robust supervisors and all robust supervisors. Pre-
liminary results of this paper appeared in (Meira-Góes et
al. 2019), where only sensor deception attacks were consid-
ered. Herein, we extend our previous work by considering
both sensor and actuator attacks as well as providing the
missing proofs in (Meira-Góes et al. 2019).

Organization

This paper is organized as follows. Section 2 introduces
necessary background used throughout the paper. The frame-
work of supervisory control theory under sensor and actua-
tor deception attacks and the synthesis of robust supervisors
are presented in Section 3. In Section 4, we provide the so-
lution methodology for the studied problem and discuss its
correctness. Sections 5 discusses two different algorithms
that synthesize robust supervisors and the trade-off between
them. We conclude the paper in Section 6.

2 Preliminaries

We consider systems modeled as automata. Mathe-
matically, an automaton G is defined as a tuple G :=
(XG,Σ, δG, x0,G), where XG is a finite set of states; Σ is a
finite set of events; δG : XG×Σ → XG is a partial transition
function; and x0,G ∈ XG is the initial state. The function
δG is extended in the usual manner to domain XG × Σ∗,
where ∗ is the standard Kleene star operation. The language
generated by G is defined as L(G) := {s ∈ Σ∗|δG(x0, s)!},
where ! means “is defined”. For x ∈ XG, we define
EnG(x) := {e ∈ Σ | δG(x, e)!} as the active event set at
state x. For K ⊆ Σ∗, we denote by pr(K) the set of all
prefixes of strings in K and K is said to be prefix-closed if
K = pr(K).

In the context of supervisory control theory of DES
(Ramadge and Wonham 1987), an uncontrolled system
(plant) G is controlled by a supervisor, denoted by S. This
controlled system is a new DES denoted by S/G with
closed-loop language L(S/G) defined in the usual man-
ner (see, e.g., (Cassandras and Lafortune 2008, Wonham
and Cai 2018)). Usually, the supervisor S has limited ac-
tuation and sensing capabilities described by the pair of
partitions of Σ (Σc,Σuc) and (Σo,Σuo), which represent
the sets of controllable, uncontrollable, observable, and
unobservable events, respectively. Intuitively, the supervi-
sor only observes events in Σo and only disables events
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in Σc. Formally, it is a function S : Po(L(G)) → Γ,
where Po is the natural event projection from Σ∗ to Σ∗

o

extended to sets, and the set Γ is the set of admissible
control decisions, i.e., Γ := {γ ∈ 2Σ : Σuc ⊆ γ}. With-
out loss of generality, we assume that S is realized by an
automaton R = (XR,Σ, δR, x0,R) (see, e.g., (Cassandras
and Lafortune 2008, Wonham and Cai 2018)). While the
domain of events in R is Σ not Σo, its transitions are only
driven by observable events, i.e., transitions with unobserv-
able events are self-loops. We use both notations S and R
interchangeably throughout the paper.

Example 1 We model the road intersection example de-
picted in Fig. 2(a), which will be used as a simple illustrative
running example hereafter. The cars must cross the intersec-
tion without colliding with each other, or equivalently, both
cannot be at the intersection at the same time. This system
is modeled by the automaton G shown in Fig. 2(b). Every
event is controllable and observable. The supervisor realiza-
tion R that guarantees the above specification is obtained
by deleting state 5.

(a) Intersection with two cars (b) Road intersection model.
Events with B(lue) are related
to car 1, while events with
R(ed) are related to car 2.

Fig. 2. Intersection example

3 Robust Supervisory Control against Deception At-
tacks

3.1 Supervisory control under sensor deception attacks

Figure 1 pictorially describes deception attacks in the
supervisory control framework, where the attacker inter-
venes in both communication channels. In the communica-
tion channel between the plant and the supervisor, the at-
tacker has the ability to observe the same observable events
as the supervisor. Even more, it has the ability to alter some
of these observed events, where “alter” means that it can in-
sert or delete events. The subset of affected sensor readings
is denoted by Σsen ⊆ Σo, where only observable events can
be compromised since unobservable events have no effect
on the supervisor.

In the communication channel between the supervisor and
the plant, the attacker has the ability of enabling/disabling
some of the controllable events that are disabled/enabled by
the current control decision. The subset of affected control-
lable events is denoted by Σact ⊆ Σc, where only control-
lable events can be compromised since uncontrollable events
are always enabled by the supervisor.

First, we must characterize the closed-loop behavior of
this controlled system under deception attacks. After this

Attacked control

actions

Attacked 

observations

Fig. 3. Attacked Controlled System

characterization, we will formalize robustness against de-
ception attacks. Our characterization follows similar lines as
in (Carvalho et al. 2018, Lima et al. 2018). The conceptual
diagram of deception attacks, as shown in Fig. 1, is trans-
formed into an attacked controlled system depicted in Fig. 3.
This attacked system is constructed based on the original
controlled system and attacker assumptions.

Intuitively, the attacked plant is constructed by intertwin-
ing the possible attacker’s sensor manipulations with the
plant model. On the other hand, the attacked supervisor is
built based on these possible sensor modifications as well
as incorporating possible event enablements by the attacker.
Combining both models characterize the closed-loop behav-
ior under deception attacks.

3.2 Closed-loop system under deception attacks

3.2.1 Attacked plant

As was mentioned above, the attacked plant is constructed
by intertwining the possible attacker’s sensor manipulations
with the plant model. Let us look at a concrete example of
the construction of the attacked plant using G from Exam-
ple 1 and Σsen := {Rint}. If we assume that the plant is
at its initial state, state 1, then the plant can execute events
Bint or Rint. Since we combine the attacker with the plant
actions, the attacker can insert event Rint in the communi-
cation channel before the plant executes event Bint or Rint.
Lastly, when the plant executes Rint, the attacker can delete
this event from the communication channel.

Figure 4(a) depicts the above described transitions in
state 1 of the attacked plant. Insertions are encoded by two
transitions: transition from 1 to (1, Rint) with eventRint,ins;
and transition from (1, Rint) to 1 with event Rint. This en-
coding simulates the insertion of event Rint in state 1 since
the plant remains in the same state after the insertion. The
sequence Rint,insRint uniquely identifies the insertion of
event Rint in the attacked plant, i.e., event Rint,ins signals
that the following event Rint is inserted by the attacker. The
reasoning behind this encoding becomes clear in the closed-
loop system as we will discuss it later. Intuitively, event
Rint,ins is defined to be unobservable, i.e., the supervisor
cannot observe Rint,ins. If the attacked plant executes the
sequence Rint,insRint, the plant remains in state 1 while
the supervisor will receive observation Rint. As to ensure
the correct encoding of this behavior, we must introduce the
new state (1, Rint) to enforce the execution of event Rint

after event Rint,ins occurs.

On the other hand, event Rint,del identifies the execution
and deletion of event Rint. The deletion event is defined
in parallel to transition Rint since event Rint must be exe-
cuted by G in order to be deleted from the communication
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channel. Looking at the closed-loop system, event Rint,del

will also be unobservable to the supervisor. Therefore, if the
attacked plant executes event Rint,del, the plant moves to
state 4 while the supervisor will not receive any information.
Moreover, note that the attacked plant generates more behav-
ior than the original plant since the attacked plant combines
attacker actions with legitimate plant executions. Neverthe-
less, the attacked plant correctly captures the state evolution
of the original plant while combining the attacker actions
with legitimate plant executions.

(a) Def. of δGa for state 1 (b) Def. of δRa for state 1

Fig. 4. Attacked plant and attacked supervisor

To formalize the definition of the attacked plant, we need
to distinguish the attack actions from legitimate events gen-
erated by G, e.g., Rint,ins and Rint,del. Thus, we define
the set of attacked events Σatt := Σins ∪ Σdel, where
Σins := {eins | e ∈ Σsen} and Σdel := {edel | e ∈ Σsen}
denote insertion and deletion events, respectively. These sets
are pairwise disjoint with Σsen. We also define the opera-
tor M that removes the ins and del subscripts from events:
M(eins) = M(edel) := e for all e ∈ Σsen and M(e) := e
for all e ∈ Σ.

Based on Σatt, we augment the plant G with Σatt to
create the attacked plant Ga, i.e., Ga is a copy of G with
additional events Σatt and additional states. In the attacked
plant Ga, events eins simulate the insertion ability of the
attacker, whereas events edel simulate the deletion ability of
the attacker. Formally, Ga is defined as follow:

Definition 2 Given G and Σsen, we define Ga :=
(XGa

,Σm, δGa
, x0,Ga

), where XGa
:= XG∪(XG×Σsen),

Σm := Σ ∪ Σatt, x0,Ga
:= x0,G and

δGa
(x, e) :=



























δG(x,M(e)) if x ∈ XG and e /∈ Σins

(x,M(e)) if x ∈ XG and e ∈ Σins

x1 if x = (x1, e1), e = e1

undefined otherwise

(1)

To complete our encoding of Ga, the unobservable event
set in Ga is defined as Σm,uo := Σuo ∪Σatt. Unobservable
events in G continue to be unobservable in Ga. The attacker
actions Σatt are also considered unobservable in our encod-
ing since the supervisor does not observe them. Insertions
events eins can be considered unobservable since they are
immediately followed by the observable event M(eins) = e

in Ga, e.g., 1
Rint,ins

−−−−−→ (1, Rint)
Rint−−−→ 1 in Fig. 4(a) . Fi-

nally, the natural string projection function Pm,o projects
strings in Σ∗

m to Σ∗
o, i.e., Pm,o : Σ∗

m → Σ∗
o.

3.2.2 Attacked supervisor

The construction of the attacked supervisor is similar to
the construction of the attacked plant. However, we com-
bine the possible attacker’s actuator manipulations with
the supervisor model. Moreover, the attacked supervisor is
constructed for the attacked plant, which contains attacked
events Σatt. For this reason, the attacked supervisor must
include the set of attacked events Σatt defined in the pre-
vious section. First, we define the set of control patterns
that a supervisor for Ga must follow. This set is defined
based on the set of compromised actuator events Σact and
the attacked event Σatt. Next, we augment the supervisor
R based on this new set of control patterns to obtain the
attacked supervisor Ra.

As was defined in Section 3.1, the events in Σact are the
compromised actuator events, which the attacker can enable
or disable at any given point. Disabling events can be advan-
tageous for the attacker to better steer the plant to desired
states, but it can only reduce the overall controlled behavior,
i.e., it reduces the set of reachable states. Therefore, for the
problem of synthesizing robust supervisors, it is sufficient to
only consider actuator enablements (Carvalho et al. 2018).
In this manner, events in Σact must be deemed as uncon-
trollable since the attacker can arbitrarily enable them.

Next, we introduce attacked events Σatt into the attacked
supervisor model. These events cannot be directly controlled
by the supervisor since the attacker decides when to attack.
However, if a compromised event e ∈ Σsen is controllable,
then the supervisor can indirectly control the events in Σatt.
For example, if event Rint is disabled when the plant is in
state 1, then the event Rint,del is also disabled since event
Rint will not be executed. In the case of insertion events,
for convenience and without loss of generality, we state the
following assumption.

Assumption 3 The attacked supervisor enables insertion
events if and only if it enables the corresponding legitimate
event.

We could have assumed that the insertion of a disabled
event is simply ignored by the supervisor, i.e., it does not
change its state. Since inserting events also does not change
the state of the plant (Def. 2), Assumption 3 does not reduce
the power of the attacker, i.e., it is without loss of generality.
Based on this assumption, the insertion of event Rint also
depends on the enablement of event Rint. Therefore, if event
e ∈ Σsen is enabled, then it consequently enables events
eins and edel. Based on the above discussion, the control
patterns Ca is defined as:

Ca ={γ ∈ 2Σm | Σuc ∪ Σact ⊆ γ ∧

((e ∈ γ ∩Σsen) ⇔ (eins, edel ∈ γ))} (2)

The condition Σuc ∪ Σact ⊆ γ implies that events in Σact

are treated as uncontrollable events. The second condition
states that enabling an event in Σsen implies enabling its
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insertion and deletion. Note that the set Ca is closed under
union, i.e., if γ1, γ2 ∈ Ca, then γ1 ∪ γ2 ∈ Ca. The attacked
supervisor Ra is constructed such that it only emits control
decisions in Ca.

Definition 4 Given R, Σatt andΣact, we define the attacked
supervisor Ra := (XRa

,Σm, δRa
, x0,Ra

), where XRa
:=

XR, x0,Ra
:= x0,R, and for e ∈ Σm

δRa
(x, e) :=















δR(x, Pm,o(e)) if M(e) ∈ EnR(x)

x if M(e) ∈ Σact \ EnR(x)

undefined otherwise

(3)

Let us look at a concrete example of the construction of
the attacked supervisor using R from Example 1, Σsen :=
{Rint}, and Σact = {Rout}. Figure 4(b) depicts all transi-
tions defined by Eq. (3) in state 1 of the attacked supervi-
sor. The first condition in Eq. (3) states that if a compro-
mised event e ∈ Σsen is enabled in state x ∈ XR, then
e, eins, and edel are enabled in x ∈ XRa

. In Fig. 4(b), events
Rint,ins, Rint,del are defined as self-loops in state 1, i.e.,
δRa

(1, Rint,ins) = δR(1, Pm,o(Rint,ins)) = δR(1, ǫ) = 1,
On the other hand, event Rint in state 1 is defined as in R,
i.e., δRa

(1, Rint) = δR(1, Pm,o(Rint)) = δR(1, Rint) = 4.
If the event is not compromised, then only this event is en-
abled in Ra, as for event Bint in Fig. 4(b). The second
condition in Eq. (3) guarantees that compromised actuator
events are always enabled in Ra, i.e., event Rout is defined
as a self-loop in state 1 of the attacked supervisor. In this
manner, supervisor Ra is a copy of R with additional self-
loops based on Σatt and Σact.

3.2.3 Closed-loop system

The definition of the control pattern set Ca goes hand in
hand with the attacked plant encoding. To execute the se-
quence Rint,insRint, the supervisor enables events Rint,ins

and Rint (State 1 in Fig. 4b). After the execution, the su-
pervisor moves to state 2 in Fig. 4b, i.e., as if it had ob-
served event Rint. On the other hand, the attacked plant
goes through state (1, Rint) and reaches state 1 after the
sequence Rint,insRint in Fig. 4a, i.e., the plant remains in
state 1 after the attacker insertion. Event deletion happens
in a similar way.

In this manner, the closed-loop system under decep-
tion attacks is captured by the parallel composition of
Ga||Ra, where || is the parallel composition operator as in
(Cassandras and Lafortune 2008). Since Ra is a supervisor
realization, the closed-loop system under deception attacks
is also denoted by Ra/Ga. The language L(Ra/Ga) gen-
erated by this system is defined as the usual closed-loop
language of the supervised system.

Remark 5 The definitions of Ga and Ra are based on the
worst-case attack scenario in which the attacker can attack
whenever it is possible. This attack strategy introduced in
(Carvalho et al. 2018, Lima et al. 2018) is called the “all-
out” attack strategy. Although this model is simple, it is well-
suited to the problem we are investigating since we want

to design a supervisor that is robust against any deception
attack. At the end of this section, we generalize our closed-
loop behavior based on prior attack knowledge.

3.3 Supervisor robust against deception attacks

We assume that the plant G contains a set of critical
states defined as Xcrit ⊂ XG; these states are unsafe in
the sense that they are states where damage to the plant
might occur. Although damage is defined in relation to the
set Xcrit, it could be generalized in relation to any regular
language by state space refinement in the usual way (Cho
and Marcus 1989, Cassandras and Lafortune 2008). Since
XG ⊂ XGa

and with an abuse of notation, we say that Xcrit

defines the critical states of Ga.

Definition 6 Given plant G, Xcrit, supervisor R, and sets
Σsen,Σact, we say that R is robust with respect to G and
(Σact,Σsen) if δGa

(x0, s) /∈ Xcrit for any s ∈ L(Ra/Ga).

Finally, we are able to formally pose the Synthesis of Robust
Supervisor Problem.

Problem 7 (RSS–Robust Supervisor Synthesis) Given
plant G, Xcrit, and sets Σsen ⊆ Σo, Σact ⊆ Σc, synthesize
a robust supervisor R with respect to (Σact,Σsen), if one
exists.

Example 8 Let us return to our intersection example, where
we assume that Σsen = {Rint} and Σact = {Rout}. Using
G and R as given in Example 1, we construct the pair
Ga and Ra. Based on them, we obtain the attacked system
Ra/Ga shown in Fig. 5. The string s = Rint,delBint, in
red in Fig. 5, is feasible in Ra/Ga and takes Ga to state
5. Therefore, this supervisor is not robust with respect to
Σsen = {Rint} and Σact = {Rout}.

Fig. 5. The attacked controlled system for Ra/Ga

3.4 Prior attack knowledge

In the previous section, we defined the attacked behavior
based on the “all-out” attack strategy. We now relax this as-
sumption based on some prior knowledge of the attack strat-
egy used by an attacker. We only restrict the attacker based
on a sensor deception attack strategy, and we leave restrict-
ing actuator attacks for future work. Using such knowledge,
we can build the attacked plant similarly as it was built for
the “all-out” attack strategy. Namely, we need to modify the
construction of the attacked plant Ga. However, the con-
struction of Ra remains the same as before.
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There are different ways of describing attack strategies.
We assume that the known attack strategy is encoded as an
automaton A = (XA, δA,Σm, x0,A) as in (Meira-Góes et
al. 2020, Meira-Góes et al. 2021d). If automaton A cor-
rectly encodes the attack strategy, then we can restrict Ga

as defined in Def. 2 based on A, i.e., G′
a := Ga||A. In this

manner, the attacked system is defined by G′
a := Ga||A and

Ra is as in Def. 4.

We give one example of an attack strategy to demonstrate
how G′

a is constructed. The automaton in Fig. 6 encodes
an attack strategy where the attacker deletes at most one
event. The attacker is initialized in state 1, where it has not
performed any deletion. In state 1, the attacker can observe
legitimate events (self-loop with Σ) or it can delete an event

(transition 1
Σdel−−−→ 2). Once the attacker deletes one event,

it moves to state 2, where it only observes legitimate events.

Fig. 6. One deletion attack strategy

In the rest of the paper, we present our results for Ga

as defined in Def. 2. However, these results are applicable
to G′

a constructed based on a known attack strategy A by
simply replacing Ga by G′

a.

Remark 9 In (Lin et al. 2019b), attack strategies are con-
strained based on prior knowledge of the attack strategy.
However, their techniques to constrain actuator attacks do
not apply to our framework since they reduce the robustness
problem to a quantified Boolean formula problem. Moreover,
sensor attacks are restrained to sensor replacement attacks.

4 Solution of the Robust Supervisory Control Problem

4.1 Supervisory control with arbitrary control patterns

As described in the definition of the attacked supervisor,
the supervisor for the attacked plant must select its control
decision based on the set of control patterns Ca, i.e., a su-
pervisor for the attacked plant is defined as S : Σ∗

o → Ca.
This supervisor is more constrained compared to the gen-
eral supervisor defined in Section 2, in which the super-
visor leverages the entire set of feasible control decisions.
For this reason, prior results from supervisory control the-
ory with arbitrary control patterns are essential for our pro-
posed framework (Golaszewski and Ramadge 1987, Li et
al. 1998, Takai 2000). We state these results for the attacked
plant Ga and the set of control patterns Ca.

Proposition 10 (Takai 2000) Let K ⊆ L(Ga) be a non-
empty and prefix-closed language and let Ca be the avail-
able control patterns set. There exists a supervisor S :
Pm,o(L(Ga)) → Ca such that L(S/Ga) = K if and only if
K satisfies the following condition:

(∀s ∈ K)(∃γ ∈ Ca)(∀t ∈ P−1
m,o[Pm,o(s)] ∩K) s.t.

γ ∩ ΣL(Ga)(t) = ΣK(t)

where P−1
m,o is the inverse projection operator and ΣK(s) :=

{e ∈ Σm | se ∈ K} is the one event continuation from
s ∈ K .

Proposition 10 reduces to the standard controllability and
observability conditions when Ca = {γ ∈ 2Σm | Σuc ∪
Σact ⊆ γ} (Takai 2000, Cassandras and Lafortune 2008).
When K does not satisfy Proposition 10 given the set Ca,
the set CO(K,Ca) = {K ′ ⊆ L(Ga) | K ′ = pr(K ′) ⊆
K s.t. K ′ satisfies Proposition 10} is defined. This set is
non-empty since ∅ ∈ CO(K,Ca). As in the standard partial
observation supervisory control problem, there does not exist
in general a supremal element in CO(K,Ca) (Takai 2000).

4.2 Existence of solution for the RSS problem

Our definition of robustness against deception attacks,
Def. 6, focuses exclusively on the language L(Ra/Ga),
which is the language of the attacked system. Therefore, this
language becomes the center of our study, where we search
for a supervisor for the attacked plant Ga such that the con-
trolled attack system satisfies the robustness property. Here,
we investigateGa in the supervisory control framework with
arbitrary control patterns Ca and observable event set Σo.

Let Kspec := L(Ac(Ga, Xcrit)) be the language specifi-
cation onL(Ga), whereAc(Ga, Xcrit) is the accessible sub-
automaton of Ga after deleting states Xcrit ⊂ XGa

. From
(Takai 2000), it follows that for any K ′ ∈ CO(Kspec, Ca),
if K ′ 6= ∅, there exists a supervisor S : Pm,o(L(Ga)) → Ca

such that L(S/Ga) = K ′. Since the languages L(Ga) and
Kspec are regular languages, without loss of generality we
assume that the supervisor S : Pm,o(L(Ga)) → Ca such
that L(S/Ga) ∈ CO(Kspec, Ca) is encoded by a DFA Ra.

Definition 11 Let the supervisor Ra satisfy L(Ra/Ga) ∈
CO(Kspec, Ca). Build supervisor R := (XR,Σ, δR, x0,R),
where XR := XRa

, x0,R := x0,Ra
, and δR(x, e) :=

δRa
(x, e) for e ∈ Σ and x ∈ XR, i.e., δR is δRa

restricted
to events in Σ.

Definition 11 constructs the supervisor R by simply re-
moving events in Σatt from Ra. The transitions with events
in Σatt on Ra are self-loops since they are unobservable
in the attacked plant Ga. Therefore, Def. 11 is the “inverse
construction” of Def. 4.

Robust supervisors with respect to G, Xcrit, and
(Σact,Σsen) are directly related to supervisors Ra such that
L(Ra/Ga) ∈ CO(Kspec, Ca). Intuitively, if a supervisor R
is robust, then the language L(Ra/Ga) ∈ CO(Kspec, Ca),
where Ra is constructed via Def. 4. On the other hand, let
Ra be a supervisor such that L(Ra/Ga) ∈ CO(Kspec, Ca),
then the supervisor R constructed via Def. 11 is robust. The
following theorem formally states this connection.

Theorem 12 A supervisor R is robust w.r.t. G, Xcrit, and
(Σact,Σsen) if and only if L(Ra/Ga) ∈ CO(Kspec, Ca).

Proof. We start with the only if part. Assuming that R
is robust w.r.t. G and (Σact,Σsen), we need to show
that L(Ra/Ga) ∈ CO(Kspec, Ca), where Ra is con-
structed via Def. 4. In other words, we need to show that
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L(Ra/Ga) ⊆ Kspec and satisfies Prop. 10. We show this
result directly by constructing the language L(Ra/Ga).
Language K∗ := L(Ra/Ga) is a subset of Kspec since R is
robust w.r.t. (Σact,Σsen), i.e., no string in K∗ reaches the
critical states. Next, every control decision in Ra satisfies by
construction the set of control patterns in Ca. We just need
to show that for any s ∈ K∗, there exists γ ∈ Ca such that
γ∩ΣL(Ga)(t) = ΣK∗(t) for any t ∈ P−1

m,o[Pm,o(s)]∩K∗ (as

stated in Prop. 10). Let γ := EnRa
(δRa

(x0,Ra
, Pm,o(t)))

so that we compare both sides of the equation. Note that,
δRa

(x0,Ra
, Pm,o(t)) is well defined since s ∈ K∗ and

Pm,o(s) = Pm,o(t). In the right hand side, by definition
of the controlled language L(Ra/Ga), e ∈ ΣK∗(t) if and
only if t ∈ K∗ = L(Ra/Ga), e ∈ γ, and te ∈ L(Ga).
Since we assumed that t ∈ P−1

m,o[Pm,o(s)] ∩ K∗, then

e ∈ ΣK∗(t) if and only if e ∈ γ and te ∈ L(Ga). On the
left hand side, e ∈ γ ∩ΣL(Ga)(t) if and only if t ∈ L(Ga),
e ∈ γ, and te ∈ L(Ga). Again, since we assumed that
t ∈ P−1

m,o[Pm,o(s)] ∩ K∗ ⊆ L(Ga), then e ∈ γ ∩ ΣL(Ga)

if and only if e ∈ γ and te ∈ L(Ga). It follows that
γ ∩ ΣL(Ga)(t) = ΣK∗(t).

We now show the if part. We assume that L(Ra/Ga) ∈
CO(Kspec, Ca) and prove that R constructed via Def. 11
is robust with respect to (Σact,Σsen). By definition of
CO(Kspec, Ca), it follows that of L(Ra/Ga) ⊆ Kspec.
Since L(Ra/Ga) ⊆ Kspec, the critical states in Ga are un-
reachable by any s ∈ L(Ra/Ga). Therefore, R is a robust
supervisor with respect to (Σact,Σsen).

Theorem 12 provides a set of sufficient and necessary con-
ditions for existence of a solution for our RSS problem. In
words, there exists a robust supervisor if and only if there ex-
ists a supervisorRa such that L(Ra/Ga) ∈ CO(Kspec, Ca).
Corollary 13 clearly states this result.

Corollary 13 There exists a solution for the RSS problem
if and only if CO(Kspec, Ca) 6= {∅}.

Theorem 12 also states one way of obtaining a solution
for the RSS problem, when one exists. A solution can be ob-
tained by constructing the set CO(Kspec, Ca) or construct-
ing specific elements in CO(Kspec, Ca). However, no algo-
rithm to construct supervisors in CO(Kspec, Ca) is described
in (Takai 2000). For this reason, we discuss two methods
to obtain solutions of the RSS problem based on the set
CO(Kspec, Ca) in Section 5.

4.3 Sufficient condition for the existence of the supremal
robust supervisor

In the previous sections, we showed how to solve the
general problem of synthesizing robust supervisors. Since
there does not exist in general a supremal supervisor for
this problem, we investigate sufficient conditions for the
existence of such a supremal robust supervisor.

The first condition, also known as normality condition,
is well known in the partially observed supervisory control
problem: Σc ⊆ Σo. When Σc ⊆ Σo, it follows that the ob-
servability plus the controllability conditions imply the nor-
mality condition (Cassandras and Lafortune 2008). Since

the supremal controllable and normal sublanguage always
exists, then, with this condition imposed, the supremal con-
trollable and observable sublanguage also exists. Recall that,
in the case of Ga, the events in Σact are treated as uncon-
trollable. Therefore, the above condition is Σc \Σact ⊆ Σo.
However, this condition is not enough to guarantee the exis-
tence of the supremal robust supervisor. In fact, our running
example demonstrates the nonexistence of a supremal ele-
ment even when Σc \Σact ⊆ Σo as we will see in Section 5.

In cyber-physical system models, we normally assign ac-
tuators signals to be controllable and observable events while
sensors signals are uncontrollable and observable. Since we
study sensor deception attacks, let us assume that the set
of affected sensor events is a subset of the uncontrollable
events, besides being a subset of observable events. Thus,
the second condition is Σsen ⊆ Σo ∩ Σuc.

Theorem 14 If Σc \Σact ⊆ Σo and Σsen ⊆ Σuc∩Σo, then
there exists a supremal element K↑ ∈ CO(Kspec, Ca) and

supervisor Ra such that K↑ = L(Ra/Ga).

5 Computing Robust Supervisors

Herein, we discuss two methods to compute robust super-
visors. Due to space limitations, the complete discussion on
these methods is described in (Meira-Góes et al. 2021a).

5.1 Computing a Maximal Robust Supervisor

In order to synthesize a robust supervisor, Corollary 13
states that we can select any supervisor Ra that satisfies
L(Ra/Ga) ∈ CO(Kspec, Ca). Since the supremal element
of CO(Kspec, Ca) does not exist in general, we search
for a supervisor that generates a maximal language in
CO(Kspec, Ca). A maximal language L ∈ CO(Kspec, Ca)
satisfies: ∄L′ ∈ CO(Kspec, Ca) such that L ⊂ L′.

We can adapt standard algorithms that compute maximal
controllable and observable sublanguages to consider control
patterns. For example, the VLP-PO algorithm from (Hadj-
Alouane et al. 1996) can be adapted such that it consid-
ers control patterns. Intuitively, the only difference between
modified VLP-PO algorithm and the VLP-PO algorithm pre-
sented in (Hadj-Alouane et al. 1996) is that the latter selects
control decisions from the set of all possible feasible con-
trol decisions, i.e., {γ ∈ 2Σm | Σuc ∪Σact ⊆ γ}, where the
former will select control decisions from Ca. For this rea-
son, the modified algorithm guarantees the same results as
the VLP-PO algorithm, e.g., correctness and complexity.

5.2 Finding all Robust Supervisors

Although the modified VLP-PO algorithm provides some
flexibility on the computation of robust supervisors through
the event ordering of the controllable events, it limits its
search to computing maximal robust supervisors for each
ordering. For this reason, we would like to investigate an al-
gorithm that would provide more flexibility for synthesizing
robust supervisors.
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In (Yin and Lafortune 2016, Meira-Góes et al. 2021b), a
uniform approach for synthesizing all state-based property-
enforcing supervisors for partially observed DES is pre-
sented. Their method constructs a finite bipartite transition
systems, called All Enforcement Structure (AES), which em-
beds all admissible supervisors that enforce a desired state-
based property. Our definition of robustness, Def. 6, is a
state-based property in Ga. Thus, we can alter the original
AES construction to adapt it to the set Ca and obtain the
“modified AES”; full details are presented in (Meira-Góes
et al. 2021a). The modified AES guarantees the same results
as the original AES, e.g., correctness and complexity.

Example 15 Back to the intersection example, we calculate
two maximal robust supervisors. Recall that we have defined
Σsen = {Rint} and Σact = {Rout}. We construct the at-
tacked plant based on Def. 2, where Ga has 18 states since
G has 9 states and Σsen = {Rint}. At this point, we want
to enforce that the critical state 5 is not reachable, i.e., the
specification is defined by automaton Ac(Ga, {5}). We can
use either the modified VLP-PO or the modified AES algo-
rithms to obtain these supervisors. These two supervisors
are shown in Fig. 7. Note that whenever Rint is enabled,
then both Rint,ins and Rint,del are enabled. Moreover, the
event Rout is enabled in every state of both supervisors.
Therefore, the control pattern constraint is satisfied. We ob-
tain a robust supervisor for G by removing events Σatt from
the supervisors in Fig. 7, according to Def. 11.

(a) Robust Supervisor R1 (b) Robust Supervisor R2

Fig. 7. Two robust supervisors for the intersection example

6 Conclusion

We have considered a class of problems in cyber-security
where sensor readings and actuator commands in a feed-
back control system may be manipulated by a malicious at-
tacker. We leverage techniques from supervisory control of
partially-observed discrete event systems, with arbitrary con-
trol patterns, to develop a solution methodology to prevent
damage to the system when some sensor readings and actu-
ator commands may be edited by the attacker. We showed
how this problem can be reduced to a partially observed su-
pervisory control problem with a specific class of control
patterns. Then, we provided two different algorithms to ob-
tain these robust supervisors. In Section 3, we only intro-
duced restrictions to sensor attacks when prior knowledge is
available, but we left actuator attacks restrictions to future
work. We believe that it will be possible to restrict actuator
attacks using control patterns and maintain the separation

between sensor and actuator constraints. Synthesizing non-
blocking robust supervisors is a potential extension of our
work. The problem of synthesizing nonblocking supervisors
with arbitrary control patterns is still an open problem, as
the results in (Takai 2000) only tackle prefix-closed specifi-
cations.

References

Cardenas, A. A., S. Amin and S. Sastry (2008). Secure control: Towards

survivable cyber-physical systems. In ‘2008 The 28th International

Conference on Distributed Computing Systems Workshops’. pp. 495–

500.

Carvalho, L. K., Y. C. Wu, R. Kwong and S. Lafortune (2018). ‘Detection

and mitigation of classes of attacks in supervisory control systems’.

Automatica 97, 121 – 133.

Cassandras, C. G. and S. Lafortune (2008). Introduction to Discrete Event

Systems. 2 edn. Springer-Verlag New York, Inc.. Secaucus, NJ, USA.

Cho, H. and S. I. Marcus (1989). ‘On supremal languages of classes of

sublanguages that arise in supervisor synthesis problems with partial

observation’. Mathematics of Control, Signals and Systems 2(1), 47–

69.

Golaszewski, C. H. and P. J. Ramadge (1987). Control of discrete event

processes with forced events. In ‘26th IEEE Conference on Decision

and Control’. Vol. 26. pp. 247–251.

Hadj-Alouane, N. B., S. Lafortune and F. Lin (1996). ‘Centralized

and distributed algorithms for on-line synthesis of maximal control

policies under partial observation’. Discrete Event Dynamic Systems

6(4), 379–427.

Li, Y., F. Lin and Z. H. Lin (1998). ‘A generalized framework for

supervisory control of discrete event systems’. International Journal

of Intelligent Control and Systems 2, 139–160.

Lima, P. M., L. K. Carvalho and M. V. Moreira (2018). Detectable and

undetectable network attack security of cyber-physical systems. In

‘14th IFAC Workshop on Discrete Event Systems WODES 2018’.

Vol. 51. pp. 179 – 185.

Lima, P. M., M. V. S. Alves, L. K. Carvalho and M. V. Moreira (2019).

‘Security against communication network attacks of cyber-physical

systems’. Journal of Control, Automation and Electrical Systems

30(1), 125–135.

Lin, L., S. Thuijsman, Y. Zhu, S. Ware, R. Su and M. Reniers (2019a).

Synthesis of supremal successful normal actuator attackers on

normal supervisors. In ‘2019 American Control Conference (ACC)’.

pp. 5614–5619.

Lin, L., Y. Zhu and R. Su (2019b). Towards bounded synthesis of resilient

supervisors. In ‘2019 IEEE 58th Conference on Decision and Control

(CDC)’. pp. 7659–7664.
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