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Abstract

The aim of this paper is to study a mathematical model describing the dynamics of
malaria transmission. The model tracks that humans gain a temporary immunity but they
can still transmit the disease to susceptible mosquitoes with a probability less than that of
infected humans. Furthermore, we take in consideration both return from the semi-immune
class as a probability of loss of immunity and the return from the infected directly to the
susceptible class. We investigate the existence of both trivial and non trivial equilibria and
their stability. We show how to estimate the size of different human populations using the
host incidence which is, in general, the only available information. To this end, we construct
some observers or ”software sensors” that allow to dynamically estimate the non-measured
state variables. We also provide some strategies to control the disease using Lyapunov
control functions.

Mathematics Subject Classification: 92D25, 92D30, 93B52, 93B53, 34H15.

Keywords: Epidemic models; Transmission dynamics; Stability analysis; Observer; State esti-
mation; Control strategies.

1 Introduction:
Malaria is a vector-borne disease transmitted to humans primarily through the bite of infected
female Anopheles. It is considered one of the most dangerous diseases in the world. The World
Health Organization (WHO) estimates that there were about 219 million cases and 435000 related
deaths in 2017 [27]. Malaria is one of the biggest risks that travelers can face while abroad, they
could be at risk of this infection in 87 countries around the world, mainly in Africa, Asia and the
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Americas [28]. Unfortunately, people at the highest risk of malaria infection include much more
of infants, children under 5 years of age, pregnant women and people living with HIV/AIDS, as
we know, this categories of people has low immunity. Many researches were done in the case of
vector borne disease and specially Malaria models, let us recall some previously known results
related to the present study. Since the first model proposed by Ross in 1911 [24], several models
were elaborated by including different factors. MacDonald in 1957 [20] was the first one that
introduced the latent compartment for the mosquitoes population, where Anderson and May in
1991 [1] had introduced this phase for the human population.
Environment, migration, immunity function, socio-economic factors and many other factors where
introduced to better represent the reality of the malaria transmission process [24, 4, 29, 20].
Experimental evidence show that (60–90%) of humans in endemic area are asymptomatic carriers
of the parasites (this is well explained in Ducrot et al. 2009 [10]; see also Chitnis et al. 2006 [7];
Chiyaka et al. 2007 [8]).
The model we consider in this paper is originated from the work [3], where the authors, consider
the class of semi-immune as asymptomatic humans carriers who are less infectious to mosquitoes
than symptomatic carriers. In the considered model, the human population is divided into three
classes: susceptible individuals Sh that represent people free of malaria capable of being infected,
infectious Ih bringing the parasite in the form gametocyte and semi-immune individuals Rh, which
also carries the parasite in the form gametocyte but with one difference they have no symptoms
and are less infectious to mosquitoes than symptomatic carriers Ih. The mosquito population
is divided into two classes: susceptible Sv and infected Iv that carry the parasite in its form
sporozoite. We denote by H(t) = Sh(t) + Ih(t) + Rh(t) the total size of the human population.
The total mosquito population will be dented V (t) = Sv(t) + Iv(t).

Parameters Description
Λh Recruitment into the human susceptible class
βvh Transmission probability from infectious mosquitoes to susceptible human.
βhv Transmission probability from infectious human to susceptible mosquitoes.
β̂hv Transmission probability from semi-immune human to susceptible mosquitoes.
γh Rate of progression from the infectious to the semi-immune class.
αh Rate of recovery from being infectious.
δh Disease induced death rate.
µh Natural human death rate.
Λv Recruitment into the vector susceptible class.
µv Natural mosquitoes death rate.
V The total mosquitoes population.
H The total human population.

Table 1: The model parameters.

We take into account the return to the susceptible class Sh from Ih class as well as from the Rh

class. The model is then given as follows (using standard notations):
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Sh Ih Rh

Sv Iv

Figure 1: Compartmental diagram of the malaria disease model.



dSh
dt

= Λh + ρhRh + αhIh − βvh
Sh
H
Iv − µhSh,

dIh
dt

= βvh
Sh
H
Iv − αhIh − γhIh − µhIh − δhIh = βvh

Sh
H
Iv − εhIh,

dRh

dt
= γhIh − ρhRh − µhRh = γhIh − θhRh,

dSv
dt

= Λv −
(
βhv

Ih
H

+ β̂hv
Rh

H

)
Sv − µvSv,

dIv
dt

=
(
βhv

Ih
H

+ β̂hv
Rh

H

)
Sv − µvIv.

(I)

With initial conditions Sh(0), Sv(0) > 0; Ih(0), Iv(0), Rh(0) ≥ 0.
To simplify the writing we denote by: εh = δh+αh+µh+γh and θh = ρh+µh. All the parameters
of the model are positive expect δh ≥ 0.
The mathematical analysis of the model proposed in [3] has addressed the local stability of
the disease free equilibrium but not the global behavior of the system because of the potential
occurrence of a backward bifurcation. In their analysis, they did not consider the behavior of the
system when the basic reproduction number is greater than one.
Recently many results concerning the behavior of models similar to (I) were published, see for
instance [22, 5, 16, 23, 2, 11]. In most of these references, it has been pointed that a backward
bifurcation may occur when there is a disease-induced death rate (i.e., δh > 0). In [2], a sufficient
condition for the global asymptotic stability of the disease free equilibrium (DFE) has been given.
The authors of [11] gave sufficient conditions for the global stability of the DFE as well as for
the endemic equilibrium for a similar model but with β̂hv = 0. In [22] the authors proposed
a new malaria transmission model with vector-bias effect is developed, they divided the human
population into four classes SEIR and the mosquitoes population into three classes SEI. The
crucial difference with Model (I) is that they didn’t consider the possibility of passing from the
infections class to the susceptible class nor the possibility of transmission of the disease from the
”semi-recovered” Rh to the susceptible mosquitoes Sv.
In this paper, besides the behavior of the model, we are interested in how to estimate the state
variables and how to control the evolution of the disease in order to achieve some goals. A study
of the estimation of the size of the populations Sh, Ih and Rh is made in order to be able to
measure the complete state at any given time, using the only measure available in reality which
is the number of newly infected humans per day, our goal is to take advantage of this information
to give dynamic estimates of Sh(t), Ih(t) and Rh(t) by employing an observer or a state estimator
developed in the theory of automatic control. We also propose two control strategies, the first one
consists in the use of a rate of over-mortality due to pesticides, which leads to a disappearance
of the disease. The second one by applying a treatment to the infected individuals, knowing that
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the treatment rate will be considered as a control u, we will show how to compute the treatment
rate u as a function of the state so as to make the malaria-free equilibrium globally asymptotically
stable, we provide a formula for the stabilizing feedback using a control Lyapunov function that
we compute explicitly.
The rest of this article is organized as follows. Section 2 is dedicated to the study of the dynamical
properties of Model (I): an analytic formula is derived for the basic reproduction number R0, the
disease free equilibrium (DFE) is shown to be globally asymptotically stable when R0 is smaller
then some constant which is smaller than one when there is a disease induced mortality and which
is equal to one when there is no disease induced mortality, it is also shown that the system is
uniformly persistent when R0 > 1 and that the model has a unique endemic equilibrium whose
local and global stability are studied. Section 3 is devoted to the state estimation problem. Some
control strategies to fight against the disease are given in Section 4. A brief discussion is given in
Section 5.

2 The dynamical model behavior

The evolution of the total human population is governed by dH

dt
= Λh − µhH − δhIh. When

H = Λh

µh + δh
, we have Ḣ = Λh − µh

Λh

µh + δh
− δhIh ≥ Λh − µh

Λh

µh + δh
− δh

Λh

µh + δh
≥ 0, and if

H = Λh

µh
then Ḣ ≤ 0. On the other hand the total vector population V satisfies V̇ = Λv − µvV .

Thus we have the following.

Lemma 1. The compact set Ω =
{

Λh

µh + δh
≤ H ≤ Λh

µh
, 0 ≤ Sv + Iv ≤

Λv

µv
= V ∗

}
is a positively

invariant and attractive compact set for system (I).

2.1 The Disease-free equilibrium (DFE) and the basic reproduction
number (R0)

System (I) has a unique-disease free equilibrium (DFE) that will be denoted E0 = (Λh

µh
, 0, 0, Λv

µv
, 0).

Using the method described in [9] and denoting x = (Ih, Rh, Iv) and y = (Sh, Sv), we can rewrite
our main system in the following form{

ẋi = Fi(x, y)− Vi(x, y) 1 ≤ i ≤ 3,
ẏj = gj(x, y) 1 ≤ j ≤ 2. (1)

F(x, y) contains all the new infection terms:

F =
(
βvh

Sh
H
Iv, 0, (βhv

Ih
H

+ β̂hv
Rh

H
)Sv

)T
,

and V contains all other transition terms:

V =

 −εhIh
γhIh − θhRh

−µv

 .
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Let F = DF|E0 and V = DV|E0 the Jacobian matrices of the maps F and V , evaluated at the
DFE,

F =


0 0 βvh
0 0 0

βhv
Λv

µv

µh
Λh

β̂hv
Λv

µv

µh
Λh

0

 , V =

−εh 0 0
γh −θh 0
0 0 −µv

 . (2)

The basic reproduction number R0 is the spectral radius of the next generation matrix

−FV −1 =


0 0 βvh

1
µv

0 0 0
Λv

µv

µh
Λh

1
εh

(
βhv + γh

θh
β̂hv

)
β̂hv
θh

Λv

µv

µh
Λh

0

 .

Hence, we obtain

R0 =
√
βvh
µvεh

Λv

µv

µh
Λh

(
βhv + γh

θh
β̂hv

)
, =

√√√√ βvh
µv(ρh + αh + µh + δh)

Λv

µv

µh
Λh

(
βhv + γh

ρh + µh
β̂hv

)
. (3)

2.1.1 Global stability of the DFE

The total vector population V satisfies V̇ = Λv − µvV that admits a unique equilibrium point
V ∗ = Λv

µv
which is globally asymptotically stable (GAS). Therefore it is possible to use [26,

Theorem 3.1] and so the stability properties of System (I) are the same as those of the following
system: 

dH

dt
= Λh − µhH − δhIh,

dIh
dt

= βvh
Iv

H
(H − Ih −Rh)− εhIh,

dRh

dt
= γhIh − θhRh,

dIv
dt

=
(
βhv

Ih
H

+ β̂hv
Rh

H

)
(V ∗ − Iv)− µvIv, with V ∗ = Λv

µv
.

(4)

Using the coordinates (H, Ih, Rh, Iv), the DFE is given by E0 = (Λh

µh
, 0, 0, 0). The Jacobian at the

DFE is given by:

J =



−µh −δh 0 0


0 −εh 0 βvh

0 γh −θh 0

0 βhvV
∗

H∗
β̂hvV

∗

H∗ −µv︸ ︷︷ ︸
J1


, with H∗ = Λh

µh
, V ∗ = Λv

µv
.

5



The eigenvalues of J are −µh and the eigenvalues of J1 which is a Metzler matrix so it is stable
if and only if it is invertible and J−1

1 < 0. We have

det(J1) =
−εh θh µv βhvH∗ + V ∗ βvh

(
β̂hvγh + βhvθh

)
H∗

= (µh + αh + γh + δh) (µh + ρh)µvβhv
(
R2

0 − 1
)

J−1
1 = 1

det(J1)


µvβhv (µh + ρh) βvhβ̂hvV

∗

H∗ (µh + ρh) βvh
γhµvβhv

(µh+αh+γh+δh)µvH∗−βhv βvh V
∗

H∗ βvhγh

V ∗ (β̂hvγh+(µh+ρh)βhv)
H∗

(µh+αh+γh+δh)β̂hvV
∗

H∗ (µh + αh + γh + δh) (µh + ρh)


If R2

0 < 1 then J1 is invertible and J−1
1 < 0. If R2

0 > 1 then J−1
1 > 0 and so J1 is not Hurwitz.

Hence we have proved the following:

Proposition 1. The disease free equilibrium DFE E0 is locally asymptotically stable if R0 < 1
and unstable if R0 > 1.

To explore the global stability properties of the DFE, thanks to Proposition 1 it is sufficient to
study its global attraction. Considering the infected individuals I(t) = (Ih(t), Rh(t), Iv(t))T , we
look for a condition under which

I(t) −→
t→∞

0 ∀ (Sh(0), Ih(0), Rh(0), Sv(0), Iv(0)) ∈ Ω.

Proposition 2. If R0 ≤
√

µh
µh + δh

then the DFE is globally asymptotically stable.

Proof. Rewriting the equations of IH , RH , IV (with εh = µh + αh + γh + δh and θh = µh + ρh),
and using the fact that Sh ≤ H, Sv ≤ V ∗ and Λh

µh + δh
≤ H, we have



dIh
dt

= βvh
Iv
H
Sh − εhIh ≤ βvhIv − εhIh

dRh

dt
= γhIh − θhRh

dIv
dt

=
(
βhv

Ih
H

+ β̂hv
Rh

H

)
Sv − µvIv ≤

(
βhv

Ih
m

+ β̂hv
Rh

m

)
V ∗ − µvIv

with m = Λh

µh + δh
. Let A be the following matrix.

A =


−εh 0 βvh
γh −θh 0

βhv
V ∗

m
β̂hv

V ∗

m
−µv

 ,

then we have the following relation: dI(t)
dt
≤ AI(t). The matrix A is a Metzler matrix. To show

that A is Hurwitz it is necessary and sufficient to show that A is invertible and that −A−1 > 0.
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We have det(A) = V ∗γ β̂hvβvh + V ∗θh βhvβvh − εhmθh µv
m

, and

A−1= m

βvhV ∗(γ β̂hv + θh βhv)− εhmθh µv


θh µvm βvhβ̂hvV

∗ θh βvhm

γ µvm εhmµv − V ∗βhvβvh γ βvhm

V ∗
(
γβ̂hv + θhβhv

)
εh β̂hvV

∗ εhmθh


Therefore, A−1 exists and −A−1 > 0 if and only if

βvhV
∗(γ β̂hv + θh βhv)− εhmθh µv < 0 and εhmµv − V ∗βhvβvh ≥ 0.

Using the expressions R2
0 = βvh

µvεh

Λv

µv

µh
Λh

(
βhv + γh

θh
β̂hv

)
, V ∗ = Λv

µv
, and m = Λh

µh + δh
, we obtain

βvhV
∗(γ β̂hv+θh βhv)−εhmθh µv = Λh

(
R2

0
µh
− 1
µh + δh

)
< 0 if R2

0 <
µh

µh + δh
. On the other hand,

εhmµv − V ∗βhvβvh = εh µv
Λh

µh + δh
− βhvβvh

Λv

µv
= εh µvΛh

µh + δh

(
1− βhvβvhΛvµh

εh µ2
vΛh

µh + δh
µh

)
.

We have βhvβvhΛvµh
εh µ2

vΛh

= R2
0 −

βvh
µvεh

Λv

µv

µh
Λh

γh
θh
β̂hv, so we can write

1− βhvβvhΛvµh
εh µ2

vΛh

µh + δh
µh

= 1−R2
0
µh + δh
µh

+ βvh
µvεh

Λv

µv

µh
Λh

γh
θh
β̂hv

µh + δh
µh

≥ 0 if R2
0 ≤

µh
µh + δh

.

Hence, A−1 exists and −A−1 > 0 if and only if R2
0 <

µh
µh + δh

.

When R2
0 = µh

µh + δh
, the above method does not allow to conclude since in this case the matrix

A is not invertible. So we propose an alternative proof using a Lyapunov function.

A Lyapunov proof. We consider the candidate Lyapunov function for system (4) on the compact
set Ω:

W = (ρ+ µh)µ2
vΛh

µhΛvβvhβ̂hv
R2

0 Ih +Rh + (ρ+ µh)µvΛh

β̂hvΛv (µh + δ)
Iv

The derivative of W along the solutions of system (4) is

Ẇ =
(
−(ρ+ µh)µv2ΛhR2

0 (α + γ + µh + δ)
µhΛvβvhβ̂hv

+ γ + (ρ+ µh) Λhβhv

β̂hv (µh + δ)H

)
︸ ︷︷ ︸

A

Ih

−
(
ρ+ µh + (ρ+ µh) Λh

(µh + δ)H

)
︸ ︷︷ ︸

B

Rh +
(

(ρ+ µh)µ2
vΛhR2

0

µhΛvβ̂hv
− (ρ+ µh)µ2

vΛh

β̂hvΛv (µh + δ)

)
︸ ︷︷ ︸

C

Iv

−


(

(ρ+ µh)µ2
vΛhR2

0

µhΛvβ̂hvH
+ (ρ+ µh)µvΛhβhv

β̂hvΛv (µh + δ)H

)
︸ ︷︷ ︸

D

Ih +
(

(ρ+ µh)µ2
vΛhR2

0

µhΛvβ̂hvH
+ (ρ+ µh)µvΛh

Λv (µh + δ)H

)
︸ ︷︷ ︸

E

Rh

 Iv
We have
A = −(ρ+ µh)µ2

vΛhR2
0 (α + γ + µh + δ)

µhΛvβvhβ̂hv
+ γ + (ρ+ µh) Λhβhv

β̂hv (µh + δ)H

= −(ρ+ µh) βhv ((µh + δ)H − Λh)
β̂hv (µh + δ)H

≤ 0 since Λh

µh + δh
≤ H.
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B = −
(
ρ+ µh + (ρ+ µh) Λh

(µh + δ)H

)
= −(ρ+ µh)

(
1− Λh

(µh + δ)H

)
≤ 0 since Λh

µh + δh
≤ H.

C = (ρ+ µh)µ2
vΛhR2

0

µhΛvβ̂hv
− (ρ+ µh)µ2

vΛh

β̂hvΛv (µh + δ)
= (ρ+ µh)µ2

vΛh

µhΛvβ̂hv

(
R2

0 −
µh

µh + δ

)
≤ 0 if R0 ≤

√
µh

µh + δ
.

D > 0 and E > 0.
Hence, Ẇ ≤ 0 if R0 ≤

√
µh

µh + δ
, and Ẇ = 0 if and only if (Ih = R = Iv = 0) or (R0 =

√
µh

µh + δ
and Ih = R = 0). In the latter case, it is easy to show that the largest invariant set contained in
{x ∈ Ω : Ẇ (x) = 0} is reduced to the DFE. Thus, by LaSalle Invariance Principle, we conclude
that the DFE is GAS.

Remark 1. Proposition 2 could be proved using Theorem 4.3 in [15].

Indeed, with the notations of [15], we have

ẋ2 =


İh

Ṙh

İv

 =


−εh 0 βvh

Sh

H

γh −θh 0

βhv
Sv
H

β̂hv
Sv
H

−µv


︸ ︷︷ ︸

A2(x)


Ih

Rh

Iv

 , (5)

and

Ā2 =


−εh 0 βvh
γh −θh 0

βhv
V ∗

m
β̂hv

V ∗

m
−µv

 .
Remark 2. The sufficient condition for global stability of the DFE given by Proposition 2 is
exactly the same as the one given by Theorem 6 in [2].

When there is no disease induced mortality, Proposition 2 implies the following result.

Corollary 1. Suppose δh = 0, then the DFE is globally asymptotically stable if and only if R0 ≤ 1.

2.2 The uniform persistence
Theorem 1. If R0 > 1, then System (I) is uniformly persistent.

Proof. Let X be the ω-limit set of Ω. Since Ω is positively invariant, we have that X ⊂ Ω.
The largest invariant compact set M in ∂Ω (the boundary of Ω) is reduced to the DFE, that is
M = {E0} and so it is isolated in X. On the other hand, when R0 > 1, E0 is unstable and the
stable manifold of E0 is contained in ∂Ω. Therefore, conditions (1) and (2) of Theorem 4.1 in [14]
are satisfied and so uniform persistence holds.

It follows that, when R0 > 1, there exists r > 0 such that for all initial conditions in Ω̊ the interior
of Ω, one has

lim inf
t→∞

Sh(t) > r, lim inf
t→∞

Ih(t) > r, lim inf
t→∞

Rh(t) > r, lim inf
t→∞

Sv(t) > r, and lim inf
t→∞

Iv(t) > r.
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2.3 Existence and uniqueness of the endemic equilibrium when R0 > 1
A state (H̄, Īh, R̄h, Īv) is an equilibrium for System (4) if and only if the following relations are
satisfied: 

Λh − µhH̄ − δhĪh = 0,

βvh
Īv

H̄
(H̄ − Īh − R̄h)− (αh + γh + µh + δh)Īh = 0,

γhĪh − (ρh + µh)R̄h = 0,(
βhv

Īh

H̄
+ β̂hv

R̄h

H̄

)
(Λv

µv
− Īv)− µv Īv = 0.

(6)

Using the first equation of (6) and the fact that Λh

µh + δh
≤ H ≤ Λh

µh
, we have that Īh satisfies

0 < Īh ≤
Λh

µh + δh
. (7)

Substituting R̄h = γh
ρh + µh

Īh, and H̄ = Λh − δhĪh
µh

in the second and in the forth relations above,
we obtain 

Īh = Λhµv Īv

µh

βhv + γβ̂hv
ρh + µh

 (Λv

µv
− Īv) + δhµv Īv

,

Īv = (Λh − δhĪh)(αh + γh + µh + δh)Īh

µhβvh

(
Λh − δhĪh

µh
− (1 + γh

ρh + µh
)Īh
)

Therefore, (Īh, Īv) is a fixed point of the function

f(x, y) =



Λhµvy

µh

βhv + γhβ̂hv
ρh + µh

 (Λv

µv
− y) + δhµvy

(Λh − δhx)(αh + γh + µh + δh)x

µhβvh

(
Λh

µh
− (1 + δh

µh
+ γh
ρh + µh

)x
)


=


f1(y)

f2(x)

 .

We can write f2(x) = (Λh − δhx)(αh + γh + µh + δh)x

βvh

(
Λh − (µh + δh + γhµh

θh
)x
) = θh(Λh − δhx)(αh + γh + µh + δh)x

βvh ((Λh − (µh + δh)x)θh − γhµhx) .

For x ∈ [0, Λh

µh
], f2(x) ≥ 0 if and only if x < Λh

µh + δh + γh µh

ρh+µh

. For y ∈ [0, Λv

µv
], f1(y) ≥ 0.

f(0, 0) = (0, 0)T .

The Jacobian of f is Jf(x, y) =
(

0 f ′1(y)
f ′2(x) 0

)
with

f ′1(y) =
θh Λhµ

2
vΛvµh

(
β̂hvγh + θh βhv

)
(
−
(
β̂hvγh + θh βhv

)
(µv y − Λv)µh + δh θh µ2

v y
)2 ,

9



f ′2(x) =
θh (αh + γh + µh + δh)

(
(δh (δh + µh)x2 − 2 δh Λh x+ Λ2

h) θh + δh γh µh x
2
)

βvh (((δh + µh)x− Λh) θh + γh µh x)2 .

f ′1 and f ′2 are positive on the sets where they are defined. So f2 is increasing and tends to +∞
when x → Λh

µh + δh + γh µh

ρh+µh

, hence there exists x1 <
Λh

µh + δh + γh µh

ρh+µh

such that f2(x1) = Λv

µv
and

f2(x) ≤ Λv

µv
for all x ∈ [0, x1]. Therefore, f1◦f2 is well defined on [0, x1] and is increasing. Moreover

f1 ◦ f2(0) = 0 and f1 ◦ f2(x1) = f1(Λv

µv
) = Λh

δh
> x1. We also have that (f1 ◦ f2)′(0) = 1

R2
0
< 1.

Hence f1 ◦ f2 has at least a fixed point x̄ ∈ (0, x1).
We shall prove the uniqueness of the fixed point in (0, x1) by proving that f1 ◦ f2 is convex on
[0, x1].
(f1 ◦ f2)′(x) = f ′1(f2(x)).f ′2(x) > 0.
(f1 ◦ f2)′′(x) = f ′′1 (f2(x)).f ′2(x)2 + f ′1(f2(x)).f ′′2 (x)

f ′′2 (x) = 2(ρh + µh)(αh + γh + µh + δh)Λ2
hµh(γh + ρh + µh)

βvh(µh + δh + γh µh

ρh+µh
)
 Λh

µh + δ + γh µh

ρh+µh

− x

3 > 0 for x < Λh

µh + δ + γh µh

ρh+µh

.

f ′′1 (y) =
2θh ΛhΛvµhµ

3
v

(
γhβ̂hv + θh βhv

) (
δhθhµv − (γhβ̂hv + θh βhv)µh

)
((
β̂hvγh + θh βhv

)
(Λv − µv y)µh + δh θh µ2

v y
)3 of fixed sign for y ≤ Λv

µv
.

f ′′′1 (y) =
6θh ΛhΛvµhµ

4
v

(
γhβ̂hv + θh βhv

) (
δhθhµv − (γhβ̂hv + θh βhv)µh

)2

((
β̂hvγh + θh βhv

)
(Λv − µv y)µh + δh θh µ2

v y
)4 > 0 for y ≤ Λv

µv
.

• If δhθhµv > (γhβ̂hv + θh βhv)µh, then f ′′1 > 0 and so (f1 ◦ f2)′′ > 0. Therefore (f1 ◦ f2) is convex
which ensures the uniqueness of the fixed point in (0, x1).
• If δhθhµv < (γhβ̂hv + θh βhv)µh then f ′′1 < 0 and so f ′1 is decreasing. Using the facts that f ′′2 is
positive and increasing, f2 is positive and increasing, f ′1 is decreasing, f ′2 is increasing, and f ′′1 is
increasing, we have that for all x ∈ [0, x1]:

(f1 ◦ f2)′′(x) ≥ f ′′1 (f2(0))f ′2(0)2 + f ′1(f2(x1))f ′′2 (0) = f ′′1 (f2(0))f ′2(0)2 + f ′1

(
Λv

µv

)
f ′′2 (0) := A

Some computations allow to obtain for A, using the notations εh = αh + γh + µh + δh and
θh = ρh + µh,

A = 2µ4
vθ

2Λhε
2
hδh

Λ2
vµh

2
(
γh β̂hv + θh βhv

)2
β2
vh

µh4
(
γh β̂hv + θh βhv

)3
(γh + θh) βvhΛv

µv4θh
4Λhεhδh

3

+µh(γh β̂hv + βhvθ)
δh µvθ

− 1
 .

Since δhθhµv < (γhβ̂hv + θh βhv)µh, we have A > 0 and so (f1 ◦ f2)′′(x) > 0 for all x ∈ [0, x1].
In both cases, (f1 ◦ f2) is convex on [0, x1] which ensures the uniqueness of the fixed point in
(0, x1).
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For x1 ≤ x <
Λh

µh + δ + γh µh

ρh+µh

, we have f2(x) ∈ [Λv

µv
,∞), and f1◦f2(x) ≥ Λh

δh
>

Λh

µh + δ
. Therefore,

f1◦f2(x) cannot have a fixed point in [x1,
Λh

µh + δ + γh µh

ρh+µh

) since a fixed point must satisfy relation

(7).

So the function f has a unique fixed point (x̄, f2(x̄)) that belongs to (0, x1)×
(

0, Λv

µv

)
. We have

then proved the following:

Theorem 2. If R0 > 1 then System (4) has a unique endemic equilibrium EE.

2.4 Stability of the EE
Proposition 3. Suppose R0 > 1. The endemic equilibrium EE is asymptotically stable if

δh
µh
≤
βhv + β̂hvγh

θh
µv

. (8)

Proof. The Jacobian at the EE (with εh = αh + γh + µh + δh and θh = ρh + µh):

JEE =



−µh −δ 0 0

−βvhĪv (H̄−Īh−R̄h)
H̄2 + βvhĪv

H̄
−βv Īv

H̄
− εh −βvhĪv

H̄

βvh(H̄−Īh−R̄h)
H̄

0 γh −θh 0(
−βhv Īh

H̄2 − β̂hvR̄h

H̄2

) (
Λv

µv
− Īv

)
βhv

H̄

(
Λv

µv
− Īv

)
β̂hv

H̄

(
Λv

µv
− Īv

)
−βhv Īh

H̄
− β̂hvR̄h

H̄
− µv


The application of the Routh-Hurwitz criterion proves to be difficult and does not allow to give
conditions that can easily be written in function of the system parameters. We will therefore
proceed differently. A complex number w ∈ lC is an eigenvalue of JEE if and only if there exists a
vector (Z1, Z2, Z3, Z4)T 6= (0, 0, 0, 0) such that the following equations are satisfied:

wZ1 = −δ Z2 − Z1 µh (9a)

wZ2 = Z1

(
−βvhĪv S̄h

H̄2
+ βvhĪv

H̄

)
+
(
−βvhĪv

H̄
− ε

)
Z2 −

βvhĪv Z3

H̄
+ βvhS̄h Z4

H̄
(9b)

wZ3 = γh Z2 + (−ρ− µh)Z3 (9c)

wZ4 =
Z1

−βhv Īh
H̄2

− β̂hvR̄h

H̄2

+ βhvZ2

H̄
+ β̂hvZ3

H̄

(Λv

µv
− Īv

)
−

βhv Īh
H̄

+ β̂hvR̄h

H̄
+ µv

Z4

(9d)

Combining the first three equations we obtain

wZ2 =
[

δh
w + µh

(
βvhĪv S̄h

H̄2
− βvhĪv

H̄

)
− βvhĪv

H̄
− ε− βvhĪv

H̄

γh
w + θh

]
Z2 + βvhS̄h

H̄
Z4

wZ2 = −
[
βvhĪv

H̄

(
δh

w + µh

(
1− S̄h

H̄

)
+ 1 + γh

w + θh

)
+ ε

]
Z2 + βvhS̄h

H̄
Z4

11



This can be written as follows

(1 +G2(w))Z2 = βvhS̄

εh H̄
Z4 = Īh

Īv
Z4 with G2(w) =

w + βvhĪv

H̄

(
δh

w+µh

(
1− S̄

H̄

)
+ 1 + γh

w+θh

)
εh

(10)

Using equilibrium relations, it is possible to write

G2(w) =
w + βvhĪv

H̄

(
δh

w+µh

(
1 + γh

θh

) Īh
H̄

+ 1 + γh

w+θh

)
εh

On the other hand, using (9c) together with the expressions of Z1 and Z2 and the equilibrium
relations, we have the following successive equalities:

wZ4 =
 δh
w + µh

Z2

βhv Īh
H̄2

+ β̂hvR̄h

H̄2

+ βhvZ2

H̄
+ β̂hv

H̄

γh
w + θh

Z2

 S̄v −
βhv Īh

H̄
+ β̂hvR̄h

H̄
+ µv

Z4

wZ4 =
 δh
w + µh

βhv Īh
H̄

+ β̂hvR̄h

H̄

+ βhv + β̂hvγh
w + θh

 S̄v

H̄
Z2 −

βhv Īh
H̄

+ β̂hvR̄h

H̄
+ µv

Z4

wZ4 =
 δh
w + µh

(
βhv + β̂hv

γh
θh

)
Īh

H̄
+ βhv + β̂hvγh

w + θh

 S̄v

H̄
Z2 −

((
βhv + β̂hv

γh
θh

)
Īh

H̄
+ µv

)
Z4

(
w +

(
βhv + β̂hv

γh
θh

)
Īh

H̄
+ µv

)
Z4 =

 δh
w + µh

(
βhv + β̂hv

γh
θh

)
Īh

H̄
+ βhv + β̂hvγh

w + θh

 S̄v

H̄
Z2

w +
(
βhv + β̂hv

γh
θh

)
Īh

H̄
+ µv

δh
w + µh

(
βhv + β̂hv

γh
θh

)
Īh

H̄
+ βhv + β̂hvγh

w + θh

Z4 = S̄v

H̄
Z2

Therefore we obtain the following relation(
w +

(
βhv + β̂hv

γh
θh

)
Īh

H̄
+ µv

)
ĪvH̄

S̄v Īh

δh
w + µh

(
βhv + β̂hv

γh
θh

)
Īh

H̄
+ βhv + β̂hvγh

w + θh︸ ︷︷ ︸
f(w)

Z4 = Īv

Īh
Z2 (11)

We have ∣∣∣∣∣∣ δh
w + µh

(
βhv + β̂hv

γh
θh

)
Īh

H̄
+ βhv + β̂hvγh

w + θh

∣∣∣∣∣∣
≤ δh
|w + µh|

(
βhv + β̂hv

γh
θh

)
Īh

H̄
+ βhv + β̂hvγh

1
|w + θh|

≤ δh
Re(w) + µh

(
βhv + β̂hv

γh
θh

)
Īh

H̄
+ βhv + β̂hvγh

1
Re(w) + θh

≤ δh
µh

(
βhv + β̂hv

γh
θh

)
Īh

H̄
+ βhv + β̂hvγh

1
θh

if Re(w) ≥ 0

=
(
δhĪh

µhH̄
+ 1

)(
βhv + β̂hv

γh
θh

)
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So, if Re(w) ≥ 0

|f(w)| ≥

((
βhv + β̂hv

γh
θh

)
Īh

H̄
+ µv

)
(
δhĪh

µhH̄
+ 1

)(
βhv + β̂hv

γh
θh

) ĪvH̄

S̄v Īh

=

βhv + β̂hvγh
θh

µv

Īh

H̄
+ 1

(
δhĪh

µhH̄
+ 1

) βhv + β̂hvγh
θh

µv

ĪvH̄

S̄v Īh

We have Īv

S̄v
=
βhv + β̂hvγh

θh
µv

Īh

H̄
. So, |f(w)| ≥

βhv + β̂hvγh
θh

µv

Īh

H̄
+ 1

δhĪh

µhH̄
+ 1

.

Therefore, we have that

If
βhv + β̂hvγh

θh
µv

>
δh
µh

then Re(w) ≥ 0 =⇒ |f(w)| > 1.

We can write the relations (10-11) in a matrix form as follows

diag(1 +G2(w), f(w))Z = M Z (12)

The matrix M is given by

M =


0 Īh

Īv
Īv

Īh
0


It should be noted that the matrixH has non-negative entries and that the equilibrium x̄ = (Īh, Īv)
satisfies Mx̄ = x̄.
Suppose that Re(w) ≥ 0. We shall use a Krasnoselskii trick ([17], Proof of Theorem 6.1, see also
[13]) to reach a contradiction. From (12), we get using modulus and denoting |Z| = (|Z2|, |Z4|)T :

min(1 +ReG2(w), |f(w)|) |Z| ≤M |Z|. (13)

Since the vector x̄ is positive, there exists a minimal positive real number r satisfying

|Z| ≤ rx̄. (14)

Let η(w) = min(1 +ReG2(w), |f(w)|). We have proved that Re(w) ≥ 0 implies that |f(w)| > 1
and ReG2(w) > 0 and hence, η(w) > 1. Combining the relations (13) and (14), we obtain

η(w) |Z| ≤M |Z| ≤Mrx̄ = rx̄.

The later contradict the minimality of r.
Remark 3. Numerical simulations show that the sufficient condition (8) is not a necessary one.
We think that R0 > 1 (without any supplementary condition) should be sufficient for the local
stability of the endemic equilibrium but we could not prove it.
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2.5 No disease induced death δh = 0
When there is no disease induced death: δh = 0, System (I) is written as follows

dSh
dt

= Λh + ρhRh + αhIh − βvh
Iv
H
Sh − µhSh,

dIh
dt

= βvh
Iv
H
Sh − ε̃hIh, with ε̃h = µh + αh + γh,

dRh

dt
= γhIh − θhRh,

dSv
dt

= Λv −
(
βhv

Ih
H

+ β̂hv
Rh

H

)
Sv − µvSv,

dIv
dt

=
(
βhv

Ih
H

+ β̂hv
Rh

H

)
Sv − µvIv.

(15)

Since δh = 0, the equations of the total population of mosquitoes and that of human are given as
follows:

dH

dt
= Λh − µhH,

dV

dt
= Λv − µvV.

This last system admits a unique equilibrium point (H∗, V ∗) = (Λh

µh
,
Λv

µv
) which is GAS, in this

case we can use the [26, Theorem 3.1], we can reduce the dimension of System (15) to a system
of dimension 3 as follows:

dIh
dt

= βvh
Iv
H∗

(H∗ − Ih −Rh)− ε̃hIh,

dRh

dt
= γhIh − θhRh,

dIv
dt

=
(
βhv

Ih
H∗

+ β̂hv
Rh

H∗

)
(V ∗ − Iv)− µvIv.

(16)

2.5.1 The endemic equilibrium

The endemic equilibrium (EE) of the System (16) is solution of the following equations:

βvh
Iv
H∗

(H∗ − Ih −Rh)− ε̃hIh = 0
γhIh − θhRh = 0(

βhv
Ih
H∗

+ β̂hv
Rh

H∗

)
(V ∗ − Iv)− µvIv = 0

Then the EE is given by:

Īh = ε̃hµvH
∗(R2

0 − 1)(
βhv + β̂hv

γh
θh

)(
βvh

V ∗

H∗

(
1 + θh

γh

)
+ ε̃h

) ,
R̄h = γh

θh
Īh,

Īv =

(
βhv + β̂hv

γh
θh

)
ĪhV

∗

µvH∗ +
(
βhv + β̂hv

γh
θh

)
Īh

.
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The Jacobian matrix at the endemic equilibrium is given by:

J0(Īh, R̄h, Īv) =



−βvh
Īv
H∗
− ε̃h −βvh

Īv
H∗

βvh
1
H∗

(H∗ − Īh − R̄h)

γh −θh 0

βhv
1
H∗

(V ∗ − Īv) β̂hv
1
H∗

(V ∗ − Īv) −
(
βhv

Īh
H∗

+ β̂hv
R̄h

H∗

)
− µv


.

Using the equilibrium equations we can write the Jacobian as follow:

J0 =



−βvh
Īv
H∗
− ε̃h −βvh

Īv
H∗

ε̃h
Īh

Īv

γh −θh 0

βhv
1
H∗

(V ∗ − Īv) β̂hv
1
H∗

(V ∗ − Īv) −
(
βhv

Īh
H∗

+ β̂hv
R̄h

H∗

)
V ∗

Īv


.

The second additive matrix at the endemic equilibrium is given as follow:

J
[2]
0 =



−βvh Īv

H∗ − ε̃h − θh 0 −ε̃h Īh

Īv

β̂hv

H∗ (V ∗ − Īv) −βvh
Īv
H∗
− ε̃h −

(
βhv

Īh

H∗ + β̂hv
R̄h

H∗

)
V ∗

Īv
−βvh Īv

H∗

βhv

H∗ (V ∗ − Īv) γh −
(
βhv

Īh

H∗ + β̂hv
R̄h

H∗

)
V ∗

Īv
− θh


(17)

Proposition 4. The endemic equilibrium exists and is locally asymptotically stable if and only if
R0 > 1.

Proof.

det(J0) = −θh
V ∗

Īv

(
βvh

Īv
H∗

+ ε̃h

)(
βhv

Īh
H∗

+ β̂hv
R̄h

H∗

)
− βvhγh

V ∗

H∗

(
βhv

Īh
H∗

+ β̂hv
R̄h

H∗

)

+ε̃h
Īh

Īv

[
γhβ̂hv

1
H∗

(V ∗ − Īv) + θhβhv
1
H∗

(V ∗ − Īv)
]

= −(θh + γh)
[
βvh

V ∗

H∗

(
βhv

Īh
H∗

+ β̂hv
R̄h

H∗

)
+ ε̃hĪh

βhv
H∗

]

det(J [2]
0 ) = −

(
βvh

Īv
H∗

+ ε̃h + θh

)
[(
βvh

Īv
H∗

+ ε̃h +
(
βhv

Īh
H∗

+ β̂hv
R̄h

H∗

)
V ∗

Īv

)((
βhv

Īh
H∗

+ β̂hv
R̄h

H∗

)
V ∗

Īv
+ θh

)]

−
(
βvh

Īv
H∗

+ ε̃h + θh

)
βvh

Īv
H∗

γh − ε̃h
Īh

Īv

β̂hv
H∗

(V ∗ − Īv)γh

−ε̃h
Īh

Īv

βhv
H∗

(V ∗ − Īv)
(
βvh

Īv
H∗

+ ε̃h +
(
βhv

Īh
H∗

+ β̂hv
R̄h

H∗

)
V ∗

Īv

)
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det(J0), tr(J0) and det(J [2]
0 ) are all negative then using [21] (Lemma 3) we have that the endemic

equilibrium is locally asymptotically stable.

2.5.2 The global stability of the EE

For the global stability of the EE we have the following result.

Proposition 5. If ρh − αh ≤
γh
2 then the EE is globally asymptotically stable if R0 > 1.

Proof. To prove the global stability of the endemic equilibrium we shall use the geometric ap-
proach introduced by Li and Muldowney [18]. The second additive matrix at a point (Ih, Rh, Iv)
is given as follows:

J [2] =

−βvh
Iv
H∗
− ε̃h − θh 0 −βvh

H∗
(H∗ − Ih −Rh)

β̂hv
H∗

(V ∗ − Iv) −βvh
H∗

(Iv + Ih)− β̂hv
Rh

H∗
− ε̃h − µv −βvh

Iv
H∗

−βhv
H∗

(V ∗ − Iv) γh −
(
βhv

Ih
H∗

+ β̂hv
Rh

H∗

)
− θh − µv


Consider the following matrix P which is nonsingular in the interior of Ω:

P =


1 0 0

0 Ih
Iv

0

0 Ih
Iv

Ih
Iv


With the same notations as in [18], let Pf = (DP )(f), where f is the vector field of (16), we have

Pf =



0 0 0

0 İhIv − Ihİv
I2
v

0

0 İhIv − Ihİv
I2
v

İhIv − Ihİv
I2
v

 , and PfP
−1 =



0 0 0

0 İh
Ih
− İv
Iv

0

0 0 İh
Ih
− İv
Iv



Let B = PfP
−1 + PJ [2]P−1 =

(
B11 B12
B21 B22

)
where, B11 = −βvh

Iv
H∗
− ε̃h − θh,

B12 =
(
βvh
H∗

Sh
Iv
Ih
,−βvh

H∗
Sh
Iv
Ih

)
, B21 =


β̂hv
H∗

(V ∗ − Iv)
Ih
Iv

β̂hv − βhv
H∗

(V ∗ − Iv)
Ih
Iv



B22 =


İh
Ih
− İv
Iv
− βhv

Ih
H∗
− β̂hv

Rh

H∗
− ε̃h − µv −βvh

Iv
H∗

ρh − αh
İh
Ih
− İv
Iv
− βvh

Iv
H∗
− βhv

Ih
H∗
− β̂hv

Rh

H∗
− µv − θh


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The vector norm |.| is chosen as

|(u, v, w)| = sup {|u|, |v|+ |w|}

The Lozinskii measure µ(B) with respect to |.| can be estimated as follows [18]

µ(B) ≤ sup{g1, g2}.

Where,

g1 = B11 + |B12|
g2 = |B21|+ µ1(B22)

We have: B11 = −βvh
Iv
H∗
− ε̃h − θh, and |B12| =

βvh
H∗

Sh
Iv
Ih

. Thus,

g1 = B11 + |B12| = −βvh
Iv
H∗
− ε̃h − θh + βvh

H∗
Sh
Iv
Ih
.

Using the fact that İh
Ih

= βvh
H∗

Sh
Iv
Ih
− ε̃h, we obtain,

g1 = −βvh
Iv
H∗
− θh + İh

Ih
≤ İh
Ih
− θh

To estimate g2, we have

|B21| =
(V ∗ − Iv)

H∗
Ih
Iv

(|β̂hv|+ |β̂hv − βhv|) = βhv
(V ∗ − Iv)

H∗
Ih
Iv

since β̂hv < βhv

Using the fact that dIv
dt

=
(
βhv

Ih
H∗

+ β̂hv
Rh

H∗

)
(V ∗ − Iv)− µvIv, we can write,

|B21| =
İv
Iv
− β̂hv

Rh

H∗Iv
(V ∗ − Iv) + µv

µ1(B22) = max{ İh
Ih
− İv
Iv
−βhv

Ih
H∗
− β̂hv

Rh

H∗
− ε̃h−µv+ |ρh−αh|,

İh
Ih
− İv
Iv
−βhv

Ih
H∗
− β̂hv

Rh

H∗
−µv−θh}

Since ε̃h = αh + γh + µh, and θh = ρh + µh, we have

µ1(B22) ≤ İh
Ih
− İv
Iv
− βhv

Ih
H∗
− β̂hv

Rh

H∗
− µv − µh + max{−αh − γh + |ρh − αh|,−ρh}

Let M be the number defined by M = max{−αh − γh + |ρh − αh|,−ρh}. Then we have

g2 = |B21|+ µ1(B22) ≤ İh
Ih
− µh +M

1 If ρh ≤ αh then |ρh − αh| = −ρh + αh, and so M = max{−γh − ρh,−ρh} = −ρh. Then,

g2 ≤
İh
Ih
− µh − ρh = İh

Ih
− θh

and therefore,

µ(B) ≤ sup{g1, g2} ≤ sup{ İh
Ih
− θh,

İh
Ih
− θh} = İh

Ih
− θh
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2 If ρh > αh then |ρh−αh| = ρh−αh and M = max{ρh−2αh−γh,−ρh}. Since, by assumption,
ρh − αh ≤

γh
2 we get M ≤ −ρh, and hence

g2 ≤
İh
Ih
− µh − ρh = İh

Ih
− θh.

Finally:

µ(B) ≤ sup{g1, g2} ≤ sup{ İh
Ih
− θh,

İh
Ih
− θh} = İh

Ih
− θh

So both cases lead to the following inequality,

µ(B) ≤ İh
Ih
− θh.

System (16) is uniformly persistence. So ∃ r ≥ 0 such that Ih(t) > r, Rh(t) > r and Iv(t) > r.
This also ensures the existence of a compact set K which is absorbing in the interior of Ω.
The uniform persistence constant r can be adjusted so that there exists t̄ > 0 independent of the
initial condition in Ω, such that
Ih(t) > r, Rh(t) > r and Iv(t) > r for t > t̄. This lead us to

1
t

∫ t

0
µ(B)ds = 1

t

∫ t̄

0
µ(B)ds+ 1

t

∫ t

t̄
µ(B)ds

≤ 1
t

∫ t̄

0
µ(B)ds+ 1

t

∫ t

t̄

(
İh
Ih
− θh

)
ds

1
t

∫ t

0
µ(B)ds ≤ 1

t

∫ t̄

0
µ(B)ds+ ln(Ih(t))

ln(Ih(t̄))
− θh(1−

t̄

t
) (18)

Define q̄2 = lim sup
t→∞

sup
(S(0),I(0))∈K

1
t

∫ t

0
µ(B)ds. We have

sup
(S(0),I(0))∈K

1
t

∫ t

0
µ(B)ds ≤ sup

(S(0),I(0))∈K

(
1
t

∫ t̄

0
µ(B)ds+ 1

t

ln(Ih(t))
ln(Ih(t̄))

− θh(1−
t̄

t
)
)

≤ sup
(S(0),I(0))∈K

1
t

∫ t̄

0
µ(B)ds+ 1

t

ln(H∗)
ln(Ih(t̄))

− θh(1−
t̄

t
).

This implies
q̄2 ≤ −θh.

Theorem 3.5 in [18] allows then to conclude that the endemic equilibrium EE is globally asymp-
totically stable in Ω̊.

3 State Estimation
We are interested here in estimating the size of the populations Sh, Ih and Rh. Assuming that
(I) (or, equivalently, System (4)) is a “quite good” model of the system under consideration. If
it is possible to have the value of the state (H, Ih, Rh, Iv) at some time t0 then it is possible to
compute (H(t), Ih(t), Rh(t), Iv(t)) for all t ≥ t0 by integrating the differential system (4) with the
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initial condition (H(t0), Ih(t0), Rh(t0), Iv(t0)). Unfortunately, it is often not possible to measure
the whole state at a given time and therefore it is not possible to integrate the differential equation
because one does not know an initial condition. In practice, the only measurement available is
the host incidence, that is the number of new infected humans per unit time. This information
is usually accessible to the Public Health Services. This available measurement will be denoted
y(t). In the considered model, it corresponds to the term βvh

Iv(t)
H

Sh(t). Our goal is to use the

information (that we assume to be continuously available) y(t) = βvh
Iv(t)
H

Sh(t) = βvh
Iv(t)
H(t)(H(t)−

Ih(t) − Rh(t)) together with the model (I) (or, equivalently, System (4)) in order to obtain
dynamical estimates Ĥ(t), Îh(t) and R̂h(t) of H(t), Ih(t) and Rh(t). A solution to this estimation
problem can be provided by a tool developed in automatic control theory: the use of so-called
state observers or state estimators. An observer is an auxiliary dynamical system Σ̂ designed
to provide dynamical estimates of the complete state of another system Σ —in this case the
epidemiological model of interest—using the available information given by partial measurements
y(t) of the state of Σ. The solutions of this auxiliary dynamical system must converge (as fast
as possible) towards the solutions of the original system. More precisely, an exponential observer
(or state estimator) for (4)) is a dynamical system

dẑ

dt
= F̂ (ẑ(t), y(t)),

x̂(t) = G(ẑ(t), y(t)),
(19)

whose solutions x̂(t) converge exponentially to the solutions x(t) of system (4), i.e., there exists
λ > 0 such that, for all t ≥ 0 and for all initial conditions x(0), ẑ(0), the corresponding solutions
of (4)– (19) satisfy

‖x̂(t)− x(t)‖ ≤ exp(−λt) ‖x̂(0)− x(0)‖.

It must be pointed out that the initial state x0 of (4) is unknown while the initial state z0 of the
observer (19) can be chosen arbitrarily. The problem to address is to construct the good vector
field F̂ and the map G in such a way that the above condition is satisfied. Hereafter, we shall
give two possible constructions.

3.1 A simple observer
We focus on the ”human” part of model (I) and we write it introducing y(t) and using the variable
H instead of S: 

dH

dt
= Λh − µhH − δhIh,

dIh
dt

= βvh
Iv
H

(H − Ih −Rh)− (αh + γh + µh + δh)Ih,

dRh

dt
= γhIh − (ρh + µh)Rh,

y = βvh
Iv

H
(H − Ih −Rh)

(20)
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A simple observer for system (20) is given by:

dĤ

dt
= Λh − µhĤ − δhÎh,

dÎh
dt

= y − (αh + γh + µh + δh)Îh,

dR̂h

dt
= γhÎh − (ρh + µh)R̂h.

(21)

The estimation error e(t) = x̂(t)− x(t) satisfies differential equation ė = Ae with

A =

 −µh −δh 0
0 −(αh + γh + µh + δh) 0
0 γh −(ρh + µh)

 .
The matrix A is Hurwitz which implies that the estimation error e(t) converges exponentially fast
to zero.
It should be noticed that the observer (21) provides estimates Ĥ(t), Îh(t) and R̂h(t) of the state
without using the values of the various β that are in general not well known. If βvh is known then
we also have an estimate of Iv(t) given by

Îv(t) = Ĥ(t)
βvh(Ĥ(t)− Îh(t)− R̂h(t))

y(t).

The weakness of the state estimator (21) is that its convergence speed cannot be adjusted. Fig-
ures 2- 3 show the convergence of the estimates delivered by the estimator (21) towards the
unmeasured states solutions of (4). It must be noticed that the estimator is good for estimating
the size of infected humans Ih(t) and Rh(t) but it is not that good for estimating the total human
population H(t): convergence of Ĥ(t) towards H(t) is rather slow due to the fact that the natural
mortality rate µh is very small.
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Figure 2: The evolution of Ih(t) (green curve), solution of (4), and its estimate Îh(t) (red curve)
delivered by the observer (21).

Figure 3: The evolution of Rh(t) (green curve), solution of (4), and its estimate R̂h(t) (red curve)
delivered by the observer (21).

3.2 A faster estimator
If, in addition to the host incidence, the total population H(t) can be measured then it is possible
to construct another estimator to dynamically estimate Ih(t). The convergence of this estimator
is faster than the one of the estimator given by (21). Now System (20) has two outputs: y(t) =

βvh
Iv(t)
H(t)(H(t) − Ih(t) − Rh(t)) and y1(t) = H(t). An estimate x̂ = (Ĥ, Îh, R̂h)T of the state

x = (H, Ih, Rh)T can be computed thanks to the following exponential estimator given by the
following Kalman deterministic observer ([6], page 16):

˙̂z = F (x̂, y)− Σ(t)CT (Cẑ − y1),

Σ̇ = Qξ + ΣAT + AΣ− ΣCTCΣ,

Qξ = ξ2

 1 0 0
0 1/ξ2 0
0 0 1/ξ4

 , C =
(

1 0 0
)
,

A =

 −µh −δh 0
0 −(αh + γh + µh + δh) 0
0 γh −(ρh + µh)

 , F (x̂, y) = A x̂+

 Λh

y
0

 ,
(22)

The positive real number ξ can be chosen to adjust the speed of the convergence of the estimate
Îh(t) towards Ih(t) but the convergence speed of R̂h(t) towards Rh(t) cannot be adjusted, it is
given by −(ρh + µh).
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Figure 4 show the convergence of the estimate Îh(t) delivered by the estimator (22) towards the
unmeasured state Ih(t) solution of (4). It can be noticed that the convergence is much faster than
the one corresponding to the estimator (21).

Figure 4: The evolution of Ih(t) (green curve), solution of (4), and its estimate Îh(t) (red curve)
delivered by the observer (22).

3.3 A high-gain estimator
If we suppose that all the parameters of model (I) are known then it is possible to built an observer
whose convergence speed can be adjusted by the user in order to have a very fast convergence.
This will be done using a ”high-gain observer” whose construction has been developed in [12].
We consider the complete model (4). In the beginning of the epidemic, it is reasonable to assume
that S(t) = H(t)− Ih(t)−Rh(t) is close to H(t), that is H − Ih −Rh

H
' 1. Therefore, System (4)

can be approximated by the following system:

dH

dt
= Λh − µhH − δhIh,

dIh
dt

= βvhIv − (αh + γh + µh + δh)Ih,

dRh

dt
= γhIh − (ρh + µh)Rh,

dIv
dt

=
(
βhv

Ih
H

+ β̂hv
Rh

H

)
(Λv

µv
− Iv)− µvIv.

(23)

The measurable output can be approximated by y(t) = βvhIv(t). Since βvh is supposed to be
known, we can suppose that the available measurable output is y(t) = Iv(t). We denote x =
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(H, Ih, Rh, Iv)T We perform a coordinates change z = Φ(x) as follows

z1 = y, z2 = dy

dt
, z3 = d2y

dt2
, z4 = d3y

dt3
.

Hence, we have z1 = Iv, z2 =
(
βhv

Ih
H

+ β̂hv
Rh

H

)
(Λv

µv
− Iv) − µvIv. The explicit expressions of z3

and z4 are too long but are easily computable.
With the new coordinates, System (23) is given by the following simpler form:

dz1

dt
= z2,

dz2

dt
= z3,

dz3

dt
= z4,

dz4

dt
= ψ(z1, z2, z3, z4) = d4y

dt4
(Φ−1(z)).

(24)

The function ψ is smooth on the compact set Φ(Ω). So it is globally Lipschitz on Φ(Ω). We
consider ψ̃ a Lipschitz extension of ψ to the whole IR4, i.e., ψ̃ is a globally Lipschitz function
defined on IR4 and satisfies ψ̃(z) = ψ(z) for all z ∈ Φ(Ω). Using the construction of [12], an
exponential observer for System (24) is given by:

dẑ1

dt
= ẑ2 − 4ξ(ẑ1 − z1),

dẑ2

dt
= ẑ3 − 6ξ2(ẑ1 − z1),

dẑ3

dt
= ẑ4 − 4ξ3(ẑ1 − z1),

dẑ4

dt
= ψ̃(ẑ1, ẑ2, ẑ3, ẑ4)− ξ4(ẑ1 − z1).

(25)

If the positive real number ξ is chosen sufficiently large than the solutions of (25) converge
exponentially to the solutions of System (24). More precisely, the solutions ẑ(t) of (25) and the
solutions z(t) of (24) satisfy for all initial conditions (ẑ(0), z(0)):

‖ẑ(t)− z(t)‖ ≤ exp(−ξ t/3) ‖ẑ(0)− z(0)‖.

This shows that the user can adjust the convergence speed by choosing ξ. The dynamical estimates
of H(t), Ih(t), Rh(t) and Iv(t) are given by:(

Ĥ(t), Îh(t), R̂h(t), Îv(t)
)

= Φ̃−1
(
ẑ2(t), ẑ2(t), ẑ3(t), ẑ4(t)

)
,

where Φ̃ is a Lipschitz extension of Φ. Figure 5 illustrate the performance of the high-gain
estimator (25). One can remark that the convergence is much more faster than the convergence
of the ”simple” estimator (21).

4 Disease control tentative

4.1 Using constant pesticide induced death rate
This section is devoted to the study of the effect of pesticide for the control of malaria transmission,
we introduce an other death rate for mosquitoes in order to eliminate malaria in the considered
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Figure 5: The evolution of Ih(t) (green curve), solution of (4), and its estimate Îh(t) (red curve)
delivered by the observer (25).

region. We denote the pesticide-induced death rate for mosquitoes by νv, in this case our model
is written as follow: 

dSh
dt

= Λh + ρhRh + αhIh − βvh Iv

H
Sh − µhSh,

dIh
dt

= βvh
Iv

H
Sh − αhIh − γhIh − µhIh − δhIh,

dRh

dt
= γhIh − ρhRh − µhRh

dSv
dt

= Λv −
(
βhv

Ih
H

+ β̂hv
Rh

H

)
Sv − µvSv − νvSv,

dIv
dt

=
(
βhv

Ih
H

+ β̂hv
Rh

H

)
Sv − µvIv − νvIv.

(26)

Let us denote by R̃0 the basic reproduction number of System (26). Using the same method
described in [9], we get:

R̃0 = 1
µv + νv

√
βvh

µh
εh

Λv

Λh

(
βhv + γh

θh
β̂hv

)
. (27)

We aim to keep R̃0 <

√
µh

µh + δh
because we have proved that the DFE is GAS in the general

case when δh 6= 0 if the latest condition is satisfied. Therefore the pesticide induce death rate νv
has to be as follow:

νv > µv

√
1 + δh

µh

(
R0 −

√
µh

µh + δh

)
(28)
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4.2 Treatment of infected individuals expressed as a feedback
Now we investigate the role of the treatment in controlling the disease. The treatment rate will
be considered as a control u. We suppose that the recovered individuals due to the treatment
control go back to the susceptible class at a rate u. The goal is to compute u as a function of the
state that makes the DFE globally asymptotically stable. Taking into account the treatment, the
model becomes 

dSh
dt

= Λh + ρhRh + (αh + u)Ih − βvh Iv

H
Sh − µhSh,

dIh
dt

= βvh
Iv

H
Sh − (αh + γh + µh + δh)Ih − u Ih

dRh

dt
= γhIh − ρhRh − µhRh

dIv
dt

=
(
βhv

Ih
H

+ β̂hv
Rh

H

)(Λv

µv
− Iv

)
− µvIv.

(29)

Using the variables H = Sh + Ih +Rh, Ih, Rh, and Iv, System (29) can be written:
ẋ = X(x) + uY (x), (30)

where x = (H, Ih, Rh, Iv)T , u ∈ IR+, and

X =



X1

X2

X3

X4


=



−µhH − δ Ih + Λh

βvhIv (H − Ih −R)
H

− (αh + γh + µh + δh) Ih

γ Ih − (ρ+ µh)R(
βhv

Ih
H

+ β̂hv
Rh

H

)(Λv

µv
− Iv

)
− µvIv


, Y =



0

−Ih

0

0


.

The set Ω =
{

Λh

µh + δh
≤ H ≤ Λh

µh
, 0 ≤ Iv ≤

Λv

µv

}
is a positively invariant and attractive set.

Hence it is sufficient to consider system (29) on the set Ω. The problem under consideration
is to construct a feedback law u(x) in such a way that the DFE is a globally asymptotically
stable equilibrium for the closed-loop system ẋ = X(x) +u(x)Y (x). To achieve this goal we shall
construct a ”Control Lyapunov Function” (CLF) for System (29) or System (30).
Theorem 3. The fallowing function W is a CLF for system (30):

W (x) = H − Λh ln (H)
µh

+ µv
βvh

Ih + β̂hvΛv(µh + δh)
µ2
v µhΛh

(µv + 1)Rh + µv + 1
µv

Iv −
Λh

µh

(
1− ln

(
Λh

µh

))
A stabilizing feedback control is then given by ([19]) :

u(x) =


0 if Ih = 0

−
a (H, Ih, Rh, Iv) +

√
(a (H, Ih, Rh, Iv))2 + (b (H, Ih, Rh, Iv))4

b(H, Ih, Rh, Iv)
(
1 +

√
1 + b(H, Ih, Rh, Iv)2

) if Ih 6= 0
(31)

where,

a (H, Ih, Rh, Iv) =
(

1− Λh

µhH

)
X1 + µv

βvh
X2 + β̂hvΛv(µh + δh)

µ2
v µhΛh

(µv + 1)X3 + µv + 1
µv

X4

b (H, Ih, Rh, Iv) = µv
βvh

Ih
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This feedback control makes the DFE a globally asymptotically stable equilibrium for the closed-
loop system (30-31), i.e., all the trajectories will converge to the DFE.

Proof. The function W is well defined, differentiable on Ω. For all x ∈ Ω, W (x) ≥ 0 et W (x) = 0

if and only if x =
(

Λh

µh
, 0, 0, 0

)
= DFE. Thus W is definite positive on Ω.

As in [25], we use the notations: a(x) = 〈∇W (x), X(x)〉 and b(x) = 〈∇W (x), Y (x)〉.
Hence,

Ẇ = a(x) + u b(x).

To show that W is a CLF for system (30), we have to show that (cf [25]):

∀x ∈ Ω : b(x) = 0 =⇒ a(x) < 0. (32)

We have on one hand, b (H, Ih, Rh, Iv) = 〈∇W (x), Y (x)〉 = − µv
βvh

Ih.
On the other hand:

a (H, Ih, Rh, Iv) = 〈∇W (x), X(x)〉

=
(

1− Λh

µhH

)
(−µhH − Ih δh + Λh)

+ µv
βvh

(
βvhIv (H − Ih −Rh)

H
− εhIh

)

+ β̂hvΛv(µh + δh)
µ2
v µhΛh

(µv + 1) (γh Ih − θhRh)

+µv + 1
µv

βhvIh
H

+ β̂hvRh

H

(Λv

µv
− Iv

)
− µvIv


Since b(x) = 0 =⇒ Ih = 0, we have to show that a (H, 0, Rh, Iv) < 0 for all (H,Rh, Iv).

a (H, 0, Rh, Iv) =
(

1− Λh

µhH

)
(−µhH + Λh) + µv

Iv (H −Rh)
H

− β̂hvΛv(µh + δh)
µ2
v µhΛh

(µv + 1)θhRh + µv + 1
µv

 β̂hvRh

H

(
Λv

µv
− Iv

)
− µvIv



= −(µhH − Λh)2

µhH
− Iv

+
−

µv
H

+ µv + 1
µv

β̂hv
H

 Iv − β̂hvΛv(µh + δh)
µ2
v µhΛh

(µv + 1)θh + µv + 1
µv

β̂hv
H

Λv

µv

Rh

Since Λh

µh + δh
≤ H ≤ Λh

µh
, we can write,
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− β̂hvΛv(µh + δh)
µ2
v µhΛh

(µv + 1)θh +

µv + 1
µv

β̂hvΛv

Hµv

Rh ≤

− β̂hvΛv(µh + δh)
µ2
v µhΛh

(µv + 1) (ρh + µh) +

µv + 1
µv

β̂hvΛv (µh + δh)

µvΛh

Rh

= β̂hvΛv(µh + δh)
µ2
v µhΛh

(µv + 1) (−(ρh + µh) + µh)Rh.

We then obtain− β̂hvΛv(µh + δh)
µ2
v µhΛh

(µv + 1)θh +

µv + 1
µv

β̂hvΛv

Hµv

Rh ≤ −
β̂hvΛv(µh + δh)

µ2
v µhΛh

(µv + 1) ρhRh.

Thus,

a(H, 0, Rh, Iv) ≤ −
(µhH − Λh)2

µhH
− β̂hvΛv(µh + δh)

µ2
v µhΛh

(µv+1) ρhRh−Iv−
(
µv + µv + 1

µv
β̂hv

)
RhIv
H

< 0.

This proves that the function W is a CLF for System (30).

As in [19], we construct the stabilizing control as follows (x = (H, Ih, Rh, Iv)):

u(x) =


0 for Ih = 0

−
a(x) +

√
(a(x))2 + (b(x))4

b(x)
(
1 +

√
1 + b(x)2

) for Ih 6= 0
(33)

4.2.1 Simulations

We shall illustrate the effect of the treatment used as a feedback control and computed according
to formula (31). We use the following parameters αh = 0.0005, δh = 5× 10−5, γh = 0.00035, ρh =
0.00083,Λh = 1,Λv = 400, , µh = 5 × 10−5, µv = 0.02βhv = 0.027, βvh = 0.029, β̂hv = 10−4.
With these values, the basic reproduction number is equal to R0 = 1.91. Figures 6-7 display the
dynamics of infected populations (Ih and Iv), given by Model (29) with no treatment (u = 0).
These figures show that malaria remains persistent in the two populations. Figures 8-9 display
the evolution of infected populations when a treatment is applied and its rate is given by the
feedback control (31). It can be observed that the application of the feedback (31) make the
disease dies out in both populations.
Figure 10 compare the evolution of human infected population (Ih) when no treatment is applied
and when it is applied with a rate given by (31).
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Figure 6: Ih(t) without control Figure 7: Iv(t) without control

Figure 8: Ih(t) with feedback control Figure 9: Iv(t) with feedback control
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Figure 10: Evolution of Ih(t) solution of (29) with no control (red curve) and when feedback
control (31) is applied (green curve)

5 Conclusion
In this paper, we investigated the behavior and the control of a mathematical model for malaria
transmission, based on the model proposed by Arino et al. [3].
When R0 ≤ 1, we proved the global stability of the disease free equilibrium (DFE) when there is
no disease induced mortality. When the disease induced death rate δh is positive global asymptotic
stability of the DFE cannot be, in general, expected with the only condition R0 ≤ 1 since it has
been proved in the literature that the system may have endemic equilibria even if R0 ≤ 1. In this
case we proved that global asymptotic stability of the DFE occurs if R0 ≤

√
µh

µh + δh
.

When R0 > 1, we showed that the disease is uniformly persistent and proved the existence of a
unique endemic equilibrium point whose local and global asymptotic stability are investigated.
We also investigated the state estimation problem for this model. We gave some tools that allow
to estimate the various state variables using the only available data, namely the host incidence,
i.e. the number of new infected humans per unit time, provided by Public Health Services. Our
method consists of using elements of system theory in designing an auxiliary dynamical system,
called observer, whose solutions converge exponentially to those of the original model.
Current strategies to control mosquito-transmitted infections use pesticides, we discussed in this
work a possible way to control the impact of the disease using a pesticide death rate. We showed
that the pesticide death rate have to be larger than a specific constant that depend basically on
the basic reproduction number of the system R0 in order to control the situation and to eradicate
the disease. We also addressed the problem of controlling the disease evolution using treatment
of infected individuals. We gave a formula to compute the treatment rate as a feedback control.
This feedback is based on the construction of a Control Lyapunov Function.
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