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Abstract: While protocols that elect an eventual common leader in asynchronous message-passing systems have been proposed, to our knowledge, no such protocol has been proposed for the shared memory communication model. This paper presents a leader election protocol suited to the shared memory model. In addition to its design simplicity, the proposed protocol has two noteworthy properties, namely, it does not use timers, and is optimal with respect to the number of processes that have to write forever the shared memory: a single process has to do it (namely, the leader that is eventually elected).

Among the many possible uses of such a leader protocol, one is Lamport’s Paxos protocol. Paxos is an asynchronous consensus algorithm that relies on an underlying eventual leader abstraction. As recently, several versions of Paxos have been designed for asynchronous shared memory systems (the shared memory being an abstraction of a physically shared memory or a set of commodity disks that can be read and written by the processes), the proposed leader protocol makes Paxos effective in these systems.
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Election d’un leader dans un système à mémoire partagé

Résumé : Ce rapport présente un protocole d’élection d’un leader dans un système à mémoire partagée inélectablement synchrone.
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1 Introduction

1.1 Motivation

Among the many different motivations that can direct system designers to provide processes with a leader service, we consider here only one of them, namely, Lamport’s Paxos protocol [18]. This protocol (whose first version was developed for asynchronous message-passing systems) aims at constructing a replicated state machine on top of which one can build highly available distributed services [20]. Since its first version, several papers have explained the basics Paxos relies on (e.g., [5, 15, 19]), or have formally proved its correctness (e.g., [9]). Paxos implementations can be found in [22, 33].

A component at the core of Paxos is its underlying “Synod algorithm” that is a consensus algorithm. Usually, when the word “Paxos” is used in the literature, the authors refer to this consensus component. We will do the same in this paper. Two noteworthy features characterize Paxos.

- The first feature lies in its methodological decomposition. The Paxos consensus algorithm can be seen as a simple “addition” of two sub-protocols, one sub-protocol addressing the safety property of consensus (a single value is decided, and that value has been proposed by a process), the other sub-protocol addressing its liveness (all the non-faulty processes decide).

- The second noteworthy feature lies in the design of the sub-protocol that addresses consensus safety. That sub-protocol is based on new ideas and new techniques. Basically, it can be seen as building a one-shot storage object that, if accessed concurrently might not store anything, and if accessed sequentially stores the first deposited value and keeps it forever.

The second sub-protocol used by Paxos is to ensure that a value is eventually deposited in the one-shot storage object. This is realized by assuming that processes can be elected as leaders, and allowing only the leaders to compete to deposit a value in the one-shot storage object. To ensure termination, Paxos assumes that the underlying leader service eventually elects a single correct process to become the leader, thereby allowing a value to be eventually deposited in the one-shot object (if no process succeeds in depositing a value before). Then, as soon as a value has been deposited, the Paxos protocol can easily direct the processes to terminate (they all decide the deposited value).

So, Paxos assumes the existence of an underlying eventual leader service, but does not provide the corresponding sub-protocol. That is why it is said that Paxos is a leader-based consensus protocol. Other leader-based consensus protocols can be found in [14, 15, 27]. This means that these protocols work in an asynchronous system augmented with a leader service (also called leader oracle or leader failure detector in the literature [6, 32]). Following [7], this service is usually denoted Ω. It has been shown that Ω captures the minimal assumptions on failures that the processes have to be provided with in order asynchronous consensus can be solved [7]. “Minimal” means that the properties defining Ω are both necessary and sufficient.

While the design of a leader-based protocol assumes only a “black box” providing a leader service, the design of such a service requires that the underlying asynchronous system on top of which it is implemented satisfies additional assumptions. (The fact that no additional assumptions would be required would contradict the impossibility to solve consensus in a pure asynchronous system [11].)

1.2 Leader protocols in message-passing systems

The design of protocols building Ω in asynchronous message-passing systems has received a lot of attention. Basically, two approaches have been investigated. We briefly present them.

The timer-based approach The first approach, that we call timer-based, relies on the addition of timing assumptions [10]. Basically, this approach assumes that there are bounds on process speeds and message transfer delays, but these bounds are not known and hold only after some finite but unknown time. The protocols implementing an eventual leader facility in such “augmented” asynchronous systems are based on timeouts (e.g., [2, 3, 21]). They use successive approximations to eventually provide each process with an
upper bound on transfer delays and processing speed. They differ mainly in the “quantity” of additional synchrony they consider, and in the message cost they require after a leader has been elected.

Among the protocols based on this approach, a protocol presented in [2] is particularly attractive, as it considers a relatively weak additional synchrony requirement. Let $f$ be an upper bound on the number of processes that may crash (1 $\leq f < n$, where $n$ is the total number of processes). This assumption is the following: the underlying asynchronous system, which can have fair lossy channels, is required to have a correct process $p$ that is a $\diamond f$-source. This means that $p$ has $f$ output channels that are eventually timely; there is a time after which the transfer delays of all the messages sent on such a channel are bounded (let us notice that this is trivially satisfied as soon as the receiver has crashed). Let us notice that such a $\diamond f$-source is not known in advance and can never be explicitly known. It is also shown in [2] that there is no leader protocol if the system has only $\diamond (f - 1)$-sources. A versatile adaptive timer-based approach has been developed in [24] for asynchronous systems in which a majority of processes never crash.

The message pattern-based approach  The second approach (introduced in [25], and that we call message pattern-based approach) does not assume eventual bounds on process and communication delays. It considers that there is a correct process $p$ and a set $Q$ of $f$ processes (with $p \notin Q$, moreover $Q$ can contain crashed processes) such that, each time a process $q \in Q$ broadcasts a query, it receives a response from $p$ among the first $(n - f)$ corresponding responses (such a response is called a winning response). It is easy to see that this assumption does not prevent message delays to always increase without bound. Hence, it is incomparable with the synchrony-related $\diamond f$-source assumption. This approach has been applied to the construction of a leader protocol in [28], and extended to dynamic systems in [30] (a dynamic system being a system that the processes can dynamically enter and leave).

A hybrid protocol has been proposed in [26]. Hybrid means here that the protocol assumes that the channels are eventually timely or the message pattern is eventually satisfied, but it is not known in advance which assumption will be satisfied during a particular run of the protocol. The aim of this approach is to increase the assumption coverage, thereby improving fault-tolerance [31]. More generally, a very general protocol that combines the advantages of both of the previous approaches has been developed in [29].

1.3 Content of the paper and roadmap

This paper addresses the implementation of a leader service in an asynchronous shared-memory system. To our knowledge, to date, no such protocol has been proposed. The shared memory can be a physically shared memory or a network of attached disks (NAD) that constitutes a storage area network (SAN). As commodity disks are cheaper than computers, they become attractive for achieving fault-tolerance. This makes the leader protocol presented in the paper very relevant for such systems [1, 4, 13]. It could also be useful for real-time systems in which some components are based on asynchronous protocols.

The proposed protocol is based on the assumption that the underlying shared memory system is eventually synchronous. It enjoys two noteworthy properties. First, it is timer-free. Second, it is write-optimal in the sense that, after some time, a single process has to keep on writing the shared memory (optimality comes from the fact that at least the leader has to keep on writing forever the shared memory to inform the other processes that it has not crashed).

The paper consists in 5 sections. Section 2 defines the shared memory asynchronous system model and the leader election service $\Omega$. Then Section 3 defines additional synchrony assumptions, presents a leader protocol based on these assumptions, and proves the protocol correctness (interestingly, in addition to the proof itself, this section helps also understanding the way the protocol works). Section 4 discusses the properties of the protocol and shows it is optimal in the sense that, after some finite time, a single process is required to keep on writing the shared memory. Finally, Section 5 concludes the paper.
2 System Model and Eventual Leader

2.1 Processes
The system consists in a finite set of $n > 1$ processes $p_1, p_2, \ldots, p_n$. Each process has an identity (id); the id of $p_i$ is $i$. A process can fail by crashing, i.e., prematurely halting. Until it possibly crashes, a process behaves according to its specification, namely, it executes a sequence of operations as described by its protocol. After it has crashed, a process executes no more operation. By definition, a process is faulty during a run if it crashes during that run. Otherwise, it is correct during that run.

There is no assumption on the relative speed of a process with respect to another. We only assume that, until it possibly crashes, the speed of a process is positive (it cannot stop during an infinite period between two consecutive operations of its algorithm).

2.2 Shared Memory
The process communicate by writing and reading a memory made up of shared registers. Each register is reliable, 1W*R and regular [17].

Reliability means here that a register never crashes: it can always execute a read or a write operation issued by a process and never corrupts its value. If a process crashes while executing an operation, that operation is either fully executed, or not at all executed. 1W*R means that each register has a single writer (statically defined), but can be read by all the processes.

Finally, regularity defines the value returned by a read operation. Let $R$ be a shared register.

- A read of $R$ that is concurrent with no write of $R$ returns the current value of $R$.
- A read of $R$ that is concurrent with one or more write of $R$ operations returns the value of $R$ before these write operations or the value written by one of these operations.

It is important to see that regularity is weaker than atomicity. An atomic register $R$ is such that each read or write operation appears to an external observer as if it has been executed instantaneously at some point of the time line, between its start event and its end event. The crucial difference between regularity and atomicity is the following. If two consecutive read operations $r_1$ and $r_2$ on the same register $R$ (with $r_1$ preceding $r_2$) are concurrent with the same write operation $w$ on $R$, it is possible that the first read operation $r_1$ returns the value of $R$ written by $w$ (new value), while the second read operation $r_2$ returns the value of $R$ before the write operation $w$ (old value). This is called a new/old inversion. Atomicity is regularity plus the prevention of new/old inversions [17].

A register can be seen as an abstraction that encapsulates a shared variable when we consider a physically shared memory, or a commodity disk when we consider network attached disks. The notion of storage area network has recently been used in several systems. The disks are directly attached to high speed networks accessible to the processes. A process can access raw disk data (mediated by disk controllers with limited CPU and memory capabilities). Versions of Paxos developed for network attached disks are described in [8, 12].

2.3 Eventual Leader Service

A leader oracle is a entity that provides each process with a function leader() that returns a process name each time it is invoked. A unique correct leader is eventually elected but there is no knowledge of when the leader is elected. Several leaders can coexist during an arbitrarily long period of time, and there is no way for the processes to learn when this “anarchy” period is over. The leader oracle (usually denoted $\Omega$ [7]) satisfies the following property:

- Validity: Any invocation of the primitive leader() that terminates returns a process id.

- Eventual Leadership\(^1\): There is a time $t$ and a correct process $p_i$ such that, after $t$, every invocation of leader() by any correct process returns $i$ (the id of $p_i$).

\(^1\)This property refers to a notion of global time. This notion is not accessible to the processes.
• Termination: Any invocation of the primitive leader() issued by a correct process terminates.

The \( \Omega \) leader abstraction has been introduced and formally developed in [7] where it is shown to be the weakest, in terms of information about failures, to solve consensus in asynchronous systems prone to process crashes (assuming a majority of correct processes). Several \( \Omega \)-based consensus protocols have been proposed (e.g., [14, 18, 27] for message-passing systems, and [12] for shared memory systems)\(^2\).

3 Implementing a Leader Oracle

As already indicated, an eventual leader service cannot be implemented in a pure asynchronous (message-passing or shared memory) system [11]. As we have observed in the introduction, implementing such a service requires to “enrich” the underlying asynchronous system with additional “synchrony” properties. This section first states such properties suited to an asynchronous shared memory system. Then, it presents a protocol building a leader service in such an augmented asynchronous shared memory system, and proves it is correct.

3.1 Eventually Synchronous Shared Memory Systems

The shared memory system is assumed to satisfy the following additional property:

[Eventually synchronous shared memory system] There is a time after which there are a positive lower bound and an upper bound for a process to execute a local step, a read or a write of a shared register.

It is important to notice that the values of the lower and upper bounds, and the time after which these values become the actual lower and upper bounds are not known. This additional assumption is the same as the partial synchrony assumption used in [6] to implement an eventually perfect failure detector in a message-passing system. As in [6, 10], the (finite but unknown) time after which the previous property is satisfied is called global stabilization time (GST).

3.2 An Eventual Leader Algorithm

Underlying principle The algorithm that, based on the previous assumption on the system behavior, builds an eventual leader oracle is described in Figure 1. As in other leader protocols, the idea that underlies its design is for each process \( p_i \) to elect as the leader the process with the smallest id that it considers as being alive. As a process \( p_i \) never considers itself as crashed, at any time, the process it elects as its current leader has necessarily an id \( j \) such that \( j \leq i \). The id of the process that \( p_i \) considers leader is locally stored in a local variable \( \text{leader}_i \).

Shared memory The shared memory is composed of an array of \( n \) reliable 1W*R regular registers containing integer values. This array, denoted \( \text{PROGRESS}[1..n] \), is initialized to \([0, \ldots, 0] \). Only \( p_i \) can write \( \text{PROGRESS}[i] \). Any process can read any register \( \text{PROGRESS}[j] \). The register \( \text{PROGRESS}[i] \) is used by \( p_i \) to inform the other processes about its status.

Process behavior First, when a process \( p_i \) considers it is leader, it repeatedly increments its register \( \text{PROGRESS}[i] \) in order to let the other processes know that it has not crashed (while loop and line 2).

Whether it is or not a leader, a process \( p_i \) increments a local variable \( \text{lock}_i \) (initialized to 0) at each step of the infinite while loop (line 3). This variable can be seen as a local clock that \( p_i \) uses to measure its local progress.

It is possible that \( p_i \) be very rapid and increments very often \( \text{lock}_i \), while its current leader \( p_j \) is slow and two of its consecutive increments of \( \text{PROGRESS}[j] \) are separated by a long period of time. This can direct \( p_i \) to suspect \( p_j \) to have crashed, and consequently to select another leader with a possibly greater

\(^2\)It is important to notice that, albeit it can be rewritten using \( \Omega \) (first introduced in 1992), the original version of Paxos, that dates back to 1989, was not explicitly defined with this formalism.
when leader() is invoked by \( p_i \): return (leaderi)

Background task \( T \):
1. \textbf{while} (true) \textbf{do}
2. \textbf{if} (leader\(_i\) = \( i \)) \textbf{then} PROGRESS\(_i\) \( \leftarrow \) PROGRESS\(_i\) + 1 \textbf{end_if};
3. \( \text{llock}_i \leftarrow \text{llock}_i + 1 \);
4. \textbf{if} (\( \text{llock}_i = \text{next_check}_i \)) \textbf{then}
5. \( \text{hasld}_i \leftarrow \text{false};
6. \textbf{for} \( j \) \textbf{from} 1 \textbf{to} \( (i - 1) \) \textbf{do}
7. \textbf{if} (PROGRESS\(_j\) > last\(_i\)[\( j \)]) \textbf{then}
8. \( \text{last}_i[\( j \)] \leftarrow \text{PROGRESS}_j;\)
9. \textbf{if} (leader\(_i\) \( \neq j \)) \textbf{then delay}_i \( \leftarrow \) 2 \times delay\(_i\), \textbf{end_if};
10. \( \text{next_check}_i \leftarrow \text{next_check}_i + \text{delay}_i;\)
11. leader\(_i\) \( \leftarrow j;\)
12. \( \text{hasld}_i \leftarrow \text{true};\)
13. \textbf{exit_forLoop}
14. \textbf{end_if}
15. \textbf{end_for;}
16. \textbf{if} (\( !\text{hasld}_i \)) \textbf{then} leader\(_i\) \( \leftarrow i \) \textbf{end_if}
17. \textbf{end_if}
18. \textbf{end_while}

Figure 1: \( \Omega \) in an Eventually Synchronous Shared Memory System (code for \( p_i \))

id. To prevent such a bad scenario from occurring, each process \( p_i \) handles another local variable denoted next.check\(_i\) (initialized to an arbitrary positive value, e.g., 1). This variable is used by \( p_i \) to compensate the possible drift between \( \text{llock}_i \) and PROGRESS\(_j\). More precisely, \( p_i \) tests if its leader has changed only when \( \text{llock}_i = \text{next_check}_i \). Moreover, \( p_i \) increases the duration (denoted delay\(_i\) and initialized to any positive value) between two consecutive checks (lines 9) when it discovers that its leader has changed. In all cases, it schedules the the logical date next.check\(_i\) at which it will check again for leadership (line 10).

So, the core of its algorithm (lines 6-14), that consists for \( p_i \) in checking if its leader has changed and a new leader has to be defined, is executed only when \( \text{llock}_i = \text{next_check}_i \). For doing this check, each \( p_i \) maintains a local array last\(_i\)[1..(\( i - 1 \))] such that last\(_i\)[\( j \)] stores the last value of PROGRESS\(_j\) it has previously read (line 8). Moreover, when it tries to define its leader, \( p_i \) checks the processes always starting from \( p_1 \) until \( p_{i-1} \) (line 6). It stops at the first process \( p_j \) that did some progress since the last time \( p_i \) read PROGRESS\(_j\) (line 7). If there is such a process \( p_j \), \( p_i \) considers it as its (possibly) new leader (line 11). If \( p_j \) was not its previous leader, \( p_i \) considers that it previously did a mistake and consequently increases the delay separating two checks for leadership (line 9). In all cases, it then updates the logical date at which it will test again for leadership (increase of next.check\(_i\) at line 10). If, \( p_i \) sees no progress from any \( p_j \) such that \( j < i \), it considers itself as the leader (line 16).

As indicated in the introduction, it is important to notice that the protocol is timer-free: no process is required to use a physical clock. The correctness of the protocol rests on a behavioral property of the underlying shared memory system (eventual synchrony), but does not need a special equipment (such as local physical clocks) to benefit from that eventual synchrony property.

### 3.3 Proof of the Protocol

The validity and termination properties defining the eventual leader service are easy and left to the reader. We focus here only on the proof of the eventual leadership property.

**Theorem 1** Let us assume that there is a time after which there are a lower bound and an upper bound for any process to execute a local step, a read or a write of a shared register. The algorithm described in Figure 1 eventually elects a single leader that is a correct process.

**Proof** Let \( t_l \) be the time after with there are a lower bound and an upper bound on the time it take for a process to execute a local step, a read or a write of a shared register (global stabilization time). Moreover,
let $t_2$ be the time after which no more process crashes. Finally let $t = \max(t_1, t_2)$, and $p_k$ be the correct process with the smallest id. We show that, from some time after $t$, $p_k$ is elected by any process $p_i$.

Let us first observe that there is a time $t' > t$ after which no process $p_k$, such that $k < \ell$, competes with the other processes to be elected as a leader. This follows from the following observations:
- After $t$, $p_k$ has crashed and consequently $\text{PROGRESS}[k]$ is no longer increased.
- After $t$, for each process $p_i$, there is a time after which the predicate $\text{last}_i[k] = \text{PROGRESS}[k]$ remains permanently satisfied, and consequently, $p_i$ never executes the lines 8-13 with $j = k$, from which we conclude that $p_k$ can no longer be elected as a leader by any process $p_i$.

It follows that after some time $t' > t$, as no process $p_k$ ($k < \ell$) increases its clock $\text{PROGRESS}[k]$, $p_i$ always exits the for loop (lines 6-15) with $\text{hasId}_i = \text{false}$, and considers itself as the permanent and definitive leader (line 16). Consequently, from $t'$, $p_\ell$ increases $\text{PROGRESS}[\ell]$ each time it executes the while loop (lines 1-18).

We claim that there is a time after which, each time a process $p_i$ executes the for loop (lines 6-15), we have $\text{PROGRESS}[\ell] > \text{last}_i[\ell]$ (i.e., $p_i$ does not miss increases of $\text{PROGRESS}[\ell]$). It directly follows from this claim, line 11 (where $\text{leader}_i$ is now always set to $\ell$), and the fact that all processes $p_k$ such that $k < \ell$ have crashed, that $p_i$ always considers $p_\ell$ as its leader, which proves the theorem.

**Proof of the claim.** To prove the claim, let us define two critical values. Both definitions consider durations after $t'$, i.e., after the global stabilization time (so, both values are bounded).

- Let $\Delta_w(\ell)$ be the longest duration, after $t'$, separating two increases of $\text{PROGRESS}[\ell]$.
- Let $\Delta_r(i, \ell)$ be the shortest duration, after $t'$, separating two consecutive reading by $p_i$ of $\text{PROGRESS}[\ell]$.

We have to show that, after some time and for any $p_i$, $\Delta_r(i, \ell) > \Delta_w(\ell)$ remains permanently true, i.e., we have to show that after some time the predicate $\text{last}_i[\ell] < \text{PROGRESS}[\ell]$ is true each time it is evaluated by $p_i$.

Let us first observe that, as $p_\ell$ continuously increases $\text{PROGRESS}[\ell]$, $\text{last}_i[\ell] < \text{PROGRESS}[\ell]$ is true infinitely often. If $\text{last}_i[\ell] < \text{PROGRESS}[\ell]$ is true while $\text{leader}_i \neq \ell$, $p_i$ doubles the duration delay$_i$ (line 9) before which it will again check for a leader (line 4). This ensures that eventually we will have a time after which $\Delta_r(i, \ell) > \Delta_w(\ell)$ remains true forever. **End of the proof of the claim.**

\[\Box\text{Theorem 1}\]

## 4 Discussion

**Write optimality** In addition to its design simplicity, the proposed protocol has a noteworthy property related to efficiency, namely, it is communication-efficient. Communication efficiency has been defined in the context of message-passing systems [2]. That definition can easily be adapted to shared memory systems. In such a context, we say that a leader protocol is **write-optimal** if there is a finite time after which only one process keeps on writing the shared memory. Let us observe that this is the best that can be done as at least one process has to write forever the shared memory (if after some time the process that is the leader does not write the shared memory, there is no way for the other processes to know that it has not crashed).

During the “anarchy” period before the global stabilization time, it is possible that different processes have different leaders, and that each process has different leaders at different times. Theorem 1 has shown that such an anarchy period always terminates when the underlying shared memory system satisfies the “eventually synchronous” property.

To show that the algorithm is write-optimal, let us first observe that, each time a process $p_j$ considers it is a leader, it increments its global clock $\text{PROGRESS}[j]$. It follows that when several processes consider they are leaders, several shared registers $\text{PROGRESS}[-]$ are increased. Interestingly, after the common correct leader has been elected, a single $1W*1R$ register keeps on being increased. This means that a single shared register keeps growing, while the $(n - 1)$ other shared registers stop growing. Consequently, the algorithm is communication-efficient. It follows that it is optimal with respect to this criterion (as at least one process has to continuously inform the others that it is alive).

Irísa
**Another synchrony assumption** The reader can also check that the “eventual synchrony” assumption can be replaced by the following assumption: there is a time after which there is an upper bound $\tau$ on the ratio of the relative speed of any two non-crashed processes. Such a bound-based assumption can be seen as another way to place a limitation on the uncertainty created by the combined effect of asynchrony and failures. This type of additional assumption has been proposed in [23] and investigated in [16] to implement self-stabilizing failure detectors in message-passing systems.

5 Conclusion

This paper has presented a leader election protocol for asynchronous shared memory systems. To work, the protocol requires that the system eventually satisfies a synchrony assumption, namely, there is a time after which there are a lower bound and an upper bound for a process to execute a local step, a read or a write of the shared memory. The proposed protocol relies on particularly simple design principles. Moreover, it is timer-free and write-optimal (after some finite time, a single process keeps on writing the shared memory).

The proposed protocol is (to our knowledge) the first leader election protocol suited to a shared memory system. By providing a sub-protocol Paxos relies on, it allows a shared memory version of Paxos to work. In that sense, it allows $\Omega$ to meet Paxos in crash-prone shared memory systems.
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