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Abstract— In traditional approaches to energy efficient routing, CURRENT CONSUMPTIONMEASUREMENTS FOR

a node needs to receive routing messages from all of its nelgbrs

to be able to select the best route. In a previous work, we FREESCALE MC 13192 SARD

have proposed a technique that enables the best route seliect

based on exactly one message reception [1]. Our protocol dgk Radio Idle (not ready to receive) 0.5 mA
forwarding of routing messages (RREQ) for an interval inversely Radio Tx (Transmit) 39 mA (at +4 dbm)
proportional to the residual energy. Energy-delay mappingtech- Radio Rx (Receive) 39 mA

niques make it possible to enhance an existing min-delay rding MCU (Active) 10 mA

. . 7, - MCU (Partially Active) 8 mA
protocol into an energy-aware routing that maximizes the lietime LED 4 mA

of sensor networks. We have proposed some heuristic functie Accelerometer sensors 3 mA
to perform the energy-delay mapping. This paper analyzes
their limitations and derives a suitable synthetic function that

guarantees that a node selects the best route with very high

probability. We also identify comparative elements that hép us  lifetime: a) min energy metric and b) max-min residual egerg
to perform a thorough a posteriori comparison of the mapping  metric. In min energy routing, nodes select the route that

functions in terms of the route selection precision. Simuldon .
results show that our synthetic functions select routes wit very consumes the least amount of energy. Usually, nodes adjust

high precision while keeping the propagation delay of routig their transmission power and construct a miniml:Im energy
messages reasonable. topology to reduce the overall energy consumption of the

network [11], [12]. The resulting topology guarantees that
I. INTRODUCTION each node communicates with other nodes using the route

Sensor networks are composed of wireless nodes that sefi&é consum%s ttlwe least amount of Snergy _possm:]e %\g&"?‘”' !
various environmental phenomena and maintain communicg&x-min rSS| ual energy routing, Eo es estlrlnate tblel If
tion interconnection via multihop routing. These easily géenergy and cooperate to prevent the most vuinerable ones fro

ployable, self-organized, and relatively low-cost netigoare being overused avoiding in this way premature energy exhaus

expected to be massively deployed in many applications s [13]- Such protocols choose routes bypassing vulrierab
as habitat monitoring, disaster relief and surveillande[#. nodes, which ensures load balancing and avoids early nletwor

The success of the applications relies on the network ifeti fragmentation.

that depends on the life span of nodes. Hence, energy savind!any research results (see also Section V) conclude that an
is the crucial factor in designing long-lived sensor netmor €Nergy efficient routing protocol that maximizes the lif@sp
mainly because nodes are powered by batteries that may%& Sensor network should combine both min energy and max-

costly, difficult, or even impossible to replace or recharge Min residual energy metrics, because these two approaches

Designing a universal scheme for optimizing energy saf'e complementary. Indeed, at the beginning of the network

ings is challenging due to the variety of sensor netwome time, the network is dense andi nodes_have high residual
applications. However, for most of applications, measi@ets e?ferg.y. thg use of a pure maxc;mm ,”;ﬁmc ma)é b? counter
presented in the literature [5], [6] and obtained from our e>‘?h ective—by trying tolprotect r:o es wit O}N res;].ufz]a ﬁmr

epriments (Table!) show that radio communication is a majorI € max-min metric always se ects r_outes or w _'C the most
source of energy consumption. Therefore, many protocolsvé{]nerable node has the highest residual energy; such a rout

different layers have been proposed to address this is§ue ay actually d|55|pate more energy than_others. So, the min

In the rest of this paper, we focus on energy-efficient rati nergy metric, which selects the route with the least energy

protocols [10] consumption, is a better choice when nodes have enough
' %nergy, i.e. their residual energies are larger than a finedk

At the routing layer, energy-efficient protocols use on X ) :
strategy or a combination of them to maximize networ reshold. The max-min residual energy metric should bd use

to protect nodes with low residual energy, i.e. less than a

1we carried out these measurements on the MC 13192 SARD seoder predefined threShOId'_ )
The measurements closely match the values announced shdata [7], [8]. Although such hybrid protocols contribute to better networ
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lifetimes, they still have some drawbacks. In another waik [
we have identified the problem of superfluous routing mes-  °¢
sages that a node may receive while making the best routing o
decision. Indeed, in traditional routing protocols witheth o7
metrics such as min energy or max-min residual energy, a node
needs to receive routing messages from all of its neighlmors t %
be able to select the best route, because the messagesiconta |
values required for route selection. We argue that the temep £ °
and comparison of all the messages are not needed, SiNncé os:
the node eventually selects only one route. To address this ,| :
issue, we have proposed an approach that enables the best
route selection based on exactly one message reception [1]. ‘ ‘
Our protocol delays forwarding of routing messages (RREQ) 0 o1 oz 03 04 05 05 o7 o8 o5 1
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. . . . Relative residual energy '
for an interval inversely proportional to the residual eyein
this way, the routing message on the best route arrives tte fir Fig. 1. Heuristic Mapping Functions

so that the node may ignore the superfluous routing messages
that arrive afterwards. Nevertheless, the proposed erastay
mapping does not guarantee that the selected route is always interesting, because we have designed a MAC protocol
the best, because the intentional forwarding delay wascbase able to identify redundant frames before their complete
on heuristic functions [1]. reception [16]. In this way, a node may turn the radio off
In this paper, we address these limitations and propose a to avoid receiving superfluous interest messages, which
synthetic function instead of heuristic ones to make sua¢ th ~ saves energy.
a node selects the best route with very high probability. Wee There is no overhead due to the exchange of extra
also identify comparison elements that help us afterwasds t  information like hello or route metrics messages, which
perform a thorough a posteriori comparison of the mapping saves more energy and reduces the complexity of the
functions in terms of route selection precision. routing protocol in terms of computation and memory
occupation. Remind that sensor nodes have usually very
limited capacities (for example, nodes used in our exper-
A. Diffusion Routing iments have &-bit micro controller running at6 MHz

Energy-delay mapping techniques enhance any min-delay Maximum speed andkB RAM).

Il. BACKGROUND

routing including gradient routing used iDirected Diffu- « Routing tables only require one entry per active interest

sion[14]. Gradient routing is destination-initiated in the sen
that data collectors (also called sinks) interrogate datdigh-

consisting of a pointer toward the next node downstream.
It enables in-network processing to aggregate data based

on attributes used in diffusion, which furthermore saves
energy by reducing the size and the number of transmit-
ted/received messages.

ers (also called sources) asking for specific data. Thisgghas
similar to a route request in on-demand routing protocols,
is called interest propagation. It establishes localizatad
forwarding pointers (called gradients) from sources tksin - . .
The sources then stream the requested data back to the S%.ké-leurlstlc Mapping Functions
according to the directions indicated by the gradients. Al- Nodes using energy-delay mapping compute a forwarding
though there are different implementations of gradientingy delay based on their residual energy and defer forwarding of
one phase pull directed diffusion is the best fit when fewsinknterest messages for this period of time. We have defined
collect the data published by many sources [15]. Since sueRergy-delay mapping functions having the property thgh hi
situations are fairly frequent in sensor network applimasj residual-energy nodes forward messages without delay, in
we consider without loss of generality the one phase pihich case diffusion is equivalent to min energy routing.
directed diffusio and enhance it with our solution based ofNodes with lower energy delay forwarding for a time interval
delaying routing messages (RREQ) for an interval inversefyhich results in max-min residual energy routing.
proportional to the residual energy. To find a mapping functiory with suitable properties, we
Our motivations for using diffusion are the following: have explored a family of decreasing convex functions of the
. Computational complexity is reduced to a minimunmfOrm (1/2)", wheren is a positive parameter. We have shifted

Each node only needs to broadcast one interest messagé Shrunk them so that they map1] — [0, 1]: the residual
during the interest propagation phase and it only nee88€rgy in [0, 1] into the normalized delay in0, 1]. Fig. 1
to receive one interest message to setup its routing taPf@SeNts the resulting set of functions labefgavith 1 taking
(it can ignore the subsequent interest messages reldfigger values from to 4.

to that same interest). The latter property is particularly The form of this set _of functions can be control_lt_ad_ through
two parameters. The first parameter, called sensitivitgsim

2which we will simply call diffusion. old, separates the min energy metric, when the flat part of the



function is used, from the max-min residual energy metric, - 1
when the curvy part of the function is used. For example,
the sensitivity threshold of functioff; is around0.5, which
means that a node using this mapping function does not min < m+]
apply intentional delay when its residual energy is largant
0.5. Therefore, if we have routes with nodes having residual \ y Battery levels
energies larger thah5, the selected route will be the one with m
the min-delay, which very likely corresponds to the shdrtes
path consuming the minimum enefgy in <
. . . max-min
The second parameter is the convexity of the function that 2
determines the ability of the mapping function to perform
max-min routing. The purpose of the convexity is to have . 0
the intentional delay applied by the node with the minimum
residual energy on a route being dominant. In this way, the
route with the max-min residual energy will be selected, be-
cause the routing message of this route will have the smalles

delay. The convexity parameter determines the precisitheof ) ) ) &
approximation in Eq. 30 (see Appendix): the more convex tfiin €nergy and max-min residual energy metrics. We assume

mapping function, the better the approximation. For exzmmpfhat the ideal prot0<_:ol relie_s on the battery protectioag;hold
function f, has stronger convexity than other functions in thE0NCept [17], that is, the ideal protocol uses the min energy
considered set so that it performs better max-min routing. Metric to select routes as long as there is no any vulnerable
These heuristic functions have some drawbacks: a) they 5?5'“3 to save energy per packet transm!ssmn. Otherwisenwh
likely to be sub-optimal and b) there is a correlation betwed! he routes become vulnergble, the ideal protocol uses th
the convexity of the function and the sensitivity threshdldat max-min residual energy metric to protect the most vulrierab

is, if we need more precise max-min routing, we will have QOdeS- ] ] ]
smaller sensitivity threshold (e.g.2 for f.). In actual implementations of routing protocols, the energy

To overcome these drawbacks, we propose in the ndglay mapping function wogld likely be discrete apd taledat .
section a synthetic mapping function that allows exact medeed' a node may read its battery voltage or |ntern_al—reS|s
to max-min delay mapping according to an uncorrelatéan_ce anq perform table lookup to get the correspondingd I_eve
predefined threshold. This mapping function is to be used (?rfl its re3|dual energy. Thgrefore, we can assume that reisidu
the situation in which residual energies of nodes are expmsenergles of nodes are discrete. We aggregate all the energy

as step functions and not continuous ones. levels greater than into one energy level as shown in Fig. 2.
We call m the number of energy levels that are less than

We assign to each node an energy leielepending on its
residual energy. We can say that a node with residual energy

A. System Model ¢ has energy level if

Fig. 2. Energy Levels

IIl. SYNTHETIC MAPPING FUNCTION

We use the following definitions and assumptions: = 1)1 << 1 1)
« Each node is able to measure its relative residual energy m m
G O<¢<). If ¢ is larger thany, the node has energy level of + 1.
+ We cally the battery protection thresholdl) <y < 1).  Explicitly,
« A node isvulnerable if its residual energy is less than
battery protection threshotgl. [m_q if ¢ <~
« A node iscritical for a route (to which it belongs), if l= Y - (2)
it has the least amount of residual energy among all the
nodes forming that route.

m+1 otherwise.

. . . Let g be a synthetic function that maps residual energy into

« The residual energy of a routes equal to the residual intentional forwarding delayi: d = ¢g({). As we use discrete
energy O.f the critical _no_de for_ that route. . energy levels instead of continuous residual energy, fonct

« A route is vulnerableif its residual energy is less thang depends onn. Therefore, intentional forwarding delaif’)

v that corresponds to energy leveis the following:
We assume that there is ddeal routing protocol that
maximizes the lifetime of a sensor network. According to dY = g, (D). (3)

literature (see Section V), the ideal protocol combineshbot

“Note that the question of the ideal routing protocol is stjjlen, since the
3This is true when nodes use the same transmission power aetessi definition of network lifetime itself is still open. In thisaper, we consider
links have the same error rate. the time to partition as the definition of the network lifeim



TABLE Il

number of intermediate nodes on the longest route betweesdhrce and the destination

NOTATION
D~y probability that a node is not vulnerable
IR| number of disjoint routes between the source and the sink
| R | length of routeR;
n
Prin (k) probability that routeR;, is not vulnerable

Pmazmin k

Pmazmin

probability that routeRy, is vulnerable
probability that an ideal protocol selects a vulnerableteou

Fig. 3. The Worst Case

B. Deriving Synthetic Mapping Function
Assume we have source nodeand destination nod®.

collisions caused by simultaneous access to the channel:

(6)
In the worst case, nodes on roufy experience maximum
system delays, i.€6x; = Omar and nodes on routdr;
experience minimum system delay, = 0. Also, all nodes
on routeRy, have their energy level equal tpi.e. dy; = g, (1)
for i =1,---,|Rk| and the node on rout&; has its energy
level equal ta — 1, i.e.dy; = g (I—1) fori=1,-- -, |Ry|.
Therefore, Eqg. 5 can be rewritten as:

gm(l - 1) =n [gm(l) + 5mar] + 1. (7)

We setg,,(m+1) to 0. This means that non vulnerable nodes
do not apply any intentional delay, so the min-delay routing

Dy = dii + O

We call R the set of all possible routes between the sourdgMS into min-hop routing: we get non vulnerable routes

node and the destination node.
Let us consider routeRy, (Rx € R). We call |Ry| the

number of intermediate nodes on routg (source node and

selected according to min-hop routing, which is equivatent
min energy routing as we assume identical links (nodes use
the same transmission power and have the same transmission

destination node are not included). We use the followirfgf"O" Probability). Therefore, we have

notation to represemy, Ry = Ng1—--+— Np;—- - ~—N,€|Rk|,
where Ni; represents an intermediate node on rolife

We propose to derive synthetic functignthat meets our
goals even in the worst case. It is obvious thateeds to be

decreasing to have(l) < g(I') for all [ > I’. Besidesg also

m—l+1_q

gm(l) = { E)msmam R R

IV. PERFORMANCEEVALUATION
A. Methodology

if 1<m
otherwise.

(8)

needs to be convex to mltlgate the effect of ianeaSing d8|ayWe propose to compare the performance of our protoco]
cumulated along longer routes. Fig. 3 shows the worst casgsed on min-delay routing with energy-delay mapping with

example that can be expressed with two rougsand Ry .

Route R;, has the maximum route of lengi;| = n and
residual energy level, whereas route?;, has the minimum
route of length|Ry/| = 1 and residual energy levél— 1. In

this case,D(i*), the interest propagation delay on routg

should be less tha® (%), It is sufficient to have

DWw) — pUFe) 4, (4)

therefore,

| Ry IRy

|
> Dpi=> Dii+1,
=1 i=1

where Dy, is the delay incurred by nodeéVy;. Actually,
delay Dy; is composed of two delays: intentional deldy;

(%)

the ideal protocol.

Since an energy efficient protocol combines two metrics,
min and max-min, we need to use two performance indices
for evaluation. For the min metric, we introduce the global
gain ratio defined as the global energy consumption ratio
between our protocol and the ideal one. In our simulations,
this is equivalent to measuring the ratio between the number
of hops, because we assume that we do not use transmission
power control and links have the same error probability. &or
specifically, gaing is defined as:

G — 2| fou

Z |Rideal|
where " means the sum over all simulation runs.
For the max-min metric, we introduce another performance

9)

delay 6;; that includes computation and transmission delaf@€rgy¢ of that route and on the battery protection threshold

as summarized in Table IV. For example, in contention-baséd

MACs such as 802.11-inspired MACs, the system delay also
includes the maximum jitter, used to alleviate the rate of

(10)

_ ¢y i<y
C‘{l if ¢ >



TABLE Il

min metric if all the routes are vulnerable. Then,
COMPARISONELEMENTS

IR
Min (Ideal protocol) Max-Min (Ideal protocol) Prwmin = H Pmawmin(Rk)
Min (Our protocol) Case 1 Case 3 he1
Max-Min (Our protocol) Case 2 Case 4 R|
1 n_|10 |R|I—10 T T T T T T T k=1
09 H n=5/R=10 g A route is not vulnerable iff all the intermediate nodes oatth
o0 [L-"=10R|=S oo _ route are not vulnerable. Therefore,
Q
E 0.7 4 | Ry |
E 06 | i szn(Rk) = H Dy, (13)
2 where|Ry| is the length of routeR;.. So,
g 04} .
g IR| IRyl
g ' Pmazmin = H 1- H Dy (14)
0z r ] k=1 i=1
oL i The meanE[P,,qzmin] is the following:
0 a4 ! 1 1 1 1 1 1
01 02 03 04 05 06 07 08 09 1 E[Prazmin] = (E[1 — p,ﬂ)lﬂ\7 (15)

Probability that a node is vulnerable
whereL is a discrete random variable |h, n]

Fig. 4. The Rate of vulnerable routes with respect to the gty that a
node is vulnerable|R| is the number of disjoint routes between the source Ell — pE
and the destination. [ pv]

|
NE

(1—pt)-P{L =1}

.
Il

1 o
We compute the criticality ratio between the criticality of - (" - 2797) : (16)
a selected route and the criticality of the ideal route. More =
specifically, criticality ratioC is defined as: Finally,
n IR|
L( p p p
Cour E Pma;ﬂmin =|1-- — 2= 17
€= Lo ary FPnamal = |13 (725) + 2 (722) ] an

B Zcideal . -
From Eq. 17 and Fig. 4, we conclude that the probability
Table 1l summarizes the elements of comparison betweehselecting a route according to max-min (i.e. all the reute
our protocol and the ideal one. We distinguish four casese vulnerable) decreases when the number of ro[fgs
depending on the difference and the resemblance of theasetincreases. This means that in dense networks in which there
used by our protocol and the ideal one. are many alternative routes, finding a route, which is not vul
Case 1 In this case, since both the selected and the ide¥grable, becomes very likely. We also notice that probgbili
routes are not vulnerable (the use of min metric), we onKinazmin iNCreases when the number of intermediate nodes
measure the global gain ratio. n increases, which is quite expected. Besides, when proba-
Case 2 In this case, the selected route is vulnerable, bBflity p, that a node is not vulnerable increases, probability
the ideal route is not. This case sometimes happens when Sumzmin that all the routes are vulnerable decreases, because
protocol fails to find a non vulnerable route, usually when ndhe number of vulnerable nodes decreases.
vulnerable routes are far longer than vulnerable ones.ifn tht. worst Case Interest Propagation Delay
case, we measure the average criticality ratio.

) o ; Assume that there are intermediate nodesvy,..., N,
Case 3 This case is impossible.

between the source and the destination. Each néggddnas

Case 4 In this case, both the selected and the ideal routgssigual energy level;. On routeR = N; — ... — N,,, node

are vulnerable (the use of max-min metric). In this case, We, receives the interest at tintg (we assume the destination
. t =

B. The Proportion of Vulnerable Routes to = (g(11) + 82) + 61

We propose to analyze the probability with which a node ts = (9l2) + 03) + (9(lr) +62) + &1 (18)
uses min or max-min metrics to select routes. This prokgbili :
depends on many parameters shown in Table II. n

The ideal protocol picks out a route according to the max- b = 1; (9(l2) + di41) + 01




TABLE IV 80

T T
SUMMARY OF DELAYS USED IN SIMULATION non-vulnerable —+—
vulnerable
70 & g

Transmission time  41.6ms (62 bytes at10kbps)
Computation time 15 to 45ms, uniform

MAC random back-off 0 to 10 * transmission time, uniform 60 | i

50 —
wheret, 1 is the time when the source receives the interes

Routes Proportions (%)

In the worst case, all intermediate nodds, i = 1,...,n a0 L \\\ i
have residual energy levels df(i.e.l; =1 foralli =1,...,n) *
and all system delay8;, = ¢,,4, for all : = 1,...,n. Hence, 30k * i
the maximum interest propagation delay in the worst case ++
corresponds to the maximum value @f, ;, which is: 20 . . . . . . T
2 3 4 5 6 7 8 9 10
Diar = n (nm_l _ 1) <5maz + ~ i 1> Length of the longest route (n)
— O(nm5maz)- (19) Fig. 5. Routes Proportions
D. Simulations the min-energy part of routing. Also, Case 2 never happens,

We have run a series of simulations to evaluate the prgecause the intentional delay is chosen to avoid this case.
cision of route selection by our protocol based on the pro-Whenu = o = 0.5, there are very few vulnerable routes,
posed energy-delay mapping function compared with thd ideaound1%. In this case, we restrict the analysis only to the
protocol based on the battery-protection threshold. Irheaprecision of the min-energy part of heuristic function. @ary
simulation run, we have distinguished four cases discussedsynthetic functions that select routes with the sametleng
in Section IV-A. For each case, we have measured the coraa-the ideal protocol, heuristic functigiy selects routes that
sponding gain and the criticality ratios. We have also mestbu are on the averagé” larger than the ideal routes. This is a
the average end-to-end interest propagation delay to @ealuconsequence of the sensitivity threshold of functfarbeing
the trade-off between the protocol precision and the delay.slightly higher that the battery protection threshold. ®lrer,

We have carried out0* simulation runs. Each run gen-function f3 wrongly uses the max-min metric instead of using
erates10 disjoint routes from the source to the sink. Tahe min one for routes with residual energy greater than the
cover a large number of different topologies, we assign kattery threshold and less than sensitivity threshold.
uniformly distributed random number of intermediate nodes When u = o = 0.2, the proportion of vulnerable routes
to each route. The length of any route does not exceedincreases with route lengths frotm15%, if the maximum
intermediate hops. To model the residual energy of nodesute length is2, to 20%, if the maximum route length is
we use the Gaussian distributi@®(n, o) with meany and 10. Case 2, in which functiorfs fails to find a non vulnerable
standard deviation. Each node has residual energy distributedbute, happens id% of the runs. This is due to the convexity
according taG(u, o); we discard the values @ (u, o) outside of function f3, that makes the delay on short vulnerable routes
the intervall0, 1]. We have set the battery protection thresholdot being dominant. Note that we do not have these problems
~ to 0.2, because it has been shown that this value resultsviith synthetic functions.
better performance [18]. For the precision of vulnerable route selection, functfgn

As shown in Fig. 4, the rate of vulnerable routes iselects vulnerable routes with a criticality ratio%%%, which
the network depends op,, the probability that a node is means that residual energy of selected routeg/idess than
vulnerable, which in turn depends gm and . We have the one of the ideal route, whereas synthetic funcipselects
varied ¢ and o to compare the precision of our mappingoutes with a criticality ratio 0b8%.
functions, heuristic and synthetic, in different situaso To When = o = 0.1, the proportion of vulnerable routes
represent three different situations, we take= ¢ = 0.5, increases up t@0% for networks with the length of routes
uw=o0=0.2 andu = o = 0.1. We have chosen functiofs, up to 10 nodes. Fig. 5 plots the proportion of runs with
which corresponds tg = 3 in Fig. 1, as a representative forCase 4 and Case 1, which corresponds to the proportion of
heuristic functions, because its sensitivity thresholddgar the vulnerable routes and non-vulnerable routes respectiViédy
battery protection threshotd As a representative for syntheticdo not plot runs with Case 2, because they are fairly rare,
functions, we take functiop,,, derived in Eq. 8 with different under2%. In this aging network, functiorf;s perfectly selects
values form, m = 1,...,5. For each mapping function, wenon-vulnerable routes and selects vulnerable routes with a
analyze the precision, evaluated by the gain and criticediio average criticality ratio of97%. In this case, the average
parameters, and the average delay to obtain the best precisinterest propagation delay is arougd®3 seconds for routes
delay trade-off. Note that synthetic functions achieveilsim of length up to10 nodes.
precision as the ideal protocol when the best route fits inFig. 6 shows the corresponding criticality ratios and agera



60 T - - - g Note thaty is the parameter that controls the trade-off between
m=2. crit = 91% MMBCR and MTPR.
50 H  m=3,crit=95% - x-- 8 Misra et al. [19] take the link transmission cost between
m=4, crit= 97%__ © nodes into account and propose MRPC (Maximum Residual
@ 40} . Packet Capacity) to improve the previous protocol. They
g G model the link transmission cost according to the link error
o 30 . rate and the physical distance between nodes. They intecaluc
§ node-link metricC;;, for each linki — j, that depends on the
zZ 20} o g residual energy; of node i, and on the transmission powgr
needed to send a packet frarto j. Explicitly, C;; = B;/Eij.
10 L B o The node-link metric determines the lifetime of the link> j.
o The lifetime Lifer of route R depends on the lifetime of
T e e the most vulnerable link on this route, Life= min{C;;},

2 3 4 5 6 7 8 9 10 wherei — 75 is a link on route R. The protocol is then
Length of the longest route (n) straightforward: given a set of routes between a source and

Fig. 6. Average Delay a destination n_ode, Choo_se the route with _the Iar_gestﬂiﬁati
Note that basic MRPC is a pure max-min residual energy
routing, which could have undesirable behavior by always

delays for synthetic functiom,,, m = 1,...,4. We show tending to protect the most vulnerable link. To cope with
that to obtain to obtain a criticality ratio af7%, we need this issue, Misra et al., propose CMRPC (Conditional MRPC)
four levels of residual energy below the battery protectidhat uses life protection threshoidby analogy to the battery
threshold,i.e. m = 4. We also show that this criticality ratio Protection threshold [17]. That is, CMRPC first tries to sele
requires the average delay &f.95 seconds. We can concludethe route with the minimum energy consumption among the
that synthetic functiony, is a good candidate for networksroutes whose lifetimes are larger than Otherwise, if there
with routes of length up tol0 nodes, as it selects routedS NO route satisfying this condition CMRPC switches to
with high precision whatever the residual energy distidout MRPC. Simulation results show that CMRPC improves the
of nodes. Indeed, synthetic functign perfectly achieves the Performance of MPCR, in terms of lifetime maximization,
min part of the ideal routing and efficiently selects vuligea Only if the control parametey is well determined.

routes: only3% difference between the residual energies of Li et al. [20] address the network lifetime maximization
the ideal route and the selected route, which correspondsPf@blem with max-minzF,,,, an on-line message routing
the criticality ratio 0f97%. We argue that the average delay i§rotocol. It first computes’,,;,, the minimum energy needed
not very long because this delay is only used when refreshit® transmit a packet from a source node to a destination
routes or finding new ones and it does not affect data delivétpde across all possible routes. It then uses max-min raisidu
latency. We believe that a 1 minute delay to refresh routes§§ergy metric to pick a route, thereby balancing the load

tolerable in network with low dynamicity and steady tasks. @mong different nodes, unless the cost is higher thep;,,
(z > 1), in which case, it falls back to the min metric thus

avoiding excessive energy consumption. The authors pexpos
centralized algorithm based on the gradient descent tqahni
to determine the optimal value of. Further on the same
Toh et al. [17] have proposed CMMBCR (Conditionahuthors describe a distributed version of the algorithm,[21
Max-Min Battery Capacity Routing) for the network lifetimebut it requires establishing synchronized mini slots at\#eC
maximization problem. CMMBCR is a combination betweetayer.
MTPR, the min energy metric, and MMBCR, the max-min Shah et al. [22] consider the drawbacks of pure minimum
residual energy metric. In their proposal, they define Ipatteenergy routing for the survivability of the network. Theyopr
protection marginy, (0 < v < 100) and differentiate two pose a probabilistic route selection scheme to relieve lwatck
kinds of routes: A and Q. Q is the set of all possible routed minimum energy routes. Their protocol is the following:
between a source and a destination nodes. A, a subset of @ii®@n a set of routes between a source and a destination node,
the set of the routes having residual energy greaterthae. assign to each route the probability of being selected sb tha
all the nodes on each route in A have residual energies largfee minimum energy route has the highest probability. Then,
than~. The protocol is the following: when there is no routéorward packets on routes according to their probabilities
in A with residual energy below (i.e. all the possible routes Note that routes with too much energy consumption, by
contain vulnerable nodes), the protocol selects a route inaRalogy to the max minP,,;, algorithm [20], are assigned
according to the max-min residual energy routing (MMBCRgero probability and will never be selected. However, this
to protect the most vulnerable nodes. Otherwise, when thgm®tocol requires to explicitly transmit link cost infortian
is at least one route in A, the algorithm selects a route in @nd to receive packets from all routes in order to compute the
according to the min energy routing (MTPR) to save energgorresponding selection probabilities.
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Therefore, min-delay routing selects the route with mini- Matching Eq. 27 with Eq. 25 and replaciag. by its values

mum §;. The selected route, denoted By, satisfies: calculated in Eqg. 26, we conclude that functigrsuch that
R’ = argmin {dy} (24) foralliin1,---,|Rgl,
RrER
.. | R
Combining Eq. 23 and Eg. 24, we get ( )
ik) = min i 28
. ;f@k) f{, min {Gu} (28)
!/ . X
R = a};%g%n Z Oit (25)  would meet our goal.
=1 An approximate solution is obtained withbeing a convex

Our goal is to make the min-delay routing select the roufenction [0, 1] — [0, 1]. Indeed, iff is convex and decreasing,
that satisfies the max-min residual energy metiie, route the minimal(,~ along routeR; makes a dominant contribution
R’ matches routeR. To make this possible, we propose tdo the sum to the left of Eq. 28, i.e. we have
use functionf to map the residual energies of nodes into an
intentional delay. Our goal is to solve Eq. 22 by solving Eg). 2

| R

on a suitable set of f(G) > (Z f(Gik) — f(Ck_)) ; (29)
dire = f(Gir) (26) =

B. Approximate Solution: Heuristic Functions

By choosing f to be strictly decreasing, we can rewrite
Eg. 22 as:

R = argmin { f ( min {cik}> } (27)

RLER 1<i<| Ry |

and therefore

| R |

; f(Gik) = f ( min {Qk}> , (30)

1<i<|Ry|



