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Technical Report

Abstract—The performance of peer-to-peer file replication into several pieces. Qiu et al. [21] proposed a refined model
comes from its piece and peer selection strategies. Two suchof BitTorrent and showed its high efficiency. In summary,
strategies have been introduced by the BitTorrent protocol: these studies show that a peer-to-peer architecture for file
the rarest first and choke algorithms. Whereas it is commonly S L .
admitted that BitTorrent performs well, recent studies have repllf:atlon IS a major |mprqvement CPmpared to a client ;erver
proposed the replacement of the rarest first and choke algorithms architecture, whose capacity of service does not scale with the
in order to improve efficiency and fairness. In this paper, we use number of peers.
results from real experiments to advocate that the replacement  However, both studies assume global knowledge, which is
of the rarest first and choke algorithms cannot be justified in the not realistic. Indeed, they assume that each peer knows all
context of peer-to-peer file replication in the Internet. ' . .

We instrumented a BitTorrent client and ran experiments on th? other pe?rs' As a conseguence, the resglts obtained with
real torrents with different characteristics. Our experimental ~this assumption can be considered as the optimal case. In real
evaluation is peer oriented, instead of tracker oriented, which implementations, there is no global knowledge. The challenge
allows us to get detailed information on all exchanged messagesis then to design a peer-to-peer protocol that achieves a level

and protocol events. We go beyond the mere observation of the i . ;
good efficiency of both algorithms. We show that the rarest E;;g:gfggy close to the one achieved in the case of global

first algorithm guarantees close to ideal diversity of the pieces : . .
among peers. In particular, on our experiments, replacing the  Piece and peer selection strategies are the two keys of
rarest first algorithm with source or network coding solutions efficient peer-to-peer content replication. Indeed, in a peer-to-

cannot be justified. We also show that the choke algorithm in its peer system, the content is split into several pieces, and each
latest version fosters reciprocation and is robust to free riders. peer acts as a client and a server. Therefore, each peer can

In particular, the choke algorithm is fair and its replacement . d ai . ¢ h An efficient pi
with a bit level tit-for-tat solution is not appropriate. Finally, we ~ "€CEIVE and give any piece to any other peer. An eflicient piece

identify new areas of improvements for efficient peer-to-peer file Selection strategy should guarantee that each peer can always
replication protocols. find an interesting piece from any other peer. The rationale

is to offer the largest choice of peers to the peer selection
l. INTRODUCTION strategy. A_n eff|C|ent_ peer selection strategy s_hould maximize
the capacity of service of the system. In particular, it should

In a few years, peer-to-peer file sharing has become the mggiy oy selection criteria based, e.g., on upload and download

popular application in the Internet [16], [17]. Efficient Conte”&apacity, and should not be biased by the lack of available
localization and replication are the main reasons for this SUYSieces in some peers.

cess. Whereas content localization has attracted considerabHehe rarest first algorithm is a piece selection strategy that

research interest in the last years [7], [12], [22], [24], conteghngists of selecting the rarest pieces first. This simple strategy
replication has started to be the subject of active reseafgdq py BitTorrent performs better than random piece selection
only recently. As an example, the most popular peer-to-pegfategies [5], [9]. However, Gkantsidis et al. [11] argued based
file sharing networks [1] eDonkey2K, FastTrack, Gnutelligy, simylations that the rarest first algorithm may lead to the
Overnet focus on content localization. The only widely useékarcity of some pieces of content and proposed a solution
[16], [17], [19] peer-to-peer file sharing application focusingased on network coding. Whereas this solution is elegant
on content replication is BitTorrent [8]. o and has raised a lot of interest, it leads to several complex
Yang et al. [25] studied the problem of efficient contenepioyment issues such as security and computational cost.
replication in a peer-to-peer network. They showed that th&ner solutions based on source coding [18] have also been

capacity of the network to serve content grows exponentially,nosed to solve the claimed deficiencies of the rarest first
with time in the case of a flash crowd, and that a key IMiigorithm.

provement on peer-to-peer file replication is to split the contentTpe choke algorithm is the peer selection strategy of BitTor-

A shorter version of this paper appeared in Proceedings of ACM Sléem' This strategy is based on .the reciprocation of UD_load and
COMM/USENIX IMC’2006, October 25-27, 2006, Rio de Janeiro, Brazil. download speeds. Several studies [5], [10], [13], [15] discussed
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the fairness issues of the choke algorithm. In particular, thegt size is much larger. The consequence is that BitTorrent
argued that the choke algorithm is unfair and favors free rideisjilds a random graph, connecting the peers, that has a larger
i.e., peers that do not contribute. Solutions based on a bit ledgmeter in simulations than in real torrents. However, the
tit-for-tat have been proposed to address the choke algorithrdiameter has a fundamental impact on the efficiency of the
fairness problem. rarest first algorithm.

In this paper, we perform an experimental evaluation of In this study, we show that in the specific context consid-
the piece and peer selection strategies as implementedefed, i.e., Internet peer-to-peer file replication, the rarest first
BitTorrent. Specifically, we have instrumented a client arghd choke algorithms are good enough. Even if we cannot
run extensive experiments on several torrents with differegktend our conclusions to other peer-to-peer contexts, we
characteristics in order to evaluate the properties of the rarbstieve this paper sheds new light on a system that uses a
first and choke algorithms. While we have not examined a#irge fraction of the Internet bandwidth.
possible cases, we argue that we have covered a representatiféhe rest of the paper is organized as follows. We present
set of today real torrents. the terminology used throughout this paper in section II-A.

Our main conclusions on real torrents are the foIIowing. Then, we give a short overview of the BitTorrent protoc0|

« The rarest first algorithm guarantees a high diversity @i section 1I-B and a description of the rarest first and
the pieces. In particular, it prevents the reappearanceapioke algorithms in section 1I-C. We present our experimental
rare pieces and of the last pieces problem. methodology in section 1ll, and our detailed results in sec-

« We have found that torrents in a startup phase can haien IV. Related work is discussed in section V. We conclude
low piece diversity. The duration of this phase dependle paper with a discussion of the results in section VI.
only on the upload capacity of the source of the content.
In particular, the rarest first algorithm is not responsible
for the low piece diversity during this phase.

« The fairness achieved with a bit level tit-for-tat strategy We introduce in this section the terminology used through-
is not appropriate in the context of peer-to-peer fileut this paper. Then, we give an overview of the BitTorrent
replication. We have proposed two new fairness criterrotocol, and we present the rarest first and choke algorithms.
in this context.

« The choke algorithm is fair, fosters reciprocation, and |'§
robust to free riders in its latest version. ' _ _ _

Our contribution is to go beyond the mere confirmation of The terminology used in the peer-to-peer community and
the good performance of BitTorrent. We provide new insight8 particular in the BitTorrent community is not standardized.
into the role of peer and piece selection for efficient peer—tE—or the sake Qf clarity, we define in this section the terms used
peer file replication. We show for the first time that on redhroughout this paper.
torrents, the efficiency of the rarest first and choke algorithmse Pieces and BlocksFiles transfered using BitTorrent are
do no justify their replacement by more complex solutions. split in pieces and each piece is split inlocks Blocks
Also, we identify, based on our observations, new area of are the transmission unit on the network, but the protocol
improvements: the replication of the first pieces and the speed only accounts for transfered pieces. In particular, partially
of delivery of the first copy of the content. Finally, we propose received pieces cannot be served by a peer, only complete
two new fairness criteria in the context of peer-to-peer file pieces can.
replication and we present for the first time results on the news Interested and ChokedWe say that peeH is interested
version of the choke algorithm that fixes fundamental fairness in peer B when peerB has pieces that peet does not
issues. have. Conversely, peef is not interestedn peerB when

Our findings significantly differ from previous work [5], peerB only has a subset of the pieces of peeWe say
[10], [11], [13], [15], [18]. There are three main reasons for  that peerA chokespeer B when peerA decides not to
this divergence. First, we target peer-to-peer file replication in  send data to peeB. Conversely, peerd unchokespeer
the Internet. As a consequence, the peers are well connected B when peerA decides to send data to peBr
without severe network bottlenecks. The problems identifiede Peer SetEach peer maintains a list of other peers it
in the literature with the rarest first algorithm are in the  knows about. We call this list thgeer set The notion of
context of networks with connectivity problems or low ca-  peer set is also known as neighbor set.
pacity bottlenecks. Second, we evaluate for the first time thes Local and Remote PeerdVe calllocal peerthe peer with
new version of the choke algorithm. The evaluation of the the instrumented BitTorrent client, amdmote peershe
choke algorithm in the literature was performed on the old peers that are in the peer set of the local peer.
version. We show that the new version solves the problems. Active Peer SetA peer can only send data to a subset of
identified on the old one. Finally, we perform an experimental its peer set. We call this subset thetive peer setThe
evaluation on real torrents. Simulating peer-to-peer protocols choke algorithm (described in section 1I-C.2) determines
is hard and requires many simplifications. In particular, all the peers being part of the active peer set, i.e., which
the simulations of BitTorrent we are aware of consider that remote peers will be choked and unchoked. Only peers
each peer only knows few other peers, i.e., each peer has a that are unchoked by the local peer and interested in the
small peer set [5], [11]. In the case of real torrents, the peer local peer are part of the active peer set.

Il. BACKGROUND

Terminology
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o Leecher and SeedA peer has two states: tHeecher new peer. Such peers are aware of the new peer by receiving
state when it is downloading content, but does not haviés IP address from the tracker. Each peer reports its state
yet all the pieces; theeed statavhen the peer has allto the tracker every 30 minutes in steady-state regime, or
the pieces of the content. For short, we say that a peemiben disconnecting from the torrent, indicating each time
a leecherwhen it is in leecher state andseedwhen it the amount of bytes it has uploaded and downloaded since it

is in seed state. joined the torrent. A torrent can thus be viewed as a collection
« Initial Seed The initial seedis the peer that is the first of interconnected peer sets. If ever the peer set size of a
source of the content. peer falls below a predefined threshold, typically 20 peers,

o Rarest First Algorithm Therarest first algorithmis the this peer will contact the tracker again to obtain a new list
piece selection strategy used in BitTorrent. We give af IP addresses of peers. By default, the maximum peer set
detailed description of this algorithm in section II-C.1size is 80. Moreover, a peer should not exceed a threshold
The rarest first algorithm is also called the local raresf 40 initiated connections among the 80 at each time. As a
first algorithm. consequence, the 40 remaining connections should be initiated

« Choke Algorithm The choke algorithmis the peer se- by remote peers. This policy guarantees a good interconnection
lection strategy used in BitTorrent. We give a detailedmong the peer sets in the torrent.
description of this algorithm in section II-C.2. The choke Each peer knows the distribution of the pieces for each
algorithm is also called the tit-for-tat algorithm, or tit-for-peer in its peer set. The consistency of this information is
tat like algorithm. guaranteed by the exchange of messages [3]. The exchange

« Rare and Available PiecesWe call the pieces only of pieces among peers is governed by two core algorithms:
present on the initial seedhre pieces and we call the the rarest first and the choke algorithms. These algorithms are
pieces already served at least once by the initial sedther detailed in section II-C.
available pieces.

« Rarest Pieces and Rarest Pieces S&he rarest pieces . . . .
are the pieces that have the least number of coIToies in the BitTorrent Piece and Peer Selection Strategies
peer set. In the case the least replicated piece in the peeyWe focus here on the two core algorithms of BitTorrent:
set hasn copies, then all the pieces with copies form the rarest first and choke algorithms. We do not give all the
the rarest pieces sefThe rarest pieces can be rare piecedetails of these algorithms, but explain the main ideas behind
or available pieces, depending on the number of copitEem.
of the rarest pieces. 1) Rarest First Algorithm:The rarest first algorithm works

as follows. Each peer maintains a list of the number of copies

of each piece in its peer set. It uses this information to define

a rarest pieces set. Let be the number of copies of the rarest
BitTorrent is a P2P application that capitalizes on thgiece, then the index of each piece withcopies in the peer

bandwidth of peers to efficiently replicate contents on a larget is added to the rarest pieces set. The rarest pieces set of

set of peers. A specificity of BitTorrent is the notiontofrent, a peer is updated each time a copy of a piece is added to or
which defines a session of transfer of a single content to a senoved from its peer set. Each peer selects the next piece to
of peers. Torrents are independent. In particular, participatidgwnload at random in its rarest pieces set.

in a torrent does not bring any benefit for the participation The behavior of the rarest first algorithm can be modified

to another torrent. A torrent is alive as long as there is by three additional policies. First, if a peer has downloaded

least one copy of each piece in the torrent. Peers involvstlictly less than 4 pieces, it chooses randomly the next piece
in a torrent cooperate to replicate the file among each otherbe requested. This is called trendom first policy Once it
using swarmingtechniques [23]. In particular, the file is splithas downloaded at least 4 pieces, it switches to the rarest first

in pieces of typically 256 kB, and each piece is split in blockalgorithm. The aim of the random first policy is to permit a

of 16 kB. Other piece sizes are possible. peer to download its first pieces faster than with the rarest first
A user joins an existing torrent by downloading.tar- policy, as it is important to have some pieces to reciprocate

rent file usually from a Web server, which contains metafor the choke algorithm. Indeed, a piece chosen at random
information on the file to be downloaded, e.g., the piece sizelikely to be more replicated than the rarest pieces, thus its
and the SHA-1 hash values of each piece, and the IP addrdewnload time will be on average shorter.

of the so-calledracker of the torrent. The tracker is the only Second, BitTorrent also applies strict priority policy,

centralized component of BitTorrent, but it is not involved inwhich is at the block level. When at least one block of a

the actual distribution of the file. It keeps track of the peersiece has been requested, the other blocks of the same piece

currently involved in the torrent and collects statistics on there requested with the highest priority. The aim of the strict
torrent. priority policy is to complete the download of a piece as fast as

When joining a torrent, a new peer asks to the trackerpmssible. As only complete pieces can be sent, it is important
list of IP addresses of peers to build its initial peer set. This minimize the number of partially received pieces.

list typically consists of 50 peers chosen at random in the Finally, the last policy is thend game modg8]. This mode

list of peers currently involved in the torrent. The initial peestarts once a peer has requested all blocks, i.e., all blocks have

set will be augmented by peers connecting directly to thither been already received or requested. While in this mode,

B. BitTorrent Overview



INRIA-00001111, VERSION 3 - 6 SEPTEMBER 2006 4

the peer requests all blocks not yet received to all the peers ifn the following, we call the three or four peers that are kept
its peer set that have the corresponding blocks. Each timeirechoked according to the time they were last unchoked the
block is received, it cancels the request for the received blosked kept unchoked (SKU) peers, and the unchoked peer se-
to all the peers in its peer set that have the correspondilegted at random the seed random unchoked (SRU) peer. With
pending request. As a peer has a small buffer of penditiys new algorithm, peers are no longer unchoked according to
requests, all blocks are effectively requested close to the ehdir upload rate from the local peer, but according to the time
of the download. Therefore, thend game modés used at of their last unchoke. As a consequence, the peers in the active
the very end of the download, thus it has little impact on thgeer set are changed regularly, each new SRU peer taking an
overall performance. We discuss the impact of ¢mel game unchoke slot off the oldest SKU peer.
modein section IV-A.3. We show in section 1V-B.1 why the new choke algorithm

2) Choke Algorithm:The choke algorithm was introducedin seed state is fundamental to the fairness of the choke
to guarantee a reasonable level of upload and downloalgorithm.
reciprocation. As a consequence, free riders, i.e., peers that
never upload, should be penalized. For the sake of clarity, we I1l. EXPERIMENTAL METHODOLOGY
describe without loss of generality the choke algorithm from ) _
the point of view of the local peer. In this sectidnterested " order to evaluate experimentally the rarest first and

always means interested in the local peer, andkedalways choke algorithms on real torrents, we have instrumented a
means choked by the local peer ’ BitTorrent client and connected this client to live torrents
The choke algorithm differs in leecher and seed states. \With different characteristics. The experiments were performed
describe first the choke algorithm in leecher state. At most?#€ at @ time in order to avoid a possible bias due to
remote peers can be unchoked and interested at the same t¥g/1aPPIng experiments. We have instrumented a single client
Peers are unchoked using the following policy. and we make no assumption on the other clients connected
1) Every 10 seconds, the interested remote peers are tg the same torrent. As we only considered real torrents, we

dered according to their download rate to the local peggptured a large variety of client configuration, connectivity,
and the 3 fastest peers are unchoked and behavior. In the following, we give details on how we

2) Every 30 seconds, one additional interested remote pggpducted the experiments.
is unchoked at random. We call this random unchoke
the optimistic unchoke. A. Choice of the Monitored BitTorrent Client

In the following, we call the three peers unchoked in step 1 several BitTorrent clients are available. The first BitTorrent
the regular unchoked (RU) peers, and the peer unchokedgjgnt has been developed by Bram Cohen, the inventor of the
step 2 the optimistic unchoked (OU) peer. The optimistigiotocol. This client is open source and is caliedinline[2].
unchoke peer selection has two purposes. It allows to evaluaie there is no well maintained and official specification of
the download capacity of new peers in the peer set, andfe BitTorrent protocol, thenainline client is considered as
allows to bootstrap new peers that do not have any piecerierence for the BitTorrent protocol. It should be noted that,
share by giving them their first piece. up to now, each improvement of Bram Cohen to the BitTorrent

~We describe now the choke algorithm in seed state. In pigoiocol has been replicated to the most popular other clients.
vious versions of the BitTorrent protocol, the choke algorithm The other clients differ from thenainline client by a more

was the same in leecher state and in seed state except {ghisticated interface with a nice look and feel, realtime

in seed state the ordering performed in step 1 was based{@iistics, many configuration options, experimental extensions

upload rates from the local peer. With this algorithm, peefg ihe protocol, etc.

with a high download rate are favored independently of their gjnce our goal is to evaluate the basic BitTorrent protocol,

contribution to the torrent. o _ _ we have decided to restrict ourselves to thainline client.
Starting with version 4.0.0, thenainline client [2] intro- g client is very popular as it is the second most downloaded

duced an entirely new algorithm in seed state. We are N8frorrent client at SourceForge with more than 52 million

aware of any documentation on this new algorithm, nor ofyynioads. We instrumented the version 4.0.2 ofrttanline

any implementation of it apart from thmainline client. client released at the end of May 2805This version of

~ We describe this new algorithm in seed state in the followge instrumented mainline client implements the new choke
ing. At most 4 remote peers can be unchoked and '”tereSte%I@Brithm in seed state (see section II-C.2).

the same time. Peers are unchoked using the following policy:
1) Every 10 seconds, the unchoked and interested remote .
peers are ordered according to the time they were It Choice of the Torrents
unchoked, most recently unchoked peers first. The aim of this work is to understand how the rarest first
2) For two consecutive periods of 10 seconds, the 3 firahd choke algorithms behave on real torrents. It is not intended
peers are kept unchoked and an additionll peer to provide an exhaustive study on the characteristics of today’s

that is choked and interested is selected at random and
unchoked. 1The latest stable branch of development is 4.20.x. In this branch, there is no
. . - new functionality to the core protocol, but a new tracker-less functionality and
3) For the third period of 10 seconds, the 4 first peers abme improvements to the client. As the evaluation of the tracker functionality

kept unchoked. was outside the scope of this study we focused on version 4.0.2.
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TABLE |
TORRENT CHARACTERISTICS Column 1 (ID): torrent ID, column 2 (# of
S). number of seeds at the beginning of the experimesiymn 3 (# of L):
number of leechers at the beginning of the experimeslymn 4 (Ratio

C. Experimental Setup

We performed a complete instrumentation of thainline
client. The instrumentation consists of: a log of each BitTorrent
S: ratio (number of seeds)/(number of leechecgiumn 5 (Max. PS): ~ Mmessage sent or received with the detailed content of the
maximum peer set size in leecher statelumn 6 (Size) size of the content Message, a log of each state change in the choke algorithm, a
in MB. log of the rate estimation used by the choke algorithm, and a
log of important events (end game mode, seed state).
As monitored client, we use thmainlineclient with all the

ID [#0of S| #of L [ Ratio 2 | Max. PS | Size : _ i _

1 0 66 0 50 700 default parameters for all our experimentations. It is outside
) 1 2 05 3 580 of the scope of this study to evaluate the impact of each
3 1 29 0.034 34 350 BitTorrent parameter. The main default parameters for the
4 1 40 0.025 75 800 monitored client are: the maximum upload rate (default to
> 1 S0 0.02 60 1419 20 kB/s), the minimum number of peers in the peer set
6 L 130 0.0078 80 820 before requesting more peers to the tracker (default to 20), the
7 1 713 0.0014 80 700 . . =

) 1 861 0.0012 80 3000 maximum number of connections the local peer can initiate
9 1 1055 | 0.00095 80 2000 (default to 40), the maximum number of peers in the peer
10 1 1207 | 0.00083 80 348 set (default to 80), the number of peers in the active peer
11 1 1411 | 0.00071 80 710 set including the optimistic unchoke (default to 4), the block
121 3 612 | 0.0049 80 1413 size (default t2'* Bytes), the number of pieces downloaded
13 9 30 0.3 35 350 before switching from random to rarest first piece selection
14| 20 126 0.16 80 184 (default to 4)

15 30 230 0.13 80 820 . ’ . . .

16 | 50 18 58 20 600 We did all our experimentations on a machine connected to a
17 | 102 342 03 80 200 high speed backbone. However, the upload capacity is limited
18 | 115 19 6 55 430 by default by the client to 20 kB/s. There is no limit to the
19 | 160 S 32 17 6 download capacity. We obtained effective maximum download
20| 177 | 4657 | 0.038 80 2000 speed ranging from 20 kB/s up to 1500 kB/s depending on
g; gii 11;35)3 é:g gg 2364%0 the experiments. We ran petwgen 1 and 3 experiments on
53 1197 | 4151 0.29 30 349 the 26 different torrents given in Table | and performed a
24 | 3697 | 7341 05 30 349 detailed analysis of each of these traces. The results given in
25 | 11641 | 5418 2.1 80 350 this paper are for a single run for each torrent. Multiple runs
26 | 12612 | 7052 1.8 80 140 on some torrents were used in a calibration phase as explained

in section IlI-E.1.
Finally, whereas we have control over the monitonealin-
line client, we do not control any other client in a torrent. In

torrents. For this reason, we have selected torrents based Rgticular, all peers in the peer set of the local peer are real

their proportion of seeds to leechers, the absolute number ¢ PE€rs.
seeds and leechers, and the content size. The torrents moni-
tored in this study were found on popular sftéd/e considered D. Peer Identification
copyrighted and free contents, which are '_I'V shows, movies,|n our experiments, we uniquely identify a peer by its IP
cartoons, music albums, live concert recordings, and softwarggqress and peer ID. The peer ID, which is 20 bytes, is a
Each e>_<periment lasted for 8 hours in order to make sure tlgﬁtmg composed of the client ID and a randomly generated
each client became a seed and to have a representative t636Rg. This random string is regenerated each time the client is
in seed state. We performed all the experiments between Jyg&arted. The client ID is a string composed of the client name
2005 and May 2006. and version number, e.g., M4-0-2 for theainline client in

We give the characteristic of each torrent in Table I. Theersion 4.0.2. We are aware of around 20 different BitTorrent
number of seeds and leechers is given at the beginning of tiients, each client existing in several different versions. When
experiment. Therefore, these numbers can be very differenirag given experiment, we see several peer IDs corresponding
the end of the experiment. We see that there is a large varittythe same IP addreSswe compare the client ID of the
of torrents: torrents with few seeds and few leechers, torreigferent peer IDs. In the case the client ID is the same for
with few seeds and a large number of leechers, torrents with the peer IDs on a same IP address, we deem that this is
a large number of seeds and few leechers, and torrents wittha same peer. We cannot rely on the peer ID comparison,
large number of seeds and leechers. We discuss in section ag-the random string is regenerated each time a client crashes

E.2 the limitations in the choice of the torrents considered.or restarts. The pair (IP, client ID) does not guarantee that
each peer can be uniquely identified, because several peers

SBetween 0% and 26% of the IP addresses, depending on the experiments,
2www.legaltorrents.com, bt.etree.org, fedora.redhat.conaye associated in our traces to more than one peer ID. The mean is around
www.mininova.org, isohunt.com. 9%.
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beyond a NAT can use the same client in the same versiatgorithm in a variety of situations. The choice of the torrents
However, considering the large number of client IDs, it isonsidered in this study was targeted to provide a challenging
common in our experiments to observe 15 different client IDenvironment to the rarest first and choke algorithms. For
the probability to have several different clients beyond a NARstance, torrents with no seed (torrent 1) or with only one
with the same client ID is reasonably low for our purposeseed and a large number of leechers (e.g., torrent 7-11) were
Moreover, unlike what was reported by Bhagwan et al. [4] f@pecifically chosen to evaluate how the rarest first algorithm
the Overnet file sharing network, we did not see any problelpehaves in the context of pieces scarcity. Torrents with a large
of peer identification due to NATs. In fact, BitTorrent hasiumber of peers were selected to evaluate how the choke
an option, activated by default, to prevent accepting multipgorithm behaves when the torrent is large enough to favor
concurrent incoming connections from the same IP addrefee riders.
The idea is to prevent peers to increase their share of thaMe have around half of the presented torrents with no
torrent, by opening multiple clients from the same machiner few seeds, as this is a challenging situation for a peer-
Therefore, even if we found in our traces different peers witl-peer protocol. However, it can be argued that the largest
the same IP address at different moments in time, two differgimesented torrent with a single seed has a small number of
peers with the same IP address cannot be connected to ldexhers (1441 leechers at the beginning of the experiment
local peer during overlapping periods. for torrent 11). Indeed, the target of a peer-to-peer protocol is
to distribute content to millions of peers. But, a peer-to-peer
protocol capitalizes on the bandwidth of each peer. Thus, it is
not possible to scale to millions of peers without a significant
In this section we discuss the two main limitations of thigroportion of seeds. If we take the same proportion of seeds
work, namely the single client instrumentation and the limiteghd leechers as the one of torrent 11, only 710 seeds are
set of monitored torrents. We also discuss why, despite theggugh to scale to one million of peers. Also, a torrent with a

limitations, we believe our conclusions hold for a broadegtio nﬂumnt;b(rezﬂeseec%desréower than10~? is enough to stress
range of scenarios than the ones presented. a piece selection strategy based on a local view of only 80

1) Single Client InstrumentationWe have chosen for this peers.
study to focus on the behavior of a single client in a real Finally, in such an experimental study it is not possible to re-
torrent. Whereas it may be argued that a larger number gfoduce an experiment, and thus to gain statistical information
instrumented peers would have given a better understandifi:ause each experiment depends on the behavior of peers, the
of the torrents, we made the decision to be as unobtrusiverifinber of seeds and leechers in the torrent, and the subset
possible. Increasing the number of instrumented clients woudél peers randomly returned by the tracker. However, studying
have required to either control those clients ourselves, or to aik dynamics of the protocol is as important as studying its
some peers to use our instrumented client. In both cases, $kgtistical properties. As we considered torrents with different
choice of the instrumented peer set would have been biasgflaracteristics and observed a consistent behavior on these
and the behavior of the torrent impacted. Instead, our decisi@irents, we believe our findings to be representative of the
was to understand how a new peer (our instrumented pegfest first and choke algorithms behavior.
joining a real torrent behaves.

Moreover, monitoring a single client does not adversely IV. EXPERIMENTAL RESULTS
'”.“pa“ the gengrallty of our findings fpr the following reasons. We present in this section the results of our experiments. In
First, a torrent is a random graph of interconnected peers. 'f';\oﬁrst . .

. . part, we discuss the results with a focus on the rarest
this reason, with a large peer set of 80, each peer should hﬁ\r/set algorithms. Then, in a second part, we discuss the results
a view of the torrent as representative as any other peer. Eve : I . '
. : o : with a focus on the choke algorithm.
if each peer will see variations due to the random choice of the
population in its peer set, the big picture will remain the same.

Second, in order to make sure that there is no unforeseen HasRarest First Algorithm

due to the single client instrumentation, we have monitoredThe aim of a piece selection strategy is to guarantee that

several torrents with three different peers, each peer witheach peer is always interested in any other peer. The rational is
different IP address. These experiments were performed durthgt each time the peer selection strategy unchokes a peer, this
a calibration phase, and are not presented here due to sgaser must be interested in the unchoking peer. This way, the

limitation. Whereas the download speed of the peers mpger selection strategy can reach the optimal system capacity
significantly vary, e.g., due to very fast seeds that may of m@yut, designing such an optimal peer selection strategy is a hard
not be present in the peer set of a monitored client, we diglsk). Therefore, the piece selection strategy is fundamental to
not observe any other significant difference among the cliemtsach good system capacity.

that may challenge the generality of our findings. However, the efficiency of the piece selection strategy

2) Limited Torrent Set:We have considered for this studycannot be measured in terms of system capacity, because
26 different torrents. Whereas it is a large number of torrenthe system capacity is the result of both the piece and peer
it is not large enough to be exhaustive or to be representativesefection strategies. A good way to evaluate the efficiency of
all the torrents that can be found in the Internet. However, otlre piece selection strategy is to measure éh&opy of the
intent is to evaluate the behavior of the rarest first and chotarent, i.e., the repartition of pieces among peers.

E. Limitations and Interpretation of the Results
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Interest of the Local Peer in the Remote Peers we characterize the entropy from the point of view of the local

RN m PITTFT TP RIErY peer with two ratios. For each remote peer we compute:
Pl i

SN I [ « the ratio§ wherea is the time the local peer in leecher
e i TR b . state is interested in this remote peer @ni$ the time
IR LT this remote peer spent in the peer set when the local peer
& SR B : ' is in leecher state;
10 15 20 25 « the ratio 5 where ¢ is the time this remote peer is
interested in the local peer in leecher state dnd the
time this remote peer spent in the peer set when the local
peer is in leecher state.
In the case of ideal entropy the above ratios should be one.
Fig. 1 gives a characterization of the entropy for the torrents
, considered in this study.
R i S For most of our torrents, we see in Fig. 1 that the ratios are
0 ° 10T0rren%ﬁ) 20 2 close to 1, thus a close to ideal entropy. For the top graph,
70% of the torrents have the ®@ercentile close to one, and
Fig. 1. Entropy characterizatiofop graph: For each remote leecher peer for80% have the median close to one. For the bottom graph, 70%
a given torrent, qdpt represeljts tf_)e raﬁfi(wherea is ‘the timg the I_ocal peer of the torrents have a mercem”e close to one, and 90% of
in leecher state is interested in this remote peertaizdthe time this remote . .
peer spent in the peer set when the local peer is in leecherBtdtem graph: the torrents have the median close to one. We discuss below
For each remote leecher peer for a given torrent, a dot represents thé ratithe case of the torrents with low entropy.

wherec is the time this remote peer is interested in the local peer in leecher First, we discuss why the local peer is often not interested
state and! is the time this remote peer spent in the peer set when the local peer

is in leecher staté=or both graphs: Each vertical solid lines represent thé’20 ln_ the remote peers for torrents 1, 2, 4, 5, 6, 7, 8, and 9 (See
percentile (bottom of the line), the median (identified with a circle), and tHeig. 1, top graph). These torrents have low entropy because

80" percentile (top of the line) of the ratios for a given torrent. they are in a startup phase. This means that the initial seed has
not yet served all the pieces of the content. We remind that
%e pieces only present on the initial seed arerélte pieces

Ratio a/b

e - .
I T i i

of the Remote Peers in the Local Peer
CTTTTVITEIET e
R I e R L

Ratio c/d

There is no simple way to directly measure the entropy
a torrent. For this reason, we characterize the entropy w
the peer availability We define the peer availability of peer
according to peey as the ratio of the time peeris interested

d that the pieces already served at least once by the initial

ed are thavailable pieceqsee section II-A). The reason
for the low observed entropy is that during a torrent startup,
: . . o available pieces are replicated with an exponential capacity of
(see section II-A) in peer over the time peetw 1S in the service [25], but rare pieces are served by the initial seed at a
peer set of peey. I peer 1S always available for PES,  constant rate. Thus, available pieces are replicated faster than
then the peer availability is equal to one. In the follo_v_vmg, Whare pieces. This leads to two problems. First, the probability
characterize the entropy of a torrent with the availability of th&c having peers in a peer set with the same subset of pieces

peers in this torrent. For the sake of clarity, we will S'mp|¥s higher during the torrent startup than when there is no rare
refer to the notion of entropy.

. _ iece in the torrent. Second, when there is no rare piece, a peer
We say that there is ideal entropy in a torrent when eagn

leechet is al int tod | ther leecher. We d th all the available pieces becomes a seed. But, when there
eechet Is always Interested in any other leecher. We do n }e rare pieces, a peer with all the available pieces remains

claim that ideal entropy can be always achieved, but it sho dIeecher because it does not have the rare pieces. However,

be the objective of any efficient piece selection strategy. these leechers cannot be interested in any other peer as they

We evaluated the rarest first algorithm on a r_epresentgtwgve all the available pieces at this point of time, but they stay
set of real torrents. We showed that the rarest first algorltI] the peer set of the local peer. Thus a low ratio for these

achieves a Iclose Itot_ldeal entroE))g and tF?ag |t§”:eplacementll Echers in Fig. 1. In conclusion, the low entropy we observed
more compliex solutions cannot be JUStMed. Then, We eValil: o1 e 1o a deficiency of the rarest first algorithm, but to
ated the dynamics of the rarest first algorithm to understand & startup phase of the torrent whose duration depends only

reats)?ns for|t|h|§ ?ﬁOdl er:tro_py. Flnallyglwe focE_se;]d ona Spectlﬁl‘g the upload capacity of the initial seed. We discuss further
problem calle e last pieces problem, which is presentgd point in section IV-A.2.a.

[11], [18] as a major wea_kness of the rgrest first.strategy.NOW’ we discuss why the remote peers are often not
We showed that the last pieces problem is OvereSt'mated,'irlu'Perested in the local peer for torrents 2, 4, 10, 18, 19, 21,

contrast, we identified a first blocks problem, which isamaj%lrnoI 26 (see Fig. 1, bottom graph). No dot is displayed for

aria g |mprovce:hment for_ Bltl'l'or.r_le_tr:t. ior findi £ thi torrent 19 because due to the small number of leechers in
). nFropy aracterlza'qon. € major Tinding o IS s torrent, the local peer in leecher state had no leecher in
section is that the rarest first algorithm achieves a close;

) . ; lfg peer set. Five torrents have a'2@ercentile close to 0.
ideal entropy for real torrents. We remind that ideal entropy e percentile for four of these torrents is computed on a

achieved when each leecher is always interested in any OtEﬁ{an number of ratios: 3. 8. 12. and 15 for torrents 2. 18
leecher. As we do not have global knowledge of the torren)y and 26 respectively. T,he}efor,e, thel™2percentile is n<,)t ,

40nly the case of leechers is relevant for the entropy characterization,rgéjr?_semat've as it is not computed on a Set. Iarge enough.
seeds are always interesting for leechers and never interested in leecherdddditionally, the reason for the low $Opercentile is peers
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with a ratio of 0. We identified two reasons for a ratio of 0. Replication of Pieces in the Peer Set, LS
First, some peers join the peer set with almost all pieces. They 80 : : i
are therefore unlikely to be interested in the local peer. Second,
some peers with no or few pieces never sent an interested
message to the local peer. This can be explained by a client
behavior changed with a plugin or an option activation. The
super seeding option [3] available in several BitTorrent clients
has this effect. In conclusion, the low entropy of some peers is
either a measurement artifact due to modified or misbehaving
clients, or the result of the inability of the rarest first algorithm
to reach ideal entropy in some extreme cases. ‘ ‘ ‘ ‘ L
We have seen that peers that join the torrent with almost 0 0.5 1 15 2 25 3
all pieces may not be interested in the local peer. In this Time (s) x 10"
scenario, the rarest first algorithm does not guarantee ideal

. T % 2. Evolution of the number of copies of pieces in the peer set with time
entropy. However, we argue that this case does not justiy torrent 8 in leecher statéegend: The dotted line represents the number of

the replacement of the rarest first algorithm for two reasorgopies of the most replicated piece in the peer set at each instant. The solid line
First, this case appears rarely and does not significantly mpdf{=s"t= e mesr puber o canies cver ] e peces e poer setat ach
the overall entropy of the torrent. Second, the peers with lo¥éce in the peer set at each instant.
entropy are peers that join the peer set with only a few missing
pieces. In the case of torrent startup, it is not clear whether
a solution based, for instance, on source or network coditignsient state, there is only one seed in the torrent. In
would have proposed interesting pieces to such peers. Indgaatficular, there are some pieces that are rare, i.e., present
when content is split intd pieces, there is no solution basednly at the seed. This state corresponds to the beginning of
on coding that can reconstruct the content in less thpieces. the torrent, when the initial seed has not yet uploaded all the
For this reason, when the initial seed has not yet sent at lepistces of the content. All torrents with low entropy (Fig. 1,
one copy of each piece, there is no way to reconstruct tt@ graph) are in transient state. A good piece replication
content, so no way to have interesting pieces for all the peeatgorithm should minimize the time spent in the transient state
An important question is how rarest first compares withecause low entropy may adversely impact the service capacity
network coding in the presented scenarios. As there is no cli@iita torrent by biasing the peer selection strategy. In steady
based on network coding that is as popular as BitTorrent, it$¢ate, there is no rare piece, and the piece replication strategy
not possible to evaluate both solutions on the same torrerfiBould prevent the torrent to enter again a transient state. All
However, based on the theoretical network coding results, Warents with high entropy are in steady state.
discuss the respective merits of rarest first and network codingn the following, we evaluate how the rarest first algorithm
in section IV-A.4. performs in transient and steady state. We show that the low
For the computation of the ratios on Fig. 1, we did ndgntropy of torrents experienced in transient state is due to the
consider peers that spent less than 10 seconds in the peéeited upload capacity of the initial seed, and that the rarest
set. Our motivation was to evaluate the entropy of pieces fifist algorithm minimizes the time spent in this state. We also
a torrent. However, due to several misbehaving clients, thé&fow that the rarest first algorithm is efficient at keeping a
is a permanent noise created by peers that join and ledQ&ent in steady state, thus guaranteeing a high entropy.
the peer set frequently. Such peers stay typically less than @) Transient Statein order to understand the dynamics
a few seconds in the peer set, and they do not take partoithe rarest first algorithm in transient state, we focus on
any active upload or download. Therefore, these misbehaviiggrent 8. This torrent consisted of 1 seed and 861 leechers
peers adversely bias our entropy characterization. Filtering aflthe beginning of the experiment. The file distributed in this
peers that stay less than 10 seconds remove the bias. torrent is split in 863 pieces. We run this experiment during
In summary, we have seen that the rarest first algorith@$991 seconds, but in the following we only discuss the results
enforces a close to ideal entropy for the presented torrents. (@& the first 29959 seconds when the local peer is in leecher
have identified torrents with low entropy and shown that th@ate.
rarest first algorithm is not responsible for this low entropy. We Torrent 8 is in transient state for most of the experiment. As
have also identified rare cases where the rarest first algorith¢@ don’t have global knowledge of the torrent, we do not have
does not perform optimally, but we have explained that theaedirect observation of the transient state. However, there are
cases do not justify a replacement with a more compl&gveral evidences of this state. Indeed, Fig. 2 shows that there
solution. In the following, we evaluate how the rarest firsre missing pieces during the experiment in the local peer set,
piece selection strategy achieves high entropy. as the minimum curve (dashed line) is at zero. Moreover, we
2) Rarest First Algorithm DynamicstWe classify a torrent Probed the tr'acker' to get §tatistics on the number of seeds and
in two states: the transient state and the steadySstite '®€chers during this experiment. We found that this torrent had
only one seed for the duration of the experiment.

50ur definition of transient and steady state differs from the one given by \_Ne see in Fig. 1} top graph, tha_t tf)”e”t 8 has low entmpy'
Yang et al. [25]. This low entropy is due to the limited upload capacity of
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Fig. 4. Evolution of the number of copies of pieces in the peer set with time
Fig. 3. Evolution of the number of rarest pieces in the peer set for torrent 8 for torrent 7.Legend: The dotted line represents the number of copies of the
leecher state. The rarest pieces set is formed by the pieces that are equallyritist replicated piece in the peer set at each instant. The solid line represents
rarest, i.e., the pieces that have the least number of copies in the peer set. the mean number of copies over all the pieces in the peer set at each instant.
The dashed line represents the number of copies of the least replicated piece in
the peer set at each instant.

the initial seed. Indeed, when a torrent is in transient state,
available pieces are replicated with an exponential capacity of 80
service [25], but rare pieces are served by the initial seed at
a constant rate. This is confirmed by Fig. 3 that shows the
number of rarest pieces, i.e., the set size of the pieces that 60y
are equally rarest. We see that the number of rarest pieces
decreases linearly with time. As the size of each piece in this
torrent is 4 MB, a rapid calculation shows that the rarest pieces

Size of the Peer Set

O

o

Peer set size
A a
o

are duplicated in the peer set at a constant rate close to 36 kB/s. 30r
We do not have a direct proof that this rate is the one of the
- 20f
initial seed, because we do not have global knowledge of the
torrent. However, the torrent is in its startup phase and most 10f
of the pieces are only available on the initial seed. Indeed, 0

Fig. 2 shows that there are missing pieces in the peer set, thus o Ml e 2 3
the rarest pieces presented in Fig. 3 are missing pieces in the x 10
peer set. Therefore, only the initial seed can serve the missing 5. Evolution of the peer set size for torrent 7.
pieces shown in Fig. 3. In conclusion, the upload capacity of
the initial seed is the bottleneck for the replication of the rare
pieces, and the time spent in transient state only dependsagdreach piece, which is constrained by the upload capacity of
the upload capacity of the initial seed. the initial seed. Thus, the time spent in this phase cannot be
The rarest first algorithm attempts to minimize the timshorten further by the piece replication strategy. The rarest first
spent in transient state and replicates fast available piecalgiorithm minimizes the time spent in transient state. Once a
Indeed, leechers download first the rare pieces. As the ra@iece is served by the initial seed, the rarest first algorithm
pieces are only present on the initial seed, the upload capaciyplicates it fast. Therefore, a replacement of the rarest first
of the initial seed will be fully utilized and no or few duplicatealgorithm by another algorithm cannot be justified based on
rare pieces will be served by the initial seed. Once served the real torrents we have monitored in transient state.
the initial seed, a rare piece becomes available and is served b) Steady Stateln order to understand the dynamics of
in the torrent with an increasing capacity of service. As rat@e rarest first algorithm in steady state, we focus on torrent
pieces are served at a constant rate, most of the capacity7 ofThis torrent consisted of 1 seed and 713 leechers at the
service of the torrent is used to replicate the available piedesginning of the experiment. We have seen on Fig. 1 that
on leechers. Indeed, Fig. 2 shows that once a piece is serveddiyent 7 has a high entropy. Fig. 4 shows that the least
the initial seed, the rarest first algorithm will start to replicateeplicated piece (min curve) has always more than 1 copy
it fast as shown by the continuous increase in the mean numbethe peer set. Thus, torrent 7 is in steady state.
of copies over all the peers, and by the number of copies ofin the following, we present the dynamics of the rarest
the most replicated piece (dotted line) that is always close figst algorithm in steady state, and explain how this algorithm
the maximum peer set size of 80. prevents the torrent to return in transient state. Fig. 4 shows
In summary, the low entropy observed for some torrents tisat the mean number of copies remains well bounded over
due to the transient phase. The duration of this phase cantiote by the number of copies of the most and least replicated
be shorter than the time for the initial seed to send one copieces. The variation observed in the number of copies are
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Fig. 7. CDF of the piece interarrival time for torrent l0egend: The solid

line represents the CDF for all pieces, the dashed line represents the CDF for
100 first downloaded pieces, and the dotted line represents the CDF for the

100 last downloaded pieces.

Fig. 6. Evolution of the number of rarest pieces in the peer set for torrent
The rarest pieces set is formed by the pieces that are equally the rarest, i.e.
pieces that have the least number of copies in the peer set.

explained by the variation of the peer set size, see Fig. Bodriguez et al. [23] to solve the termination idle time during
The decrease in the number of copies 9051 seconds after ahparallel download. The termination idle time is not related
beginning of the experiment corresponds to the local peter the rarity of a piece, but to a decrease in capacity of
switching to seed state. Indeed, when a leecher becomesesvice when there are fewer pieces to request than peers to
seed, it closes its connections to all the seeds. serve them. In this case, some peers remain idle. Rodriguez’s
The rarest first algorithm does a very good job at increasisglution is to request such idle peers with pieces already
the number of copies of the rarest pieces. Fig. 4 shows thatuested to other peers. This way, the perceived capacity of
the number of copies of the least replicated piece (min cun&drvice is at least the one of the fastest active peer. However,
closely follows the mean, but does not significantly get closén the case the last pieces are on few overloaded peers, the
However, we see in Fig. 6 that the number of rarest pieces)d game mode will not speed up significantly the end of the
i.e., the set size of the pieces that are equally rarest, foll@ewnload. Thus, a last pieces problem can be detected even
a sawtooth behavior. Each peer joining or leaving the pesith the end game mode enabled.
set can alter the set of rarest pieces. But, as soon as a new the following, we show that the last pieces problem is
set of pieces becomes rarest, the rarest first algorithm quicklyerstated, but the first blocks problem is underestimated and
duplicates them as shown by a consistent drop in the numberimportant possibility of performance improvement.
of rarest pieces in Fig.6. Finally, we never observed in any of Due to space limitation, we only present plots for torrent 10
our torrents a steady state followed by a transient state. that is in steady state, but we discuss the results for the other
In summary, the rarest first algorithm in steady state ensukggrents. This torrent consisted of 1 seed and 1207 leechers
a good replication of the pieces in real torrents. It also replit the beginning of the experiment. The content distributed in
cates fast the rarest pieces in order to prevent the reappearaggent 10 is split in 1393 pieces.
of a transient state. We conclude that on real torrents in steady:ig_ 7 shows that there is no last pieces problem for torrent

state, the rarest first algorithm is enough to guarantee a high byt g first pieces problem. The 100 last pieces have an
entropy. _ _ interarrival time close to the one of all the pieces, but the
3) Last Pieces Probleme say that there is a last pie€es 109 first pieces have a significantly larger interarrival time
problem when the download speed suffers a significant slquan all the pieces. We observed the same result in all our
down for the last pieces. This problem is due to some piecggperiments for torrents in steady state. However, for some
replicated on few overloaded peers, i.e., peers that recejygrents the first pieces problem is not as significant as for
more requests than they can serve. This problem is detecfgdent 10. Differences among experiments are due to a very
by a peer only at the end of the content download. Indeedt peer that is in the peer set of the local peer only at the
peer always seeks for fast peers to download from. Thus, itjgginning of the experiment, thus it mitigates the first pieces
likely that if some pieces are available on only few overloadqgomem by biasing the results.
peers, these peers W'"_be chosen only atthe end of the conteryr two torrents in transient state, we observed a significant
download when there is no other pieces to download. slow down for the 100 last pieces. This slow down is not due
We have performed all our _expenment.s with the end 92 the rarest first algorithm, but to the limited upload capacity
mode enabled as it does not hide a last pieces problem. Indecﬁ({he initial seed. Indeed, during the transient phase, available
the end game mode intent is mlstakenly cons!dered 10 SUPPIER%-es are replicated with an exponential capacity of service
the last pieces problem. This mode was first proposed ], but rare pieces are served by the initial seed at a constant
8This problem is usually referenced as the last piece (singular) probIeFﬁl.te' Therefore, when a peer enters a torrent in transient state,
However, there is no reason why this problem affects only a single piece.the first pieces it receives are available pieces, i.e., pieces that
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Block Interarrival Time available. However, we observed a first blocks problem. This
: L N first blocks problem results in a slow startup of the torrent,
I which is an area of improvement for BitTorrent.
: 4) Discussion on Rarest First and Network Codingle
have seen that rarest first is an efficient piece selection
strategy on the presented torrents. We have also shown that
the claimed deficiencies of rarest first cannot be identified in
our experiments, or are the results of a misunderstanding of
—All blocks| | the reason of piece scarcity for torrents in transient state.
e .f;r:f However, this paper is not a case against solutions based
g ‘ ‘ ‘ ‘ on source or network coding. Network coding enables a piece
10° 10" 10° . 100 10° 100 10° selection strategy that is close to optimal in all cases, which
ime (s) is not the case of rarest first. Indeed, in specific contexts
Fig. 8. CDF of the block interarrival time for torrent 10egend: The solid like small outdegree constraint, Or. poor.network connectivity
line represents the CDF for all blocks, the dashed line represents the CDFli@tween cluster of peers, rarest first will perform poorly. In
the 100 first downloaded blocks, and the dotted line represents the CDF for {figg study, we show that on real torrents in the Internet, which
100 last downloaded blocks. ' S
have a large peer set of 80 and do not suffer from connectivity
problems, rarest first performs very well.
: In fact, rarest first is close to a solution based on network
can be served by several different peers. But, once the peer. . :
. . . . coding in the presented torrents. We consider two cases to
has all the available pieces, the remaining pieces are rare an o ;
. ) L e the comparison: the steady and transient states. In steady
can be received at most at the upload capacity of the mn@a . :
; . State, we have seen in section IV-A.2.b that the entropy of
seed. The download speed of the rare pieces will be Iowcﬁr . . .
. . the presented torrents is close to one with rarest first. An
than the one of the available pieces. Thus, a download slow | h h o di
down for the last pieces. In conclusion, the last pieces probleerﬂtropy close to one means that each peer Is interested in
. ) ' . . each other peer in its peer set most of the time. As this is
is rare and may appear only for torrents in transient stat

Moreover, the slow down for the last pieces does not depe{cﬁgse to the target of an ideal piece selection strategy, we see
p

CDF

, hat i h ibility of i f
on the number of peers in the torrent, but only on the uploadat n stea(jy state, t € possml' |ty.9 Improvement for any
iece selection strategy in not significant compared to rarest

capa?cn.y of the initial seed. , . ) i first. For this reason, we argue that a replacement of rarest first
It is important to study the piece interarrival time, becausg,nnot pe justified in the studied context. In transient state,

partially received pieces cannot be retransmitted by a BitTl- 5o tion based on network coding will enable the initial
rent client, only complete pieces can. However, pieces are Splilay o send one entire copy of the content faster than in
into blocks, which are the BitTorrent unit of data transfer. FQfe case of rarest first that may suffer from duplicate pieces.
this reason, we have also evaluated the block interarrival timg, o problem with rarest first is that the number of duplicate
We see in Fig. 8 that there is no last blocks problem, butfeces will depends on the peer selection strategy. Indeed, if
first blocks problem. The curve for the last 100 blocks is closge initial seed chooses the same set of peers to upload the
to the one for all blocks, and the largest block interarrival timgjtig] pieces to and that these peers are all in the same peer
is small for the 100 last blocks. But, the interarrival time foget then they will have the same view of the rarest pieces,
the 100 first blocks is significantly larger than for all blocksyng they will download from the initial seed an entire copy
and the largest block interarrival times for all blocks are thgf the content without any duplicate pieces. But, other peer
ones of the 100 first blocks. We have never observed a lagiection policies may increase the ratio of duplicate pieces
blocks problem in all our experiments for torrents in steadyefgre a first copy of the content is sent. There is no such a
state. As the interarrival time for the last 100 blocks did NYroblem with network coding. However, simple policies can
significantly increase, the local peer did not suffer from a sloe jmplemented to guarantee that the ratio of duplicate pieces
down at the end of the download. remains low for the initial seed, e.g., the new choke algorithm
However, we found several times a first blocks problenn seed state or the super seeding mode [3]. In this case, the
This is due to the startup phase of the local peer, whigfenefit of network coding compared to rarest first will not be
depends on the set of peers returned by the tracker and $hghificant at the scale of the content download.
moment at which the remote peers decideomimistically ~ Network coding appears as a solution more general than
unchokeor seed random unchokge local peer, see section ll-rarest first, as it works optimally in all cases. However, we
C.2. We have observed rare last blocks problem on torrentsgifyue in favor of the simplicity of rarest first. Network coding
transient state. The explanation is the same as for the lasbes several implementation issues and is CPU intensive.
pieces problem for torrents in transient state. Rarest first is simple, easy to implement, and already widely
In summary, a last pieces problem appears rarely on torreised. We have seen that in a context of peer-to-peer content
in transient state only. This problem is inherent to the transiemgplication with a large peer set and a good network connec-
state of the torrent, and is not due to the rarest first algorithtivity, rarest first is a simple and very efficient solution. That
Moreover, the rarest first algorithm is efficient at mitigatings in this context that we argue that a replacement of rarest
this problem by replicating fast rare pieces once they becoifigst cannot be justified.
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B. Choke Algorithm
The choke algorithm is a peer selection strategy. It should

guarantee fairness and maximize the system capacity. In o
this section, we focus on the fairness issue, as the claimed § 0.5
deficiencies of the choke algorithm are related to its fairness
properties. Whereas the evaluation and optimization of the 0
system capacity is an important issue, the choke algorithm 0 5 10 15 20 25
is indisputably an efficient peer selection strategy that is used Contribution to the Amount of Downloaded Bytes, L
by millions of persons. A detailed evaluation of the system 1 ‘ ‘ ‘
capacity reached with the choke algorithm is an interesting °
area of future research. 205
o

1) Fairness Issue:Several recent studies [5], [10], [13],
[15] challenge the fairness properties of the choke algorithm
because it does not implement a bit level tit-for-tat, but a coarse 0 5 10 15 20 25
approximation based on short term download estimations. Torrent ID

Moreover, it is believed that a fair peer selection strateq_y . o o

f bvte | | . fi For inst Ig. 9. Fairness characterization of the choke algorithm in leecher state for
must enforce a byte leve reciprocation. -or instance, a p%ﬁlh torrentTop graph: Amount of bytes uploaded from the local peer to
A refuses to upload data to a peBrif the amount of bytes remote peers. We created 6 sets of 5 remote peers each, the first set (in black)

uploaded byA to B minus the amount of bytes downloadedontains the 5 remote peers that receive the most bytes from the local peer. Each
next set contains the next 5 remote peers. The sets representation goes from

from B to A is higher than a given threshold [5], [10], [15]-black for the set containing the 5 best remote downloaders, to white for the
The rationale behind this notion of fairness is that free ridegst containing the 25 to 30 best download&attom graph: Amount of bytes
should be penalized and reciprocation should be enforced. zgémloaded from remote peers to the local peer. The same set construction is
. . ! . . ept. Thus, this graph shows how much each set of downloaders, as defined in
call this notion of fairness, tit-for-tat fairness. the top graph, uploaded to the local peer.
We argue in the following that tit-for-tat fairness is not

appropriate in the context of peer-to-peer file replication. A

peer-to-peer session consists of seeds, leechers, and free rigefgss cannot compromise the stability of the system because
i.e., leechers that never upload data. We consider the free ridg{ more there are contributing leechers, the less the free riders
as a subset of the leechers. With tit-for-tat fairness, when theggeive from the seeds.

is more capacity of service in the torrent than request for thisTit_for.tat fairess can be extended to evenly distribute the
capacity, the excess capacity will be lost even if slow leechetgpacity of seeds to peers in a torrent. With this extension, tit-
or free riders could benefit from it. Excess capacity is not rafgr_tat fairess will verify our two fairness criteria. However,
as it is a fundamental property of peer-to-peer applicationg. the context of peers with asymmetric capacity, finding a
Indeed, there are two important characteristics of peer-to-pg&feshold that maximizes the capacity of the system is a hard
applications that tit-for-tat fairness does not take into accoupdsk that is not yet solved in the context of a distributed
First, leechers can have an asymmetrical network connectiv%tem_ Moreover, using a default threshold may lead to a high
the upload capacity being lower than the download capacifyfefficiency of the system. We will see in the following that
In the case of tit-for-tat fairness, a leecher will never be able {ge choke algorithm verifies our two fairness criteria with a
use its full download capacity even if there is excess capacifimple distributed algorithm that does not require the complex
in the peer-to-peer session. Second, a seed cannot evaluat%éfﬁﬁ’putation of a threshold.

reciprocation of a leecher, because a seed does not need aRy, g mmarize the above discussion, tit-for-tat fairness is

piece. As a consequence, there is no way for a seed to enfQige annropriate in the context of peer-to-peer file replication
tit-for-tat fairess. But, seeds can represent an important partiocols like BitTorrent. For this reason, we proposed two
of a peer-to-peer session, see Table |. For this reason, ity criteria of faimess, one for leechers and one for seeds. It is
fundamental to have a notion of fairness that takes into aCCO'tﬁréS/ond the scope of this study to perform a detailed discussion

seeds. ) ] o of the fairness issues for peer-to-peer protocols. Our intent is
In the following, we present two fairness criteria that takﬁ) give a good intuition on how a peer-to-peer protocol should

into account the characteristics of leechers and seeds andgBfave in order to achieve a reasonable level of faimess.
hotion of excess capacity: In the following, we show on real torrents that the choke

« Any leecheri with an upload speedl; should get a lower algorithm in leecher state fosters reciprocation, and that the

download speed than any other leecherith an upload new choke algorithm in seed state gives the same service time
speedU; > U;. to each leecher. We conclude that the choke algorithm is fair

« A seed should give the same service time to each leechgicording to our two new fairness criteria.

With these two simple criteria, leechers are allowed to use2) Leecher State:The choke algorithm in leecher state
the excess capacity, but not at the expense of leechers wikters reciprocation. We see in Fig. 9 that peers that receive
a higher level of contribution. Reciprocation is fostered arttie most from the local peer (top graph) are also peers from
free riders are penalized. Seeds do not make a distinctiwhich the local peer downloaded the most (bottom graph).
between contributing leechers and free riders. However, frimleed, the same color in the top and bottom graphs represents
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the same set of peers. All seeds are removed from the data used Correlation Unchoke and Interested Duration, LS
for the bottom graph, as it is not possible to reciprocate data ‘ ‘ : ‘
. ) X 2 4007
to seeds. This way, a ratio of 1 in the bottom graph represents 2
o
the total amount of bytes downloaded from leechers. S 200}
Two torrents present a different characteristic. The local peer %5 .
H H* A U S A S SN BRI
for torrent 19 does not upload any byte. in Igecher state because 0 o0 7550 5000 8000
due to the small number of leechers in this torrent, the local _ '
peer in leecher state had no leecher in its peer set. Torrents Correlation Unchoke and Interested Duration, SS
5, which is in transient state, has a low level of reciprocation.
This is explained by a single leecher that gave to the local %
; : : 2 200f
peer half of the pieces, but who received few pieces from the 5
local peer. The reason is that this remote leecher was almost ;o;
never interested in the local peer. This problem is due to the % > 3 2 5
low entropy of the torrent in transient state. Interested Time (s) «10°

Because the choke algorithm takes its decisions based on the

current download rate of the remote peers, it does not achidi@ 10. Correlation between the number of unchokes and the interested time
. . for,each remote peer for torrent 7. For each remote peer, a dot represents the
a perfect reuprocaﬂoq of the amount of bytes downloadgd al}elation between the number of times this remote peer is unchoked by the
uploaded. However, Fig. 9 shows that the peers from which theal peer and the time this remote peer is interested in the local paer.
local peer downloads the most are also the peers that recdl@gh: C_orrelatlon when the Io_ca[ peer is in leecher st&ettom graph:
. .Correlation when the local peer is in seed state.

the most uploaded bytes. Thus there is a strong correlation

between the amount of bytes uploaded and the amount of bytes

downloaded. o -
The above results show that with a simple distributed aqptlmlsncally unchoked. Thus the longer a peer is interested
the local peer, the more likely it has to be optimistically

gorithm and without any stringent reciprocation requiremenf?, hoked
unlike tit-for-tat fairness, one can achieve a good reciprocatiolilﬂC oked.

More importantly, the choke algorithm in leecher state allows Fig. 9 shows that for four torrents in transient state, torrents

leechers to benefit from the excess capacity. It is importsht 2> & and 8, the amount of bytes uploaded by the 30 best
ote peers is lower than for the other torrents. Torrents in

to understand why the choke algorithm achieves this go&efM°!
reciprocation. One reason is the way the active peer setl@nsient state have low entropy. Therefore, the peers are no

built. In the following, we focus on how the local peer selectonger selected based only on their reciprocation level, but also
the remote peers to upload blocks to. on the pieces available. For this reason, a larger set of peers

The choke algorithm in leecher state selects a small sub§€1ves pieces from the local peer. Thus, a lower fraction of
of peers to upload blocks to. We see in Fig. 9, top grapRYteS uploaded to the best remote peers.
that the 5 peers that receive the most data from the localln summary, we have seen that the choke algorithm fosters
peer (in black) represents a large part of the total amou§ciprocation. One important reason is that each peer elects a
of uploaded bytes. At first sight, this behavior is expectednall subset of peers to upload data to. This stability improves
from the choke algorithm because a local peer selects #hé level of reciprocation. We have seen that this stability is not
three fastest downloading peers to upload to, see sectiondye to a lack of interest. Our guess is that the choke algorithm
C.2. However, there is no guarantee that these three peers {g@ds to an equilibrium in the peer selection. The exploration
continue to send data to the local peer. In the case they s@fpthis equilibrium is fundamental to the understanding of
sending data to the local peer, the local peer will also stépe choke algorithm efficiency. It is beyond the scope of this
reciprocating to them. study to do this analysis, but it is an important area of future

We focus on torrent 7 in order to understand how this subdégearch.
of peers is selected. Fig. 10 (top graph) shows that most of3) Seed StateThe new choke algorithm in seed state gives
the peers are unchoked few times and few peers are uncholtg@lsame service time to each remote peer. We see in Fig. 11
frequently. The optimistic unchoke gives a chance to each p&eat each peer receives roughly the same amount of bytes from
to be unchoked few times, whereas the regular unchokethe local peer. The differences among the peers are due to the
used to unchoke frequently peers that send the fastest to tinge remote peers are interested in the local peer. The more
local peer. The optimistic unchoke acts as a peer discovéryemote peer is interested in the local peer, the more times
mechanism. The peers that are not unchoked at all are eittiég remote peer is unchoked. This is confirmed by Fig. 10
initial seeds, or peers that do not stay in the peer set lotlgpttom graph) that shows a strong correlation between the
enough to be optimistically unchoked. time a peer is interested in the local peer and the number of

We see in Fig. 10 (top graph) that there is no correlatidiines the local peer unchokes it. For torrents 6 and 15 the five
between the number of times a peer is unchoked and how Idpgst downloaders receive most of the bytes, because for both
a peer is interested in the local peer. However, we see thaitrents there were less than 10 remote peers that received
the number of unchokes for the peers that are unchoked feytes from the local peer.
times increases slightly with the interested time duration. ThisThis new version of the choke algorithm in seed state is
is because the optimistic unchoke takes at random a peer tate only one to give the same service time to each leecher.
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Coi‘t”b““on of Peers to the Amount of Uploaded Bytes, SS They show that the service capacity increases exponentially
at the beginning of the torrent and then scale well with the

i I I number of peers. They also present traces obtained from a

08 I I i E i tracker. Such traces are very different from ours, as they
I ] do not allow to study the dynamics of a peer. Both studies

[ presented in [6] and [25] are orthogonal to ours as they do
] not consider the dynamics induced by the choke and rarest
HIH 1 first algorithms. Qiu and Srikant [21] extend the initial work
Bl A . presented in [25] by providing an analytical solution to a fluid
H model of BitTorrent. Their results show the high efficiency in
terms of system capacity utilization of BitTorrent, both in a
steady state and in a transient regime. Furthermore, the authors
0 5 10 15 20 25 concentrate on a game-theoretical analysis of the choke and
Torrent ID rarest first algorithms. However, a major limitation of this
Fig. 11. Fairness characterization of the choke algorithm in seed state %Palytlcal model is the assumptllon of gIOball knowledge of
each torrentLegend: We created 6 sets of 5 remote peers each, the first il peers to make the peer selection. Indeed, in a real system,
(in black) ﬁontatins tthe 5t af;?nn;%ee %iig t?:rﬁgei\;iﬁge Tnggslste’?;teesrggﬂ?foﬁ@%bh peer has only a limited view of the other peers, which
f‘)ritrer?liggk ggfnfﬁecs%r;containing the 5 best rgmote.downloadeﬂs, to white "gr Gefined by |ts_peer set. As a Consequence’ a peer cannot
the set containing the 25 to 30 best downloaders. find the best suited peers to send data to in all the peers
in the torrent (global optimization assumption), but in its
own peer set (local and distributed optimization). Also, the
This has three fundamental benefits compared to the @ldthors do not evaluate the rarest first algorithm, but assume
version. First, as each leecher receives a small and equivalgiiniform distribution of pieces. Our study is complementary,
service time from the seeds, the entropy of the pieces 4§ it provides an experimental evaluation of algorithms with
improved. In contrast, with the old choke algorithm, a fewmited knowledge. In particular, we show that the efficiency
fast leechers can receive most of the pieces, which decreagggeal torrents is close to the one predicted by the models.
the diverSity of the pieces. Second, free riders cannot receivq:e|ber et al. [9] compare different peer and piece selection
more than contributing leechers. In contrast, with the old chokgategies in static scenarios using simulations. Bharambe et
algorithm, a fast free rider can monopolize a seed. Third, tAg [5] present a simulation-based study of BitTorrent using
resilience in transient phase is improved. Indeed, the initigl discrete-event simulator that supports up to 5000 peers.
seed does not favor any leecher. Thus, if a leecher leaves i} authors concentrate on the evaluation of the BitTorrent
peer set, it will Only remove a small subset of the pieces frOB’brformance by |ooking at the up]oad Capacity of the nodes
the torrent. In contrast, with the old choke algorithm, the |n|t|z':&nd at the fairness defined in terms of the volume of data
seed can send most of the pieces to a single leecher. If thigved by each node. They varied various parameters of the
leecher leaves the torrent, that will adversely impact the torregiulation as the peer set and active peer set size. They provide
and increase the time in transient state. important insights into the behavior of BitTorrent. However,
In summary, the new choke algorithm in seed state givesey do not evaluate a peer set larger than 15 peers, whereas
the same service to time to each leecher. This new algorithfg real implementation of BitTorrent has a default value of
is a significant improvement over the old one. In particulagg peers. This restriction may have an important impact on
whereas the old choke algorithm can be unfair and sensiblei@ hehavior of the protocol as the piece selection strategy is
free riders, the new choke algorithm is fair and robust to fregpacted by the peer set size. The validation of a simulator
riders. is always hard to perform, and the simulator restrictions may
biased the results. Our study provides real word results that can
V. RELATED WORK be used to validate simulated scenarios. Moreover, our study
Whereas BitTorrent can be considered as one of the masdifferent because we do not modify the default parameters
successful peer-to-peer protocol, there are few studies on ibf BitTorrent, but we observed its default behavior on a large
Several analytical studies of BitTorrent-like protocols existariety of real torrents. Finally, we provide new insights into
[6], [21], [25]. Whereas they provide a good insight intdhe rarest first piece selection and on the choke algorithm peer
the behavior of such protocols, the assumption of globsélection. In particular, we argue that the choke algorithm in
knowledge limits the scope of their conclusions. Biersadts latest version is fair.
et al. [6] propose an analysis of three content distribution Pouwelse et al. [20] study the file popularity, file availability,
models: a linear chain, a tree, and a forest of trees. Thégwnload performance, content lifetime and pollution level on
discuss the impact of the number of chunks (what we callpopular BitTorrent tracker site. This work is orthogonal to
pieces) and of the number of simultaneous uploads (what wers as they do not study the core algorithms of BitTorrent,
call the active peer set) for each model. They show that that rather focus on the contents distributed using BitTorrent
number of chunks should be large and that the number afd on the users behavior. The work that is the most closely
simultaneous uploads should be between 3 and 5. Yang etralated to our study was done by Izal et al. [14]. In this paper,
[25] study the service capacity of BitTorrent-like protocolsthe authors provide seminal insights into BitTorrent based on

Upload Contribution
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data collected from aracker log for a single yet popular  Our conclusions only hold in the context we explored, i.e.,
torrent, even if a sketch of a local vision from a local pegreer-to-peer file replication in the Internet. There are many
perspective is presented. Their results provide information different contexts where peer-to-peer file replication can be
peers behavior, and show a correlation between uploaded asdd: small files, small group of peers, dynamic groups in ad-
downloaded amount of data. Our work differs from [14] irhoc networks, peers with partial connectivity, etc. All these
that we provide a thorough measurement-based analysiscofitexts are beyond the scope of this paper, but are interesting
the rarest first and choke algorithms. We also study a largeeas for future research.
variety of torrents, which allows us not to be biased toward We also identified two areas of improvement. The time to
a particular type of torrent. Moreover, without pretending tdeliver the first blocks of data should be reduced. In the case
answer all possible questions that arise from a simple yatlarge contents, this delivery time will marginally increase
powerful protocol as BitTorrent, we provide new insights intthe overall download time. But, in the case of small contents,
the rarest first and choke algorithms. the penalty is significant. Also, the duration of the transient
phase should be minimized as the low entropy may results in
VI. DiscussioN a performance penalty. The way to solve these problems is
In this paper we go beyond the common wisdom that BitTobeyond the scope of this study, but is an interesting area of
rent performs well. We have performed a detailed experimenfature research.
evaluation of the rarest first and choke algorithms on realWe believe that this work sheds a new light on two new
torrents with varying characteristics in terms of number cflgorithms that enrich previous content distribution techniques
leechers, number of seeds, and content sizes. Whereas wéndthe Internet. BitTorrent is the only existing peer-to-peer
not pretend to have reached completeness, our evaluation gigslication protocol that exploits these two promising algo-
a reasonable understanding of the behavior of both algorithathms in order to improve system capacity utilization. We
on a large variety of real cases. deem that the understanding of these two algorithms is of
Our main results are the following. fundamental importance for the design of future peer-to-peer
o The rarest first algorithm guarantees a close to ideabntent distribution applications.
entropy on the presented torrents. In particular, it prevents
the reappearance of rare pieces and of the last pieces ACKNOWLEDGMENT

problem. _ We would like to thank the anonymous reviewers, and
« We have found that torrents in a startup phase can hayg, chadi Barakat, Ernst W. Biersack, Walid Dabbous, Katia

low entropy. The duration of this phase depends ontyyraczka, Thierry Turletti for their valuable comments.
on the upload capacity of the source of the content. In

particular, the rarest first algorithm is not responsible of REEFERENCES
the low entropy during this phase. _
« The fairness achieved with a bit level tit-for-tat strategy{g Eggﬁm:zliﬁfrz%ﬂ'om,.
is not appropriate in the context of peer-to-peer filg3] Bittorrent protocol specification v1.0.

replication. We have proposed two new fairness criteria http://wiki.theory.org/BitTorrentSpecification, June 2005.
in thi text [4] R. Bhagwan, S. Savagen, and G. Voelker. Understanding availability. In
In this context. ) ) . ) . ) International Workshop on Peer-to-Peer SysteBerkeley, CA, USA,
o The choke algorithm is fair, fosters reciprocation, and is  February 2003.
robust to free riders in its latest version. [5] A. R. Bharambe, C. Herley, and V. N. Padmanabhan. Analysing

. . . . and improving bittorrent performance. roc. IEEE Infocom’2006
Our main contribution is to show that on real torrents the Barcelo%a, sgain, April 2806.

rarest first and choke algorithms are enough to have an efficiefgf E. W. Biersack, P. Rodriguez, and P. Felber. Performance analysis of

i ; inati ; ; peer-to-peer networks for file distribution. Froc. Fifth International
and y|able file repl|cat|on protocol in the Internet. In. partl_cular, Workshop on Quality of Future Internet Services (QofS @8rcelona,
we discussed the benefits of the new choke algorithm in seed gpain, September 2004.

state. This new algorithm outperforms the old one and should] Y. Chawathe, S. Ratnasamy, L. Breslau, and S. Shenker. Making

replace it. We also identified two new areas of improvement; 9gnutella-like p2p systems scalable. Rroc. ACM SIGCOMM'03
. . . Karlsruhe, Germany, August 25-29 2003.
the downloading speed of the first blocks, and the duration 9§ g cohen. Incentives build robustness in bittorrent. Rroc. First

the transient phase. Workshop on Economics of Peer-to-Peer Systdaskeley, USA, June
The rarest first algorithm is simple. It does not require  2003.

lobal k led - . | {9] P. Felber and E. W. Biersack. Self-scaling networks for content
global knowledge or important computational resources. Yet, distribution. In Proc. International Workshop on Self-* Properties in

it guarantees a peer availability, for the peer selection, close Complex Information SystemBertinoro, Italy, May-June 2004.

to the ideal one. We do not see anv striking argument in fa/dpl P- Ganesan and M. Seshadri. On cooperative content distribution and
. . y garg the price of barter. INEEE ICDCS’05 Columbus, Ohio, USA, June
of a more complex solution in the evaluated context. 2005,

We do not claim that the choke algorithm is optimal. Thg1] C. Gkantsidis and P. Rodriguez. Network coding for large scale content
understanding of its equilibrium is an area of future research, distribution. InProc. IEEE Infocom'2005Miami, USA, March 2005.
H it hieves a reasonable level of efficienc al[Ild?] K. Gummadi, R. Gummadi, S. Gribble, S. Ratnasamy, S. Shenker,
oweyer, It ac e - Y, ) and |. Stoica. The impact of dht routing geometry on resilience and
most importantly it guarantees a viable system by fostering proximity. In Proc. ACM SIGCOMM'03Karlsruhe, Germany, August
reciprocation, preventing free riders to attack the stability of = 25-29 2003. _ _
h t d using the excess capacity. Solutions base 1% L. Guo, S. Chen, Z. Xiao, E. Tan, X. Ding, and X. Zhang. Measurements,
the system, and using -apacity. analysis, and modeling of bittorrent-like systems. ~Mmoc. ACM
a bit level tit-for-tat are not appropriate. IMC’2005, Berkeley, CA, USA, October 2005.



INRIA-00001111, VERSION 3 - 6 SEPTEMBER 2006

16

[14] M. lzal, G. Urvoy-Keller, E. W. Biersack, P. Felber, A. A. Hamra,[20] J. A. Pouwelse, P. Garbacki, D. H. J. Epema, and H. J. Sips. The

and L. Garés-Erice. Dissecting bittorrent: Five months in a torrent’s

lifetime. In Proc. PAM’04 Antibes Juan-les-Pins, France, April 2004.
[15] S. Jun and M. Ahamad. Incentives in bittorrent induce free riding. In

Proc. SIGCOMM'05 Workshop#$hiladelphia, PA, USA, August 2005. [21]
[16] T. Karagiannis, A. Broido, N. Brownlee, and K. C. Claffy. Is p2p dying

or just hiding? InProc. IEEE Globecom’'04Dalla, Texas, USA, Nov.
29-Dec. 3 2004.

[17] T. Karagiannis, A. Broido, M. Faloutsos, and K. C. Claffy. Transport

layer identification of p2p traffic. IProc. ACM IMC'04 Taormina,
Sicily, Italy, October 2004.

[18] D. Kosti¢, R. Braud, C. Killian, E. Vandekieft, J. W. Anderson, A. C.
Snoeren, and A. Vahdat. Maintaining high bandwidth under dynamic

network conditions. IrProc. USENIX'05 Anaheim, CA, USA, April
2005.

[19] A. Parker. The true picture of peer-to-peer filesharing.

http://lwww.cachelogic.com/, July 2004.

bittorrent p2p file-sharing system: Measurements and analysRroin

4th International Workshop on Peer-to-Peer Systems (IPTPSib&ica,

New York, USA, February 2005.

D. Qiu and R. Srikant. Modeling and performance analysis of bittorrent-
like peer-to-peer networks. IRProc. ACM SIGCOMM'04 Portland,
Oregon, USA, Aug. 30—Sept. 3 2004.

S. Ratnasamy, P. Francis, M. Handley, R. Karp, and S. Shenker. A
scalable content-addressable network. Pimc. ACM SIGCOMM'01

San Diego, California, USA, August 27-31 2001.

P. Rodriguez and E. W. Biersack. Dynamic parallel-access to replicated
content in the internettEEE/ACM Transactions on Networking0(4),
August 2002.

|. Stoica, R. Morris, D. Karger, M. F. Kaashoek, and H. Balakrishnan.
Chord: A scalable peer-to-peer lookup service for internet applications.
In Proc. ACM SIGCOMM'01San Diego, California, USA, August 27-

31 2001.

X. Yang and G. de Veciana. Service capacity in peer-to-peer networks.
In Proc. IEEE Infocom’04pages 1-11, Hong Kong, China, March 2004.



