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Résumé : Lors de la construction d’un ordinateur paralléle, le réseau d’interconnexion ainsi
que ses performances sont des facteurs cruciaux a étudier. Aujourd’hui, la technologie sup-
porte la construction de crossbars de taille limitée (jusqu’a 128). Pour des machines avec
un plus grands nombre de points de connexion, ces crossbars peuvent étre utilisés comme
éléments de commutation de réseaux d’interconnexion multi-étages. En fait, un réseau d’in-
terconnexion est défini par sa topologie, son algorithme d’acheminement, sa stratégie de
commutation et son mécanisme de controle de flux. Un des facteurs définis par la topologie
est le degré. Le degré d’un réseau d’interconnexion multi-étages est la taille des commutateurs
qui le composent. Dans ce papier, nous étudions ’effet de la taille du commutateur sur les
performances de deux classes de réseaux d’interconnexion multi-étages: les fameux réseaux
Delta et une sous-classe de cette famille qui s’appelle les réseaux Delta surdimensionnés.
Cette étude initie une réflexion sur I'utilisation des réseaux d’interconnexion multi-étages
dans les machines SMP actuelles.

Mots-clés : Réseau d’interconnexion, réseau Delta, réseau Delta surdimensionné, évalua-
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The Effect of the Degree of Multistage Interconnection
Networks on their Performance: the Case of Delta and
Over-sized Delta Networks

Abstract: Interconnection network performance is a key factor when constructing parallel
computers. Today’s technological progress makes it possible to build and use crossbars of
size up to 128. Such crossbars can be used as switching elements in parallel architectures
such as multistage interconnection networks. In fact, A multistage interconnection network
is usually defined by its topology, routing algorithm, switching strategy, and flow control
mechanism. One of the factors defining the topology of a multistage interconnection net-
work is its degree. The degree of a multistage interconnection network is the size of the
switching element of which it is composed. In this paper we are interested in studying the
effect of the size of the switching element on the performance of two classes of multistage
interconnection networks: the famous Delta networks and a subclass of this family called
the over-sized Delta networks. This study is to be used in future work in order to evaluate
the use of multistage interconnection networks as an intercommunication medium in today’s
Symmetric Multiprocessors.

Key-words: Interconnection network, delta network, over-sized delta network, performance
evaluation
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1 Introduction

As electronic components reach their physical speed limits, using parallelism seems to
be the only known practical solution to face today’s scientific applications augmenting need
for computation speed. In a parallel computer the intercommunication between processors
and their communication with memories is a key factor on which the performance of the
overall system depends. The main interest in an intercommunication system is that it has the
capacity to route many communication tasks concurrently. A conflict occurs when more than
one message try to access a same communication resource. Three types of conflicts|KD97]
exist while accessing the shared memory in a multiprocessor system : network conflicts, bank
busy conflicts, and simultaneous bank conflicts.

While a bus allows a very limited level of parallelism, a crossbar[WB72], which provides
a full connection between all the nodes of the system is very complex, expensive and hard
to be controlled. Interconnection networks[SY94], and more precisely Multistage Intercon-
nection Networks[Sie77] (MINs) are an interesting solution for intercommunication systems
in parallel computers. They provide acceptable degree of parallelism with a complexity well
inferior to this of a crossbar. MINs are usually used in multi-processor and multi-computer
parallel machines as an intercommunication medium between processing elements and me-
mory modules. Many MINs belonging to the famous Delta MINs family were studied and
effectively used to build parallel computers. Delta MINs form a sub-group from a bigger
MINs family called banyan MINs of which networks are characterized by the existence of
one and only one path between each source and destination. Non-banyan MINs are, in ge-
neral, more expensive than banyan networks and more complex to control. Still, they often
are fault tolerant and capable to apply rerouting strategies used to bypass problems found
by messages such as a conflict or a faulty link or switch. Kruskal and Snir[KS83] studied
augmentation techniques that might be applied on banyan networks in order to improve
their performance without much loss in simplicity. Augmentation can be defined as adding
links and/or switches to the basic configuration of the network.

A MIN is usually defined by[CSG99], among others, its topology, routing algorithm,
switching strategy, and flow control mechanism. One of the factors defining the topology of
a MIN is its degree. The degree of a MIN is the size of the switching element (SE) of which
it is composed. In this paper we study the effect of the MIN’s degree on its performance.
Networks of degrees 2, 4, and 8 were studied by Cheemalavagu and Malek in [CM82]. On
their paper, they were limited to 8 degree MINs because of the space and time needed for
the simulation. Furthermore, they used networks with and without buffers. In this paper we
investigate MINs of degrees up to 64, all of them unbuffered. In order to establish this study,
different degrees Delta and over-sized Delta MINs[ADSO03] are tested. The test methodology
is a simulation one based on a Universal Performance Factor (UPF) explained in earlier
publications[ADKS02, ADKS03, ADS03].

SMP (Symmetric MultiProcessing) machines are interesting architectures used today
to build parallel computers. They are either crossbar or bus based architectures. In fact,
while MINs were widely studied in the literature, we think that the use of MINs as an
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interconnection medium for SMP architectures can improve their performance. This might
be the subject of future studies in the field.

The remainder of this paper is organized as follows : In section 2 we present a topological
calssification of MINs before a rapid reminder of the two example architectures to be used in
the paper : the Omega network and the MCRB network. This is followed by the explanation
of the evaluation methodology to be used. Section 5 presents the comparison and evaluation
results befor ending the paper with the conclusion.

2 Topological Classification of MINs

A MIN can be defined as a[SH94] network used to inter-connect a group of N inputs to
a group of M outputs using several stages of small size SEs followed (or leaded) by stages
of wire links.

We propose in figure 1 a topological classification of MINs. We give in the following some
important definitions related to this classification.

Definition 1 A banyan[GL73] MIN is a MIN having the property of the existence of one
and only one path between each source and destination.

Banyan MINs might have the delta property or not. Delta networks, proposed by Patel[Pat81],
are built of a x b crossbars. Let 0;; i =0,1,...,b— 1 be an output of index 7 of a crossbar.
If an input of a crossbar in stage j is connected to an output o; of another crossbar in
stage j — 1, then all its other inputs must be connected to outputs of the same index 4 of
crossbars in the previous stage. We propose the following mathematical translation of the
delta property.

Definition 2 For a Banyan MIN of size N and degree r', suppose that the switch’s inputs
and outputs are presented to the base r, i.e. in the form dy,dy,...,d._1. Let the inputs and
outputs of the SEs in the network have the same indexes then digits dy of all inputs of a
switch must be equal. A network or a stage having this characteristic is called to be having
the Delta property.

n this paper Network(N,r) will present a MIN of size N and degree .

INRIA
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SEs in delta networks, which are banyan networks, are digit-controlled crossbars. Digit-
controlled crossbars are controlled by digits of the message’s control sequence. We call a
control sequence the succession of digits representing the path to be taken by the message
through the MIN. Usually, in Delta MINs this control sequence is a representation of the
destination to the base 7.

In fact, a network having the Delta property possesses some kind of regularity so that
the network’s routing algorithm can be simple and well defined[KS86].

Definition 3 We call an over-sized MIN of size N a banyan Delta MIN composed of more
than one copy of a Delta MIN gathered together by an interconnection stage having the Delta

property.

Non-banyan networks can be constructed either by the augmentation of a banyan network
or by the construction of a multipath network such as the Clos network[Clo53].

Definition 4 Augmenting[KS83] a MIN is the procedure of adding links and/or switches to
a banyan network in order to make it a multipath network “without sacrificing much of its
structure”’[KS83].

3 Case Studies

Our goal in this paper is to evaluate the effect of MINs degrees on their performance. The
study will be applied on Delta and over-sized Delta MINs. Delta networks will be presented
by its sub-class Omega network for comparision porposes later in this paper. The MCRB
network will be the example used to study over-sized Delta networks.

3.1 Omega Network

Omega network, first defined by Lawrie[Law75], is a subset of the delta networks family
proposed by Patel[Pat81], which is a bit-controlled interconnection networks family. In fact
Lawrie’s definition in [Law75] forms a special case of shuffle-exchange networks[HB89]. By
example, omega network’s size is not inevitably a power of 2. Furthermore, this kind of
interconnection networks might be built using q-shuffle[Pat81] wiring stages so that corssbars
of sizes different than 2 can be used to build Omega networks. Figure 2 shows an Omega(16,4)
network.

3.2 Example of Over-sized Delta Networks : The MCRB Network

The MCRB topology, defined by Kechadi in [Kec02], is a dynamic multistage implemen-
tation based on the static chordal ring topology[PK99]. For complexity reasons, described
in [ADKS02], we give here a definition a bit different of the one given by Kechadi.

RR n° 4880
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Proposition 1 An MCRB(r"™,r) network is a MIN built of r xr SEs and contains n stages
of r™ (SEs) each. Let SE;; be the switching element j of the stage i of the MCRB(r",r),
then SE;; is connected to SE;_1 k, such that kg = (j+ dr*) mod N, for 0 <i< N—-1,1<
1<r—1,and0<d<r-1.

As an example, the configuration of the M CRB(8,2) is shown in Figure 3.

FiGc. 3 - MCRB(8,2) Network

In [ADSO03] it is proved that the MCRB network is a special case of Delta networks. We
call this special case over-sized Delta networks.

4 Evaluation Methodology

In [ADSO03] a methodology based on performance measures which defines a systematic
decision making mechanism for choosing more suitable MINs for a multiprocessor system
was presented. This methodology is used in this paper to evaluate the effect of the network’s
degree on its performance. We will limit our study to three performance evaluation factors
knowing that the proposed methodology is general and that it is easy to add other factors
chosen to evaluate the performance of a MIN.

Complexity is a quantitative term related to the cost. The evaluation of a system, whether
it is hardware or software or both, needs a full study of the cost to be paid in order to build
and implement it. Thus, the cost must be calculated in space and time terms. Complexity
is not a stand alone parameter ; when evaluating a system, many other performance factors
such as throughput and different system components depend on it.

4.1 Integration complexity

While studying a MIN, the first evaluation to do is its hardware complexity. The hardware
complexity of a MIN can be calculated by two means : the number of connection points

INRIA
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and the number of connections or wires needed to construct the MIN. Liu[Liu90] defines the
hardware complexity of a MIN as the maximum of the two means. The hardware complexity
of a MIN in term of crosspoints is equal to the total number of crosspoints of all crossbars
used to build it. The complexity in terms of connections is the sum of links or wires in all
stages.

Definition 5 consider a MIN of size N and degree r, that has X stages of x SEs each. The
stages are connected with Y inter-stages links. The integration complexity of the MIN will
be defined as C = maz(r’Xz,Yr).

4.2 Temporal complexity

In spite of criticisms[Dun90], Flynn’s taxonomy of functional environments for parallel
architectures[Fly72] seems to stay the most accepted one. Basic performance criteria in SIMD
environments are different of those in MIMD ones[A1l94]. When studying routing capacity
of MINs, throughput is the important performance factor in MIMD environments, while in
SIMD environments, the important criterion is the network’s permutation capacity.

4.2.1 Throughput

This is defined as the number of messages delivered to their destinations per unit of
time [Mer91, Pat81]. Many analytical studies of MIN’s throughput can be found in the
literature[Pat81, KS83, SH87]. Simulation is used frequently when more realistic results are
needed. It allows more flexibility in network characterization in order to make it possible to
analyze real-world and popular communication patterns. In fact, to study the throughput
of an unbuffered network, messages leave sources to their destinations and in the case of
a conflict, only one message goes through and the others are discarded. The throughput is
calculated as the number of messages arrived to their destinations over a certain number of
trials.

Definition 6 In an unbuffered MIN, We define the throughput as the number of messages
delivered to their destination per unit of time knowing that only one message goes through
when more than one message assigned the same interconnection source. All other messages
are discarded.

4.2.2 Network’s Latency

Another important performance parameter is the network’s latency, which is defined
below. The network latency analysis depends directly on the maximum number of cycles
needed to route a certain number of permutations to their destinations. We use the same
previously explained simulation to measure the analyzed MINs’ latency.

Definition 7 The Latency of a MIN is defined by the number of network cycles needed
for all messages of a permutation to arrive to their destinations. This is referred to as the
network’s universality[SHI4].

RR n° 4880
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4.3 Universal Performance Factor

Here we explain how many performance factors can easily be combined in order to get
a universal performance evaluation factor. The above defined factors will serve as examples
to apply our proposed evaluation methodology.

It is well known that the evaluation and the comparison of interconnection networks
are not easy tasks. This is due to the very big number of criteria and factors that must
be evaluated, the importance of every factor and its importance relatively to the other
factors[LAS97].

We will suppose that the importance of the factors is a designing choice, i.e. we will
suppose in our study that the performance factors to be evaluated are chosen. In general,
performance evaluation factors belong to one of two major groups : factors to be maximized
and factors to be minimized. We will call the group of factors to be maximized p™%* and
the one of factors to be minimized p™", so that p™e® = {pree pma®  pmaz} gnd pmin =
{pin, ppin .., p;’”"} where k is the number of factors to be maximized and [ is the number
of factors to be minimized. We define our universal performance factor as :

k l
) 1
UPF = Z(p:mn)Z + Z (pr_naw)2 (1)
i=1 j=1 Vi

Using equation 1 and having two networks p; and ps with UPF; and U PF5 in order as
UPFs, we can say that if UPF; < UPF, then uy is more powerful than us.

In order to clarify the idea behind this definition of a performance factor we will study
an example of two MINs performance evaluation with only two performance factors and let
them both be factors to be minimized. Let us plot on a 2 dimensions space the performance
factors of the two MINs p; and pe. As an example, let figure 4 be a representation of this
plot. Let p’ and p” be the two factors to be evaluated and let pl’(p2') and p1”(p2") be the
calculated values of these terms for p (p2).

Pl p2’ [

F1G. 4 — An example of the use of the UPF factor

It is clear from figure 4 that the performance of y; is better than this of us as for the two
terms p; gives smaller results than those of us. Now note that the UPF is the representation

INRIA
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of the distance between the 0 point and the point representing the performance of the
network. Knowing this we notice that the less the UPF is, the better is the network.

This example can very easily be generalized on k + [ dimensions, which gives the formula
of equation 1.

In fact when using calculated values to compare many performance factors a problem
is to be studied ; this is the difference of the weight of the different factors. In other words,
when one or more values are very big comparing to the other studied factors, the comparison
returns to be a comparison of this very big factor or these very big factors only. In order to
solve this problem, values can be normalized to a certain value, which might be the maximum
value, or better still, the average values for all the factors. We call p the average of the values
of the elements of the group p. This leads to modify equation 1 to the following equation.

k min 2 l W 2
UPF = Z(”".> +Z( m> (2)
pmzn

i=1 i j=1 bj

Formula 2 can be further improved by including the importance aspect. This can be done
by multiplying every term in this last equation by a constant related to the performance
term that we call the weight (w) of the factor. This gives the following final equation to
calculate the UPF.

k p’.”i" 2 ! praz 2
UPF =,|> w <_) + Y w <pinaw> (3)
j=1

MIiT
i=1 p; J

From now on all performance factors are normalized values and all factors’ weights will
be one.

5 Performance Evaluation

In this section, results of the application of our methodology on several MINs are pre-
sented. Note that two stages MCRB networks will not be treated in this paper as they
non-blcoking networks. Morever, this kind of MCRB networks is more complex than the
crossbar. This point was studied in a previous publication[ADKS03].

5.1 One dimension evaluations

We mean by one dimension evaluations those considering only one performance factor.

5.1.1 Latency

Concerning latency, results that we got correspond to those found by Cheemalavagu and
Malek[CM82]. Figure 5 shows that the latency of networks of degree 4 is better than those
of degree 2 and 8 for 64 size SW-banyans. In fact, this is not true for another banyan special
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case Delta network, which is the over-sized network. Figure 6 shows that, always, for the
over-sized Delta network less latency is obtained with crossbars of bigger degrees. The same
figure shows that there is an optimal value of the Omega network’s degree so that it has the
least latency. This can be explained as follows : It is evident that bigger size crossbars can
pass a larger number of permutations of the same size. However, the permutation capacity
of a crossbar might be limited by the great number of requests coming to its inputs. The
probability of a conflict to occur in a 2 degree Delta network is greater than this in a bigger
degree one. This can be demonstrated by simple calculation using, by example, Patel’s
formula[Pat81] to calculate the probability of message arrival in a Delta network. In fact,
for a certain degree value, this conflict probability reaches an important level so that less
messages can pass, which implies a larger latency. This explains the existence of the optimal
value for Delta networks. On the other hand, as the number of crossbars in an over-sized
Delta network is r times the number of crossbars in a Delta network, this limit is not reached
and the universality of the network is always better when using crossbars of bigger sizes.

Latency

8

\ ' /
\ /
751 T - —
T~ _— Omega —xX—
~_ - MCRB
7r X

6.5

6+

55

5

45

4
2 4 8

Deg.

F1G. 5 — Latency of 64 size networks as a function of the degree

5.1.2 Throughput

Figure 7 shows the throughput of different sizes networks as a function of the degree.
The figure shows that for over-sized Delta networks, throughput is bigger when larger size
crossbars are used. On the other hand, Delta networks have, once again, an optimal degree
value, which is 2 for size 64 networks, 2 and 4 for size 1024 and 4 for 4096 size network.

Note that when a very big number of messages arrive to the first stage of a network, using
our approach to calculate the throughput, a considerable number of messages are discarded.
No conflicts can occur on the last stage as the destinations are groups of permutations. This
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Latency

120 T T T T

100

M, S=4096

80

20;

8 16 32

Fi1G. 6 — Latency as a function of the degree

Th.
1 v
0, 5260 X
+ M, S=64 - +
09 0, 51024 ~
M, $=1024 —
0,5=4096
M, $=4096
]
01
2 4 8 16 32

F1G. 7 — Throughput as a function of the degree
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means that conflicts can occur only on a limited number of stages in large degree MINs
which might explain the slight augmentation of the the throughput of Omega(4096,64) as
related to Omega(4096,16).

5.2 Two dimensions evaluations

Here, two performance factors are evaluated simultaneously.

5.2.1 Complexity and throughput UPF

Comparing the UPFs of several MINs regarding only the complexity and the throughput
means that the latency of the networks is not an important factor to be evaluated. In other
words, the betterness of the network is judged by a small complexity and a high throughput
only, which are to be evaluated at the same time. What is really important to note in figure
8 is the complexity effect on the performance of the over-sized Delta networks. This will be
further cleared in the next section where we study the universality-throughput UPF.

UPF(C.,Th.)

12

0

Fi1G. 8 — Complexity-throughput UPF as a function of the degree

Note also the approach of the performance values of the Delta network to the optimal
degree value. For small size networks, small degrees give the best results, while for networks
of size 1024, crossbars of size 2 and 4 give the same best performance. However, with 4096
size network the optimal degree value is 4.
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5.2.2 Universality and throughput UPF

Here, the cost of the MIN is not an important factor to be evaluated. So, we are looking
for the MIN that gives the best latency AND throughput at the same time regardless to
the complexity. In fact, MCRB networks show a very good performance when complexity
is not considered. This is why their universality-throughput UPF is considerably smaller
when using bigger sizes crossbars. Remember that smaller UPF means better performance.
Note that complexity plays, when considered, an important role in degrading the network’s
performance as related to the complexity-throughput UPF case. This is because over-sized
Delta networks’ complexities augment very rapidly with their degrees.

UPF(U.,Th.)

4.5 T
| 0,5=64 —X%—
M, S=64
2 F 0, $=1024 —
M, S=1024 LI~
0, S=4096
M, S=4096
35
sF
25 - *
¥ T
-
15
[ ></
o
~0
0.5 g
2 4 8 16 32 64

Fic. 9 — Latency-throughput UPF as a function of the degree

On the other hand, we see once again the optimal value aspect when studying the Delta
network. Note also the improvement of the UPF for the Omega(4096,64) relatively to the
Omega(4096,16). This is due to the improvement of the throughput of this network, pre-
viously explained.

5.3 Inclusive UPF

Figure 10 presents the comparison and evaluation of a number of netwroks as related to
the three factors we are considering in this paper as examples, i.e. complexity, universality
and throughput.

Once more, we can observe the important effect of the complexity on the overall system
performance. This can be easily seen by comparing figures 10 and 8, in which curves have
almost identical shapes (the shapes are totally different when complexity is not considered,
see figure 9). What is remarkable in figure 10 is that one of the over-sized Delta cases,

RR n° 4880



14 aljundi, dekeyser
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0,S=1024 - é
10 M, S=1024
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O ¥
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2

Fi1G. 10 — Inclusive UPF as a function of the degree

which is when the size of the network is 4096, has an optimal degree value which does not
correspond to the biggest one. The best case for 4096 size over-sized Delta networks, when
considering all three performance factors, is when the degree is equal to 4.

6 Conclusion

In this paper, we used a comparison and evaluation methodology applying simple heu-
ristics to compare networks with different degrees. The main interest of the paper was to
evaluate the network’s degree effect on its performance. Our observations showed that an
optimal degree value exists for Delta MINs. However, in general, for bigger degrees MCRB
networks better performance is gotten. An exception is noted to this rule when network’s
complexity becomes really important and all performance factors are considered. In this case
the over-sized Delta network can even approach the Delta performance network optimal va-
lue aspect.

This study of MINs is aimed to be a basis for future study of the use of MINs in SMP
machines.
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