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Abstract:

The recent advances in multimedia systems, together with the advent of high speed
networks, paved the way to a new generation of applications. In particular, authoring
environments have found in multimedia the means of increasing the richness of information
contained in electronic documents.

One of the goals of the Opera team is designing an authoring environment for multi-
media documents, called MADEUS, which meets the following requirements: a high level
of expressiveness for both spatial and temporal dimensions; a user-friendly interface allow-
ing highly interactive design process, scriptless and structured-based editing and automatic
production of spatial and temporal layout; the portability and cross-platform interchange of
multimedia documents.

To achieve this research goal we first focus on finding a good representation of time for
multimedia documents. This representation is required to capture the temporal dimension
of media objects like video, audio, etc. and is also used to temporally organize objects with
respect to each other. Time representation is clearly the main difference between multimedia
authoring environment and traditional editing environments.

We present in this paper our first investigational results in our experimental authoring
environment MADEUS. A large part of these results are based on the experience acquired
in implementing the MADEUS prototype
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Services de présentation dans MADEUS : un
environnement d’édition- présentation de documents
multimédia

Résumé : L’explosion des capacités de traitements multimédia des ordinateurs rend le
besoin en environnements d’édition de documents multimédia de plus en plus flagrant. L’un
des objectifs du projet Opéra est de concevoir un tel environnement qui concilie les trois
exigences suivantes : un haut degré d’expressivité pour exprimer I’ordonnancement temporel
et ’organisation spatial d’un document; une interface d’édition interactive et déclarative (pas
d’utilisation de scripts), qui prenne en charge les fonctions de formatage spatial et temporel;
un environnement portable et des documents pouvant etre utilisés par d’autres applications.

Pour cela, nos efforts ont tout d’abord porté sur la définition d’une bonne représentation
de la dimension temporelle d’'un document multimédia. Celle-ci doit a la fois prendre en
compte les différentes caratéristiques temporelles des objets de base d’un document multi-
média et les différents types de composition possibles entre ces objets. De plus, elle doit
servir de support a des mécanismes de présentation efficaces.

Nous présentons dans ce rapport nos premiers résultats. Une grande partie de ceux-ci
ont été expérimentés au sein du prototype MADEUS.

Mots-clé :  environnement d’édition, documents multimédia, présentation multimédia



1 Introduction

The recent advances in multimedia systems, together with the advent of high speed networks,
paved the way to a new generation of applications. In particular, authoring environments
have found in multimedia the means of increasing the richness of information contained in
electronic documents.

One of the goals of the Opera team is designing an authoring environment for multimedia
documents, called MADEUS, which meets the following requirements:

e a high level of expressiveness for both spatial and temporal dimensions;

e a user-friendly interface allowing highly interactive design process, scriptless and
structured-based editing and automatic production of spatial and temporal layout;

e the portability and cross-platform interchange of multimedia documents;

To achieve this research goal we first focus on finding a good representation of time for
multimedia documents. This representation is required to capture the temporal dimension
of media objects like video, audio, etc. and is also used to temporally organize objects with
respect to each other. Time representation is clearly the main difference between multimedia
authoring environment and traditional editing environments.

We present in this paper our first investigational results in our experimental authoring
environment MADEUS. A large part of these results are based on the experience acquired
in implementing the MADEUS prototype. More precisely, the first section is devoted to
the analysis of what are the requirements for a good representation of time in multimedia
documents. At the end of this section, we present the approach used in MADEUS which is
based on an extension of temporal constraint networks. In the second section, we focus on
the design and architecture issues of the MADEUS application which handles both authoring
and presentation stages of multimedia documents.

2 Representation of time in multimedia documents

2.1 Time representation requirements

In order to measure the quality of a given time representation used to model the temporal
organization of multimedia documents and to evaluate comparatively those used in different
document systems [2][3][12], we need to define some criteria. In what follows, we present key
points that, in our opinion, affect significantly the quality of the temporal representation of
multimedia documents.

Expressiveness The time representation must capture the different temporal characte-
ristics of basic objects . Media objects may be static like text, still images, etc., or dynamic
like video, audio, interaction, etc. Dynamicity is taken here in the sense that these objects
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have a notion of a presentation activity over time. A video or an audio are active when they
are played. An interaction, like a button, is active when it is enabled so that it is possible
to interact with it through the user interface. Dynamic objects have an associated duration
where two cases must be distinguished according to their temporal behaviour:

e Controllable objects: a range of possible durations is known at the authoring stage
and it is possible to choose any value within this range during the presentation stage
(audio, video, ... ).;

e Uncontrollable objects: their durations are only known at the end of their presen-
tation (interaction objects, uncontrollable program executions like applets).

The time representation must also capture the different ways to temporally organize
objects [16][13]. Firstly, it should be possible to distinguish four temporal instants when
dealing with dynamic objects: when they are mapped (unmapped) at the screen (referred
in the sequel as spatio-temporal instants) and when they start (finish) playing (referred in
the sequel as temporal instants). Static objects are only affected by the spatio-temporal
instants. Secondly, operators which express the temporal organization of the document
must support logical time: relative positioning of objects (as expressed by the thirteen
temporal relations introduced by Allen [1]); quantitative time: numerical constraints placed
on object’s duration and causal time: how instants causes other presentation action to
happen (the end instant of one object causes the termination of another). For instance, the
following specification (scenario 1) of a temporal organization must be supported by the
time representation :

Map the two videos A and B 2 seconds after the start of the document; Start playing
video A 2 seconds after being mapped; Play video B in parallel to video A; Unmap the two
videos when they are finished; Start playing audio C when video B starts to play; Play video
D after video A; Map D when it is played; Unmap it at the end of the document; Start
an interaction I when D starts; The end of video D causes the end of audio C if not yet
finished; The first one that finishes between D and I, kills the other one. The duration of
the document must be in the range between 20 and 30 seconds.

The four objects A, B, C and D have the following temporal characteristics, defined by
a tuple (min, d, max) where min and max are respectively the minimum and the maximum
durations of the object, and d is the preferable one in the context of a given document: A:
(4,6,8), B: (2,4,6), C : (10,11,12), D: (4,6,8).

Finally, the time representation must be able to deal with temporal hyperlinks which
gives the document readers the ability to navigate freely either inside the document or
outside it. Hyperlinking breaks the linearity of planned scenarios and allows semantical
exploration of the document content beyond its structure.

Interface with a declarative and hierarchic symbolic representation Multimedia
document authors do not necessarily have any particular skills in computer programming, so
the editing phase must be very intuitive and as close as possible to the familiar editing style
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of classical documents. This goal is obviously hard to obtain when using scripting languages
where the document architecturing scheme (manipulation of the document entities through
a set of associated attributes) disappears in favour of the programming one. Defining global
attributes on composite objects like color, font, position, etc. and applying inheritance rules
on these attributes reduce the burden on document specification, increase the reusability and
hide low-level presentation details. Existing document models based on declarative style [6]
and descriptive mark-up of its content are more and more widely used. We think that this
is the best approach in order to disseminate time-based multimedia documents. Moreover,
it is also suitable for direct manipulation authoring interfaces.

The symbolic representation of time in multimedia documents must support structural
composition[10]. This gives the author the ability to organize the document in nested
components in order to divide its content in logical parts[14]. It helps him also in focusing
on an isolated part of the document during each step of the authoring process (sub-scenes
of a multimedia scenario).

Efficient and incremental manipulation of the document The manipulation of the
temporal structure of a multimedia document in an authoring environment must be suppor-
ted by efficient algorithms and data structures in order to be really interactive. Moreover,
given the progressive nature of the editing process and the accesses across the network to
the document content [17], the temporal organization of a document must be suitable for
an incremental building process. The critical parts of an authoring environment regarding
the time performances are:

e parsing phase: translation of the symbolic representation of the temporal structure
of the document into the internal and executable one used by the presentation layer
of an application engine;

e comnsistency checking : as defined in [11], three kinds of temporal inconsistencies
may occur in a document: qualitative, quantitative and indeterministic. Inconsisten-
cies may also occur from the relative positioning of spatio-temporal instants according
to temporal ones. For instance a dynamic object can not be started before being
mapped on the screen. All kinds of inconsistencies have to be detected at the autho-
ring stage and the parsing one [11]. This checking phase prevents the author from
writing inconsistent temporal specifications and the presentation layer from executing
inconsistent scenarios.

e edition/presentation cycle: the transition from the editing phase to the presenta-
tion one which affects the development of integrated tools;

e presentation monitoring: management of the presentation phase which handles
layout operations like graphics rendering, network access, temporal access control
operations like pause, resume, stop and fast-forward, temporal navigation through
hyperlinks, etc.
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Portability and cross-platform documents interchange The representation of time
in multimedia documents must not make particular assumptions about the format of the
basic objects (video, audio, text, etc.), the operating system of the target machine like multi-
threaded processing, the presence of dedicated multimedia hardware, proprietary media
object formats, etc. This is the necessary condition to meet the portability requirements of
multimedia documents interchange format [3].

Moreover, the representation of time must be such that documents interchange between
different environments becomes easy. This is the aim of high-level symbolic formalisms as
Hytime [7], MHEG [9] and more recently PREMO [8]. Documents written in these formats
are preserved along time and are reusable by different people and applications.

We have seen in this section a set of requirements which serves as basis and guidelines for
the choice of a time representation for multimedia documents. In the two following sections,
we present the solution taken in our project, its advantages and an analysis of particular
solutions used in other well known systems like the Timeline editors[5], OCPN[12] and
CMIFED[3].

2.2 Time representation in MADEUS: an extension of temporal
constraint networks

The internal representation of time in MADEUS is based on the temporal constraint net-
works formalism defined in the artificial intelligence area [4]. We use this formalism during
the authoring stage in order to detect easily inconsistencies in a first step and to propagate
numerical constraints in a second one [11]. Constraint networks are powerful because they
are based on a data structuring of the temporal constraints as a graph. This graph matches
the data structuring required by the presentation stage to monitor the presentation.

An intermediate operation is applied between the consistency checking and the constraint
propagation stages which is called static temporal pre-formatting. This operation is ne-
cessary because constraint propagation deals only with minimum and maximum values of
allowable durations (a set of solutions for the scenario). The pre-formatting phase takes
into account delays and objects shrinking and stretching capabilities in order to find par-
ticular solutions. This process uses a constraint distribution policy to balance constraints
between intervals taking into account the most suitable duration of the objects. Because
durations of uncontrollable objects are only determined during the presentation stage, a
dynamic formatting is also needed [2]. This last point will be explained in detail in section

3.2.3.

2.2.1 Temporal Constraint networks

A temporal constraint network is a Directed Acyclic Graph (DAG) where nodes represent
time points and an edge (i, [min,maz], j) represents a temporal interval with a duration
range from min to maz between the two time points 7 and 7.

The topology of this DAG is organized as a set of temporal chains. A temporal chain
[e1, ez, .., en] is a sequence of contiguous edges where each edge ej , 1 < j < n is only
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Figure 1: Constraint network of the scenario 2

related to one successor and one predecessor so that begin (ej) = end (ej—1) and end
(e;) = begin (ej41), every single interval controllable or uncontrollable.

A temporal constraint network describes the temporal ordering of media objects by cap-
turing an information about their logical and quantitative temporal dependencies. The range
of possible durations of a dynamic object is modeled by an edge labeled by its appropriate
interval. Free or quantified delays are used to measure the temporal metric distance between
objects or to enforce precedence relations between them. Formally, the class of problems
modeled by this formalism is called Simple Temporal Problem [15]. For instance, the fol-
lowing scenario (scenario 2) can be managed during the authoring stage by the temporal
constraint network shown in figureFig. 1.

Play video B in parallel to video A; Play video D after video A

In this figure interval objects are represented by bold lines and delay intervals by thin
ones. A and B duration ranges have been modified to satisfy the specification.

2.2.2 Extended temporal constraint networks

In MADEUS, the previous definition of a constraint network has been extended to meet the
requirements introduced above:

e an additional labelling of interval which indicates whether the temporal distance is
controllable or not (respectively [min,max]® and [min,max]¥). This is the way we ma-
nage indeterministic temporal behaviour as explained latter in the dynamic formatting
section.

e causality relations between temporal instants on each node to handle master-slave
relationships between media streams.

e a set of spatio-temporal actions (map and unmap actions) on each node to control the
instants when the different objects appear or disappear from the screen independently
from their play time. This opens the room for the development of spatio-temporal
composition and languages which are still lacking in multimedia authoring systems.

e basic objects of type hyperlinks have been added as temporal intervals corresponding to
the period of time where their activation is enabled. This representation of hyperlinks
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endD => endC,
endD => endl, endl =>endD
A Causdlity relations

[20, 30] ©

Y Y y V' Spatio-temporal actions
mapA, mapB unmapA, unmapB  mapD unmapD

Figure 2: The constraint network of scenario 1

is homogeneous with the representation of the other types of objects in the temporal
constraint network.

In addition to this constraint networks structure, we define a hierarchical structure of
nested components where leaves are basics media objects and nodes are composite objects.
In fact, each composite object is defined by an extended constraint network built from its
enclosing components by a set of relational operators. It is worth noting that the hierarchi-
cal organization of the document does not restrict the degree of expressiveness of temporal
scenarios. As a result of the orthogonality of the temporal dimension with respect to the
logical organization, media objects can be involved in several relations. Because one can not
predict how objects are inserted in the scenario, the hierarchical structure defines temporal
boundaries to sub-components serving as an overall begin and end of the sub-scene. The
network associated with composite objects constitutes the main building block of our inter-
nal representation of a multimedia document. Each composite representing a level of the
hierarchy defines a new level of constraint network. Through this hyper-graph, temporal
constraints can be propagated up-stream or down-stream depending on whether the editing
operations modify the temporal parameters of a basic object or a composite object as a
whole.

The extended constraint networks associated with the scenario 1 during the authoring
stage is given in Fig. 2. As described in the example, some intervals of this scenario become
uncontrollable by inheritance (like C and D due to their interaction with I). This scenario
is temporally consistent since it is possible to find particular duration values of controllable
intervals, such that, whatever value the duration of the uncontrollable interval I takes at the
presentation stage, the last controllable interval can be dynamically adjusted to compensate
the observed indeterminism [11].
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2.2.3 Ewvaluation

In this section, we present the advantages of the extended temporal constraint networks
as a choice for a better time representation. These advantages are evaluated regarding the
requirements that we have introduced earlier.

Expressiveness Our time representation is able to deal with static and dynamic objects,
controllable and uncontrollable ones. It takes into account the spatio-temporal composition
by labelling the network nodes by spatio-temporal mapping actions. The set of the thir-
teen primitive relations introduced by Allen are fully supported and extended to take into
account the quantitative aspect of the relations. The pointizable time algebra [15] is fully
implemented to cope with arbitrary complex temporal presentations, and the set of tempo-
ral operators can be redefined without modifying the temporal management layer [16]. It is
also possible to express causality relations between objects like parallel presentation of two
objects where the first to finish terminates the other one. Moreover, hyperlinks (navigation
support) and user interactions are integrated in the temporal language in a homogeneous
way as intervals.

Interface with a declarative and hierarchic symbolic representation Our time
representation is interfaced with a declarative and hierarchic symbolic relation based on a
set of relational operators (start, meet, equal, par-min, kills, ...) as illustrated by Fig. 3.
A composite object is defined by three parts: a declaration part describing the enclosed
objects together with their attributes like colors, fonts, motion style and video effects. A se-
cond part describing temporal relations which expresses the ordering between these objects.
Finally, a third part describes the spatio-temporal actions of the different objects. All these
specifications can be easily performed through the user interface by selecting objects and
the temporal or spatio-temporal relations between them.

Efficient and incremental algorithms Our time representation is handled by an incre-
mental editing process [11]. The consistency checking is achieved by three different methods
depending on the kind of temporal inconsistencies:

e static: a topological sort of the constraint network is maintained in order to avoid
this kind of inconsistency by detecting cycles.

e quantitative: by using constraints propagation techniques, each time the network is
modified, we check that all chains parallel to each other still have non-empty intersec-
tion of their allowable duration ranges. Algorithms used for the constraint propagation
are polynomial ones [15]. Moreover, they take advantage of the topology of the graph
organized as temporal chains to achieve local propagation and fast updating tech-
niques.

e indeterministic: a check is applied statically to see if it is possible to recover dy-
namically, at the presentation stage, the indeterministic behaviour of uncontrollable
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Figure 3: MADEUS graphic user interface and symbolic document representation

intervals. This operation is performed to ensure the dynamic formatting which is based
on an observe and repair approach of the indeterminism (see section 3.2.3).

Another advantage we provide with our internal representation of the document is that
it is suitable as a support for both edition and presentation support. Thus, the MADEUS
application engine does not require any structural translation between the edition phase and
the presentation one.

Portability and cross-platform document interchange One of the main advantages
of our time representation is that it is interfaced with a symbolic declarative representation
which can be directly used as an interchange format. Also, it can be easily translated in any
other format used by another application given its higher level of expressiveness.

2.3 Analysis of other time representations

Timeline editors like Director [5], Object Composition Petri Nets [12] and CMIFED [3] time
representations are analyzed regarding how they meet the requirements presented in the
previous section. First of all, let us note that none of them distinguishes clearly the spatio-
temporal aspects of a multimedia presentation from the temporal ones. Thus the kind of
possible written scenarios is limited by comparison with our approach.
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e Timeline editors: the expressiveness of timeline is not very rich since it does not cap-
ture the shrink and stretch capabilities of dynamic objects, uncontrollable objects and
hyperlinks are not easy to integrate (use of a scripting language) and only quantitative
dating scheme is supported. Interfaces based on timeline are rather intuitive but not
scalable for large documents. The lack of structure is also one of the drawbacks of
timeline editors. It puts a heavy burden on the authoring process and is error prone
since any modification of the scenario have to be propagated by hand to the rest of the
document. However, the simplicity of the time representation eases the application
construction. The document interchange requirements are not satisfied since an ex-
haustive dating of the objects presentation does not capture their mutual relationships
(there is no logical time).

e OCPN: this model handles logical and quantitative time but does not support the
causal one. However, from our understanding it is not stated how numerical constraints
are managed and propagated. Uncontrollable objects and hyperlinks are not suppor-
ted. Graphical authoring interface based on petri-nets allowing hierarchical structuring
can be defined. However, this temporal modelling of multimedia documents is not ap-
propriate as an authoring paradigm. The temporal alignment of media objects and the
document paradigm (entity attribute editing) disappear in favour of the transitional
aspect of petri-nets.

e CMIFed representation of time: only two causal time operators are defined in CMI-
Fed, the sequence operator and the parallel one where the last to finish ends the
temporal construction. The CMIFed editor has a user friendly interface based on a lo-
gical structuring of the document as a hierarchy. However, this hierarchy is mixed with
the temporal structure of the document where each composite element is defined by a
temporal operator. Therefore, the temporal organization of the document is restricted
to a tree structure, which together with the exclusively causal representation of time,
limits the number of expressible scenarios. To overcome this problem, synchronization
arcs have been added but inconsistencies can be easily introduced. A recent effort has
been undertaken to meet the portability requirements and a translation of CMIFed
documents into HyTime has been successfully achieved.

3 Presentation layer in MADEUS

In this section, we focus on the design and architecture issues of the MADEUS application
which handles both authoring and presentation stages of multimedia documents. Parti-
cularly, we detail the presentation services related to the scheduling issues, namely the
scheduler and the execution mediator levels, which are based on the hierarchy of extended
temporal constraint networks.
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Figure 4: General architecture of MADEUS system

3.1 Architecture overview of MADEUS

The general architecture of the MADEUS system as shown in Fig. 4, depends on different
levels of abstraction. The highest level is the specification level, which furnishes the
system with a simple declarative specification language of high power of expressiveness
to specify the required temporal relationships between different multimedia objects. The
resulting set of declared multimedia objects together with the temporal relations between
them, constitute a symbolic representation of the multimedia document. A parser is used
to transform the symbolic representation shown in Fig. 3 in order to obtain the internal
representation starting from which we can check consistency and monitor the presentation
of the multimedia document. The author can incrementally edit and modify the symbolic
representation or the internal representation of the document via a Graphical User Interface
(GUI). In addition, there is atranslator whose role is to convert the internal representation
into the symbolic one which is the format in which the document will be stored on the disk.

The scheduler level (furtherly described in section 3.2) handles the synchronization bet-
ween temporally related instants of different multimedia objects, like for example the start
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of the presentation of the whole document, the co-starting of a number of intervals simul-
taneously, the causality relationships between concurrent objects, user navigation through
the hyperlinks, etc.

The execution mediator level (furtherly described in section 3.3) handles the state
transitions of the multimedia objects as needed by the scheduler and requests the cor-
responding actions to be done by the executional lower level. This level guarantees the
independence of the implementation layer. Also, it gives a feedback to the scheduler about
the current state of the multimedia objects during their presentation life time.

The object level differentiates between the different types of objects while they are
hidden in all of the above levels. If a certain action is to be done on an object, then the
way of achieving it will be dependent on the type of this object and its implementation, so
the object level helps in provoking the right procedure to execute this action based on the
object’s type. Also, this level manages the layout of the multimedia objects on their suitable
presentation devices, such as audio channels, screen, etc.

The network protocol level handles the data access of multimedia objects. Firstly,
it is to be specified if the object to be accessed is local or remote. This is achieved by a
URL (Uniform Ressource Locator) like object naming scheme where the protocol appears
as a prefix. As some media objects can tolerate loss of data like video and audio VDP,
RTP and UDP based protocols are more adapted, while others cannot tolerate this loss like
the source document representation, text, image and graphics so HT'TP which is a TCP /TP
based protocol is used. Whether the multimedia object is local or remote, in both cases the
object is accessed via a stream of data managed independently from the object level. The
network level manages operations like opennig, closing, buffering the network connections
and callbacks for activities in the object level.

3.2 Scheduler

The scheduler can be considered as the maestro of the presentation phase of a multimedia
document. It does not only handle the temporal synchronization between multimedia ob-
jects, but it handles the dynamic compensation for indeterminism as well. It also handles
temporal hyperlinks and references by maintaining contexts of the document’s presentation.

3.2.1 Presentation context and presentation stack

A presentation context, at a given instant, is the information about the current activities
of a running presentation. The presentation context is maintained in the form of a list of
activity identifiers. If we imagine that we have a presentation as shown by the graph in
Fig. 5, and we make a temporal logical cut in this presentation represented by the curved
line (say at time t). Then the presentation context will contain information about the
activities of the currently active objects (A, B, C, and D). Also we can use a presentation
stack in order to switch between different presentation contexts by storing the one to be
suspended in the stack (after suspending all its activities). This facility enables us to free
the resources allocated by a suspended presentation context as we have all the information
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Figure 5: A temporal logical cut in a multimedia presentation

needed to reallocate resources in order to resume this context at any time (e.g. the current
frame number for the video). This kind of simple check points covers most of the cases
except for program executions (applets) where it is defined by the system run-time stack
itself.

3.2.2 Scheduling principles

The scheduler uses the internal representation to monitor the document’s presentation. At
every node in the constraint network being reached by an ending interval, the scheduler ap-
plies a simple and straightforward rule having the following statement: ”if all the incoming
intervals of this node have reached their end, then execute all the spatio-temporal actions
and start all the outgoing intervals”. This kind of scheduling is done by the help of synchro-
nization counters (at each node) for (1) the number of incoming and outgoing intervals at
this node, and (2) the number of intervals remaining to terminate at this node during the
presentation. The values of these counters and the related intervals are stored in the node
structure as shown in Fig. 6. Also in this structure, we maintain tables representing the kind
of dependencies (equality and causality) between instants of the incoming and outgoing in-
tervals at this node. The equality dependency of instants implies their temporal coincidence
which must be verified by the temporal consistency checking phase. For example in Fig. 6,
the end instant of B coincides with start instant of interval D, and the end instant of A
coincides with that of C. The causality dependency of instants implies that the occurrence
of an instant leads to the occurrence of the other instant. The field called timestamp and
its role in dynamic compensation for indeterminism, will be explained in a latter section.
The document’s presentation starts from the starting node of the graph at the root of the
hierarchical structure. A composite object is started by recursivly starting its components
until basic media objects. It is ended when it receives end signals from all its components.
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Figure 6: The structure of a node in the constraint network

3.2.3 Dynamic formatting

One problem that arises in the presentation of a multimedia document is the ability to handle
the temporal indeterminism that occurs during the presentation. In order to deal with these
situations and to meet the constraints specified in the scenarios, certain information about
temporal flexibility, indeterminism and event dates, must be available at every end-of-play
instant for every interval. This information is called the time stamping of instants. These
instants correspond to the nodes of the temporal constraint networks.

The time stamp information at each node can be represented in the form of a tuple
<FLX, IND, DATE>, where DATE is the date of termination of the last incoming interval
at this node, FLX is the amount of flexibility available that can be provided by the outgoing
interval of this node and along a particular temporal chain, and IND is the amount of
uncompensated indeterminism intercepted in the current chain until the instant DATE. The
value of indeterminism of an uncontrollable object is the difference between its effective
duration and its static one determined by the static pre-formatter. The field DATE is
calculated with respect to either a global document’s presentation clock that measures time
from the starting instant of the presentation of the document or simply a time-of-day clock.
This clock is examined only when an event happens in the scenario so that the corresponding
chain’s clock can be checked against the clocks of the concurrent chains. This particular
point of time represented by 7 in Fig. 7 is a point of decision where effective duration of x
can be determined being the difference between the DATE fields at this node and that of
the starting node of x.

At time instant 7, a table of chain information is handled where we have for each concur-
rent chain two entries:
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Figure 7: Dynamic formatting

1. the value of uncompensated indeterminism CInd resulting from x.

2. the available flexibility CFlx at the nearest future node on the chain.

Initially, the CInd field of each chain has a zero value and CFlx field is initialized with
the amount of available flexibility on each chain until the next synchronisation point E.
This information is defined also statically before starting the presentation, but it is updated
dynamically during the presentation when used to compensate for indeterminism. It is
essential to mark the amount of flexibility used for compensation as to be reserved in order
not to be used again by another detected indeterminism in the future. In theFig. 7 an
amount of indeterminism d has been detected along the chain C1. Since there is not enough
flexiblity f1 along this chain (§>f1), the other chains are asked via the table of concurrent
chains to recover from this delay. The chain C2 notices this request at the end of the object
y where its end is delayed (static object) while the objects z and w are stretched by the
amount ¢ provided by their flexibilty f3 and f4 respectively.

We can conclude that the MADEUS’s extended temporal constraint network provides a
self adaptative mecanism handling unpredictable temporal behaviour. As we have seen in
the example, this mecanism is based mainly on the organization of the temporal structure
as a graph which in turn is organized as chains.

3.2.4 TAC management

By TAC (Time Access Control) management we mean all actions that may be requested
by the user and lead to a change of state of a currently presented multimedia document.
Examples of these actions are start, restart, pause, resume, kill, fast forward, and fast rewind
of a multimedia document’s presentation. To handle all these actions efficiently, the sche-
duler handles presentation contexts holding information about currently active multimedia
objects and their associated system activities (thread, process, timer, etc.).
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Figure 8: Management of presentation context

For example, when the user requests a pause of the presentation, the system suspends all
of the concurrently running activities. It stores the value of their internal clock represented
by the current presentation step and pushes the current presentation context in the presen-
tation stack. When the user requests a resume of the presentation, the presentation context
is popped out from the stack and all suspended activities belonging to this context are to
be resumed once again. Also, the operations of fast forward and fast rewind are achieved
similarly by modifying the speed and direction of the activities in the current context. Ob-
jects with hidden internal clocks modelled by uncontrollable intervals are simply ignored in
the last two operations.

3.2.5 Temporal hyperlinks

Temporal hyperlinks means linking between different presentations in a context sensitive
way depending on the semantics associated with this link. The linked presentations may be
in the same multimedia document (internal references) or in different multimedia documents
(external references). The scheduler handles this kind of referencing by managing the stack of
presentation in a very simple way. Once a link is activated, the current presentation context
(i.e. the presentation context of the source anchor) is pushed in the stack of presentation, and
the presentation context of the destination becomes the current one. Once the presentation
of the destination finishes, then the presentation context of the source is popped out from
the stack of presentation in order to resume starting from the time point of link activation.
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Figure 9: State transition diagram of multimedia objects

3.3 Execution mediator

The execution mediator maintains the states of the objects and handles their transitions
between these states as shown in Fig. 9. The mediator treats all kinds of multimedia objects
in the same way. The main states of the objects are: unmapped, mapped, active, terminated,
suspended, and stored. The unmapped state is the initial state of all objects, i.e. the object
has not yet allocated its required resources. In the mapped state, the object has allocated
its required resources but its presentation has not been yet started. In the active state
the system activities necessary for the object’s presentation, are started. In the terminated
state, the object’s presentation has come to an end and it is ready to free its allocated
resources. The suspended state means that the system activities associated to the object
are suspended, i.e. its presentation is suspended but not yet ended.
Actually, we have different kinds of resources that can be classified as follows:

e spatial resources such as windows, pixmaps which are given unique identifiers by the
window manager and the color resource.

e hardware resources such as video decompression cards and audio devices.
e system resources such as processes, threads and timers.

Once a hyperlink is activated, the currently running objects of the anchor presentation
enters in the stored state where their current status information and clock are stored, for
example the mapped state of an object or the current frame number of a video. As a result
of storing this information, the system can free the resources allocated by these objects,
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so that when a return from the link takes place, the system can reallocate the necessary
resources in order to play the objects starting from their status and internal clock at the
time of link activation.

The play_one_step transition shown in Fig. 9, represents the case of taking into account
the granularity of a multimedia object (for example frames of a video object) where with
each unit of granularity of the object the system can make several actions, as for example
moving the enclosing box of a video on the screen, changing the degree of brightness of the
displayed video, displaying a frame of this video, and visual effects like stippling and bluring.
This state transition can be also used to export internal events of an active object to the
scheduler. These events can be synchronized with other media objects of the document
(temporal projections [8]) if their description is provided by indexation tools.

In this section, we presented the different layers handling a multimedia presentation. The
MADEUS prototype has been implemented on Sun workstations with C language. It handles
media streams of various format like Mpeg video, Mpeg Audio, still pictures (GIF, JPEG,
..) and formatted text. We have created and tested a variety of testing and demonstating
documents and performance enhancements are currently undetaken.

4 Conclusion

We have presented in this paper a framework for temporal representation and synchroniza-
tion of multimedia documents. We have outlined some criteria to compare other proposed
time representations and their limitations. We have also shown that the extended temporal
constraint networks implemented in MADEUS are powerful and suitable for both multimedia
authoring and presentation.

Among the characteristics of the MADEUS prototype, we have addressed the following
aspects:

e the expressiveness of the temporal representation which captures the qualitative, quan-
titative, causal and indeterministic aspects of multimedia objects and presentations.

e a layered application architecture which allows the production of temporal layout,
temporal navigation through hyperlinks and run-time monitoring of the presentation
by a dynamic formatter.

From the implementation experience of MADEUS, we came to the conclusion that the
bottleneck of performance is due to presentation layout. Operations like video decompres-
sion, graphics rendering and color quantization are the main source of temporal deviation
from a planned scenario. This fact shows that treating temporal uncertainty by a self-
adaptative management of temporal synchronization is a central issue.

This work is currently experimented in the Opera project. The goal of this project is to
develop an editorial environment for the construction, manipulation and storage of complex
multimedia documents.
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