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Abstract

This paper illustrates the cooperation between Image Processing and
Computer Graphics. We present a new method to compute realistic 3D
images of buildings or complex objects from a set of real pictures and from
the 3D model of a real scene. We also show how to remove real shadows from
those pictures and how to simulate new lightnings. Our system allows the
generation of synthetic pictures, with a total control over the position of the
camera, over the features of the optical system, and over the solar lightning.
We propose several methods to avoid most of the artefact which would be
produced by a straitiorward application of our approach. At last, we propose
a general scheme to use these pictures in order to design new optical systems

and to test Image Processing algorithms, long before the building of the first
physical prototype.

Résumé

Cet article décrit la complémentarité de ’analyse et de la synthese d’images.
Nous présentons ici un nouveau moyen de synthétiser des images réalistes de
batiments ou d’objets complexes a I'aide d’un jeu de photographies réelles et
d'un modele en trois dimensions du site concerné. Nous montrons également
comment retirer les ombres des images réelles, et comment en rajouter de
nouvelles. Notre systéme permet la production d’images synthétiques avec
un controle total de la position de la caméra, des caractéristiques du systéeme
optique, et de l'éclairage solaire. L’utilisation directe de notre algorithme
produit un certain nombre d’artefacts, et nous proposons plusieurs méthodes
afin déviter la plupart de ceux-ci. Enfin, nous décrivons un schéma général
d’utilisation de ces images pour la conception de systémes optiques et la mise
au point des algorithmes de traitement d’images, bien avant la construction
du premier prototype physique.






1 Introduction

The scientific approach has been centered for a long time upon a loop be-
tween theory and experiments. First, the researcher look at the real world,
and settle a theoretical model that allows him to make some predictions. He
performs experiments and compares the results with the predictions. De-
pending on the difference between the theory and the reality, the researcher
changes the theoretical model or improves it, and goes back to the first step.
But real experiments are often very expensive to perform and many param-
eters are not well mastered. This is why simulation has been raised to a
completely new field in science during those last years. In fact, simulation
have always been part of the scientific approach. Making predictions from a
theoretical model is some kind of simulation, whether those predictions are
hand-made or computed. Because computers become more and more power-
ful each days, the theory-experiment loop turns into a theory-simulation loop,
with sometimes registration to the reality by the way of real experiments.

‘Simulations have been used by Image Processing researchers for a long

time, but simulated images have mainly been produced with two dimensional
" techniques, in order to test two dimensional algorithms. The third dimension
is much more expensive, and only recent progresses in Computer Graphics
allow those kind of simulations.

This is why a cooperation between Computer Graphics and Image Pro-
cessing 1s so fruitful nowadays. Several recent works emphasize this cooper-
ation between analysis and synthesis for solving 3D problems, such as in {7]
for the analysis of shape from motion, or as in [4] for robotic applications.

We present in section 2. a way to use Image Synthesis techniques in order
to simulate realistic pictures. One original point is that our method deals
with the true 3D models of buildings, or of complex objects and not only
with terrain modeling (z = f(z,y)). This approach is close to [3], but allows
to modelize any kind of camera. In short, we start from a 3D model of a real
scene, and a set of real pictures and we solve the hidden surface problems
in order to find the real texture of the objects and to map this texture onto
the 3D model. This allows us to compute any view of the scene, with a
complete hold over the geometrical parameters, as for example the camera
position, or the shape of the objects. We can even simulate a complete movie
with a total control over the trajectory of the camera. We use ray tracing to
compute the synthetic images, so we are able to modelize complex cameras,
or any failure of the optical system. The method we present in this paper
1s very useful to test the image processing algorithms which are used, as for
example, to correct optical failures, or to settle the shape of objects (see [5],
[8]). Comparisons with the initial shapes will prove how effective the image






processing algorithms are.

But sometimes, Image Processing needs more. We present in section 3.
a way to remove the real shadows of the real pictures, and how to compute
synthetic shadows for those pictures. The two techniques can be used at the
same time to produce images with a complete hold on both geometric and
Lightning features. Those images will be very useful to test algorithms dealing
with shadows, for example in order to extract the shapes of the objects from
their shadows [8].

In section 4. we propose a general scheme to use those synthetic images
in order to improve both the synthesis and analysis processes. -

2 Geometric simnulation

Let us focus on the geometric simulation of the scene. We suppose that we
have a three dimensional model of real buildings, and a set of real pictures.
How to get the 3D model is not in the scope of this paper. One can think
of making direct measurement of the buildings or of the objects, or using
the drafts of construction. In our case, 3D models have been built from
stereoscopic views of real scenes (with the TRAPU acquisition system of the
IGN). This is a particularly interesting method for us because those real
pictures are used both for extracting the 3D model and for synthetizing new
images. We possess also the position and the characteristics of the camera
for each pictures. For rendering purpose, the scene was decomposed into
elementary triangles.

2.1 Hidden surfaces for the real images

On a given picture, there are many parts of the scene which remain hidden.
Image Synthesis researchers have classified several types of hidden surface
problems and brought solutions to them (see [10]):

e Clipping: The corresponding technique settles which parts of the ob-
Jects in a scene are in the cone of vision, starting from the camera. The
objects outside this cone cannot be seen on the picture (if we suppose
there is no reflections).

e Back-Face Culling: For closed objects, a single test with the normal
orientation, according to the position of the object and the position
of the viewer allows to discard approximately a half of the surface

elements. Only the front facing elements are potentially visible on the
image.



e Direct Hiding: For a given point of view, a surface may geometrically -
hide another surface. Many solutions have been provided, among them,
the z-buffer algorithm and the ray tracing algorithm.

Because our cameras are well approximated with a conic perspective, we
choose to use a z-buffer algorithm to solve hidden surfaces problems in the
real image space: the front facing elements of the scene can be projected onto
the image plane, where we perform a 2D clipping and solve the hidden sur-
faces problems for each pixel, according to the distance between the camera
and the objects. We build then an Item Buffer that contains, for each pixel
of the picture, a reference to the element visible through this pixel, or 0 if
no elements are visible (introduced in [12]). This item buffer can be used to
compute a synthetic image and this allows us to check the correctness of our
3D model and camera position. The synthetized image and the real picture
must fit exactly. In fact, there is always a slight difference, about the size of
a pixel, which is due to the discrete sampling of the scene. Those aliasing
problems provide artefacts, as we will see later. An important point is that
the computation of the item buffers for the real images can be performed
once for all, as a preprocessing for any further simulations.

2.2 Hidden surfaces for the synthetic images

We want to synthetize any possible view of the real scene, therefore we are
once again obliged to solve the hidden surfaces problems for new points of
views. We can use the same technic as before if we want to modelize a virtual
camera with a conic perspective. But we can also discretize the behavior of
the optical system by the way of ray casting ([11]). For each pixel of the
synthetic image, we cast a ray through that pixel and toward the scene, and
compute the first intersected object. This allows us to deal with any type of
camera, like for example complex CCD cameras. We are also able to modelize
the failures of the optical system when disturbing the rays.

2.3 Mapping of the real texture

We are now able to map the texture of the real picture onto the synthetic
image. For each pixel of the synthetic image, ray tracing settles the first
intersected object and the point of intersection. This point is projected
back onto the real image, and this projection corresponds to non-integer
coordinates into the real picture (see figure 1). The item buffer associated
with the real picture settles if the object, visible at this point, corresponds to
the same object as the one intersected by the ray, in the synthetic image. If it
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Figure 1: Finding the texture in the real pictures for a given point

is the same object, then the texture in the real image is linearly interpolated
and given to the synthetized image. l

For example, ray 2 in figure 1 corresponds to a point of the item buffer,
but the element number of the intersected surface and of the item buffer does
not match, therefore this picture is not used.

The ray tracing process is sometimes very slow, but, as we can see, the
mapping of the real texture is very simple. If we use z-buffer instead of ray
tracing, a real time synthetizer of realistic images can be foreseen. Only the
large amount of memory required to maintain the real pictures and the item
buffers prevent this technic from being directly used for air flight simulation.
To 1lJustrate the method, picture 9 is one of the two original pictures (the
closest to the synthetic view) used to synthetize the new image of figure 10.

2.4 Artefacts produced with this method

Several types of artefacts may appear during this process, we have classified
those artefacts and tried to solve most of them. These are:

¢ No visible surfaces : Because we simulate any view of the real scene,

there are points were no information is available on any of the real
pictures.

e Tangential viewing : A surface might be front viewed on the syn-
thetic image and might be seen tangentially on the real pictures. There-
fore, we have some information about the texture at this point, but this
information is very ‘diluted’. On the synthetic image, the real texture

is ‘stretched’ (ray 3 in figure 1). This can be seen on the sides of the
building of Jussieu, in image 10.

o Aliasing problems : We synthetize a discrete image, so aliasing errors
appear, producing artefacts as “stairs” along the edges of the buildings.



Adaptativ supersampling or distributed ray tracing ([2]) reduce those
artefacts (but are not used in this paper). Unfortunately, aliasing ap-
pears also on the item buffers associated to the real images. For a
frontal surface in the synthetized image, and a tangential view in the
real image, these artefacts will be emphasized.

e Errors of the 3D model : Any slight error of the 3D model leads to
a bad association of the surfaces with the real picture. Some pixels are
wrongly associated to a surface. For example, suppose that we have to
modelize a scene composed with a floor and a building. When simulat-
ing the image, if a ray intersects the floor at a point corresponding to
the limit between the floor and the top of a building on the real picture,
then a slight difference between the item buffer and the real picture,
due to a modeling error or even to an aliasing error, will associate the
color of the roof to this pixel instead of the color of the floor (see ray
1 in figure 1). This will produce a ‘ghost’ edge of the roof on the floor
of the synthetic image.

e Lightning changes : Lightning may change from a real picture to the
other. If we choose to map the texture coming from a real picture to a
given pixel, and the texture coming from another picture to the next,
the difference may appear in the synthetic image.

2.5 Some solutions to those problems

First of all, we equalize the intensity of all the images we use, in order to
lessen the lightning changes between pictures. Then, for each pixel of the
synthetic image, we choose between all the real pictures the most suitable
one. We present here some of the criteria that we use to select the best
picture :

o Priority : We set a priority among the real pictures depending on the
viewing angle. The image with the closest direction of viewing to the
synthetized image will have the highest priority. This will produce less
changes from pixel to pixel, because we use almost always the same
picture, this also lessen the lightning changes. It is a preprocessing for
the whole simulation.

e Orientation : We use the orientation of the surface, in order to avoid
tangential viewing, and select the most frontal view for this surface.

e Neighbourhood : We study the neighbours of the selected pixel in the
real picture. If they all correspond to the same surface as the selected
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pixel one, then there is less chance to perform a false association of the
texture, due to aliasing or geometrical errors.

Those criteria must be weighted depending on the kind of simulation.
They gave us satisfying results, but other criteria may be foreseen. There
are also some cases where the information is lacking. We compute an average
intensity for all the pictures and provide it when no other information is avail-
able. We can also easely compute, with the real pictures and the item buffers,
an average intensity for surface elements, when parts of those elements are
visible, and affect this intensity to hidden parts of those surfaces. )

In general, with several views of the scene (a top view and four side views),
and with supersampling for both the item buffers and the simulated image,
the resulting picture is very satisfying. Unfortunately we had only vertical
views to perform our simulations, and we used the spread angle of the camera
for side views of the buildings. We used also almost no supersampling for
the synthetic images (our synthetic images have about the same resolution as

the original pictures). But nevertheless the result is not too bad (see images

9 and 10).

3 Shadow simulations

We will see in this section how to remove shadows from the real pictures and
how to add new ones. Dealing with this problem may seem very strange,
but many informations about the shape of the objects can be extracted from
their shadows. Taking the same picture of a real scene with exactly the same
geometrical characteristics but with different lightnings may be very difficult
and expensive (think of aerial views for example). Our system allow the test
of many algorithms dealing with shadows, with the possibility to define any
type of solar lightnings, including boreal lightning, and with a total control
on the geometrical characteristics.

3.1 Lightning model

The image synthesis field has proposed a number of increasingly accurate
models for illumination. Figure 2 describes the Phong lightning model which
takes both diffuse and specular aspects into account (see [9]). A more com-
plete equation has been proposed by Kajiya, in [6]. In the present paper, we
used only a direct lightning model. We do not modelize the diffusion of the

light from surfaces to surfaces (figure 3), neither the specular reflection of
light.
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Figure 2: The Phong lightning model
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Figure 3: Radiosity: Diffusion of light from surfaces to surfaces

The use of a radiosity method (see [1}) may lead to more precise results.
We use a much more simple model defined by equation 1 :

Intensity = [a+ b6 - cos(®)] - Albedo (1)
with :

Intensity the isotropic re-emited intensity at a point.
Albedo the albedo of the surface at this point.

a the diffuse energy at this point.

b the intensity of the solar lightning.

6 1s 0 or 1 depending on the visibility from the light souzce.

© the angle between the incident light and the surface normal

We make the crude assumption that the diffuse compound a is constant
for the whole scene. We also suppose that we have no information about
the acquisition, development and digitalization processing of the real picture.
Our goal is not to build a complex lightning model and to extract the physical
intensity and albedo of the surfaces, but to solve the geometrical problems

which appear when simulating lightning for images, and to keep on using real
textures.
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3.2 Finding shadows

As for the visibility, there are several kinds of shadows. First, the back
facing surfaces, with respect to the position of the light source, are in their
own shadow, and are easy to settle. There are also cast shadows, from
object to object. These shadows are settled with ray tracing : for each point
corresponding to a pixel of the real picture, we cast a ray toward the light
source. If this ray is intercepted, then the point is in the shade. We build an
image, that we call the shading buffer, with ‘0’ when the point is entirely
in the shadow, with ‘1’ if there is no object of the model for this point,
and with the cosine between the incident light and the surface normal (§ -
cos(©)) anywhere else (see figure 4). If we do not know at what time the real
photographs were taken, the position of the sun can be directly measured onto
the pictures, with the corner of buildings and the corresponding shadows.
This is possible because we have a precise 3D model of the scene. Picture
12 is a real picture, the image 13 corresponds to the shading buffer of this
picture.

3.3 Removing shadows from real pictures

What we are interested in is to find the albedo of the surface. Because we
know nothing about the development process of the real picture, we can’t
find the physical albedo of those surfaces. Furthermore, we have not the
physical intensity at each pixel, but a grey level I that comes through the
acquisition, development and digitalization processing. Therefore, we look
for a pseudo-albedo A and make the assumption that equation 1 is satisfied.
If we invert this formula: A = I'/(a+b-§-cos(©)). At the end of the process,
we want to have a digital image, that we call the pseudo-albedo image,
with approximately the same range of values than the original picture. We
found the following criterion a satisfying normalization condition.

A = I for all the sunlit horizontal surfaces of the scene



This formula as the advantage to let most of the surfaces of the real
pictures unchanged. If ©1 is the angle between the incident light and the
horizontal plane, we have the relation 2 between a and b.

a+b-cos(O1) =1 (2)

We need a second relation in order to settle coefficients a and &. We get
this relation with a measurement on the real picture. Suppose that we have
an horizontal surface with a constant pseudo-albedo Al. Assume that there
1s a sunny and a shady part for this surface, with respectively the 1nten51ty
Loun and Inadow. We have then :

Ioun = (@ +b.cos(0O1)) - Al (3)
Lihodow = a - Al (4)
Therefore: p
(-l »
1- (Ishadow/]sun)
b= 6
cos(O1) (8)

This model works for many parts of the scene, but unfortunately, there
are parts where the fraction I,hadow/Isun 18 far from being constant. This
i1s due to many different things. First, the acquisition, development and
digitalization processes are logarithmical rather than linear. Second, there
are radiosity effects that locally disturb the value of the coheficient a, and
that we do not modelize. We experimentally settled that those disturbances
appears more often in the shady parts of the scene. We set a different formula
for those surfaces. We will suppose that for the shadow points, the intensity
depends on the albedo according to an independent formula. High albedo
surfaces generaly enhance the local ambient light, and conversely, low albedo
reduce the ambient light (but the reality is much more complicated, because
of geometric factors). We choose to take the linear formula 7 to modelize
this phenomenon, with the same normalization as for the horizontal surfaces
of the scene, (A = Ly ):

I,hadw=u+v-,4 (7)

To summarize the process, we measure two couples of intensity for two
sunny and shady horizontal surfaces, (/,hadowts Loun1) a0d (Lyhadow?, Lsun2) cor-
responding to respectively a high intensity and a low intensity, in order to
set the coefficients a and b of equations 5 and 6, and coefficients u and v of
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equations 8 and 9. Image 14 is the pseudo-albedo image of picture 12.

v = (Ishadowl/lsunl) - (Iahadow2/lsun2) (8)

Ishadowl - Isun?

w = Ishadowl (9)
Isunl - Ishadowl Y

3.4 Adding new shadows on real pictures

The formula 1 and 7 are used to preprocess the real pictures and to transform
them into pseudo-albedo images, respectively for sunny and shady surfaces.
Because we do not simulate radiosity phenomena, only formula 1 will be used
to simulate new lightnings on both sunny and shady surfaces. Dealing with
coefficient a and coheficient b will allow us to change the lightning conditions
of the scene during the simulating process. The geometric position of new
shadows is settled with the same method as for removing shadows. We build
a shadow buffer with ray tracing, with § - cos(®) for each pixels, and we use
formula 1 to compute the simulated image (see figure 5).

In the images that we present in this paper, we use a low a coheficient, in
order to emphasize the new shadows. But we can change those coefficients in
order to produce less sunny days, ranging from the completly diffuse lightning
of the pseudo-albedo image 14, to the sunny evening of the simulated image
15. A second point is that the computation of a synthetic image with the
same coefficients a and b, and with the same position of the sun leads to
almost the same image as the real picture. The slight difference is due to
radiosity effects. This is used as a test for our method.

3.5 Artefacts for shadow simulations

There are several causes for the artefacts in the simulated images:

11
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Figure 6: Filtering the out of range points
e Aliasing errors : We sample the shadow informations with rays,
thus there are traditional aliasing errors. Stairs will appear on the
edges of the simulated shadows of the buildings. Once again, adaptativ
supersampling will help to reduce those artefacts.

e Modeling errors : During the preprocessing of the image, the slight-
est error on the model, or even aliasing errors, will produce differences
between the real picture and the shadow buffer. Therefore, some shady
points are settled to be sunny, and their low intensity is reduced, and
conversely, some sunny points are settled to be shady, and their high
intensity is enhanced. This effect can be seen on the image 14. There
is an overhang of the roof of buildings that have not being modelized.
Thus, the shadows of the edges of those buildings are not correctly
computed, and sunny points are enhanced, and can be seen as little
white vertical segments starting from the roof. We use a very simple
algorithm to reduce those effects. Because the modeling errors make
the algorithm performing exactly the opposite of what it is supposed
to do, the albedo of those points goes out of the range of the normal
spectrum of the histogram. Thus it is easy to find these points and
bring some correction, with a filter (see figure 6).

e Noise, radiosity, ... Once again, we do not modelize radiosity phe-
nomena. This leads to color differences, even on surfaces with a con-
stant albedo. A close look to the simulated images may reveal the
old positions of the shadows. Differences may also appears for partic-
ularly dark places, that are enlightened on the simulated images. As
the intensity of the image is enhanced for those points, the noise of the
image 1s enhanced too, and this difference of noise may also reveal the
previous position of shadows.

Despite of all these artefacts, the synthetized images remain a good first
order approximation of the new lightning of the scene. Supersampling, and

12
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Figure 7: Simulate a new view with a new lightning

the use of radiosity technics, may help to simulate more precise picture (we do
not use supersampling in this paper in order to show artefacts, and radiosity
leads to much more complicated implementations ... ).

3.6 Merging geometric and shadow simulations

In order to simulate any view with any lightning of the scene, we do the
following :

e Preprocessing : for all the real pictures.

1. Compute the item buffer associated to the real picture.

2. Measure the position of the sun and several couples of intensity
3. Compute the shadow buffer associated to the picture.

4. Compute the pseudo-albedo image, and filter this image in order

to remove modeling and aliasing errors.

¢ Processing for all the simulated images, and for all the pixels of those
images :

1. Compute the ray, and the first intersection between the ray and
the 3D model. Send a ray from this point toward the sun.

2. Interpolate the color of the point into one of the pseudo-albedo
image ( whereas we used the real pictures for geometrical simula-
tions in the first section of this paper).

3. Apply function 1 to this point.

Figure 7 summarize this process. Image 11 is a simulated view of a
building, with a simulated lightning.

13



4 The use of realistic simulations

There are many possible uses for those simulated pictures. We present here
a general scheme to design a new optical system, to test it, and to improve
its performances. The previous sections may be considered as an application
of the scheme that we describe now. Other types of modeling and lightning
systems may be foreseen, for other purposes than airplane applications.

4.1 Design of the optical system

When an optical system is designed, many questions are raised, such as :

What will be the performances of this optical system ?

How can I improve those performances ?

Will the customers of this optical system be satisfied with the quality
of the images ? '

Will my image processing algorithms work well with the images that
the optical system will produce ?

And so on ... There is a need to exactly simulate the images that the op-
tical system will take, before starting to build the first prototype. Depending
on the optical system, it is sometimes possible to simulate those images with
2D technics. But in many cases the artefacts are related to three dimensional
geometrical problems. For example let us consider a pushbroom airplane ac-
quisition system. In this system, a line of CCD detectors ‘sweeps’ a given
field along the time. Artefacts appears because of failures of the optical sys-
tem (wrong position of CCD detectors in the focal plane), and also because
of the trajectory errors of the air plane. The artefacts depend on the nature
of the site, and will be different for plane fields, mountains, or city buildings.
Will a shape extracting algorithm work on such an image ?

We start from a set of real images, extract the 3D models of those scenes.
We can then simulate images according to our knowledge of the future opti-
cal system, and use image processing algorithm, for example to extract 3D
models .... If we compare the 3D model coming from real pictures to the
3D model used to simulate pictures, we are able to settle the performances of
our image processing algorithm, a long time before the first real prototype is
built. Such a loop between the simulating system and the analyse algorithm
1s shown in figure 8. We may compare the simulated image to the real images

14
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Figure 8: Loop between Analysis and Synthesis with registration to reality

and settle the performances of the optical system. We are also able to show
the result to the users and improve the design of the optical system.

4.2 Improving the optical system

The simulating system may be used even when the first real prototype is
built. Sometimes, some parameters have to be settled only when the optical
system is working, (focusing, think about the Hubble telescope for example).
Because it provides a direct access to many geometrical parameters, the
simulating system may help to understand what is happening, and how to
set the parameters, in order to produce best pictures.

4.3 Improving the simulating process

With this first prototype, we get real images that may be compared with
simulated images. The differences will come from modeling errors, or un-
foreseen events, and determining where errors occur will be very fruitful : a
phenomenon may have been underestimated or ignored when designing the
optical system, and this information will be very important both for the next
generation of the optical system, and for improving the simulating process.

5 Conclusion

We have presented in this paper a way to simulate realistic images, with
realistic shadows, in order to produce images and to test image processing
algorithms a long time before the first prototype of a new optical system
is built. The lightning model that we use is very basic, but leads to good
results, further work might be to take radiosity into account. Adaptativ su-
persampling may also be used at several level in our simulating system in
order to reduce aliasing artefacts. We hope that computer graphic technics
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will help to design more complex optical systems, and image processing re-
searchers to build more powerful algorithms, dealing with 3D geometry.
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Figure 9: One of the two original real pictures of the University of Jussieu
(the closest to the next simulated image).
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Figure 10: The simulated image of Jussieu. Note that the other buildings,
that have not been modelized, appear ‘flat’.

Figure 11: The simulated image of Jussieu with a synthetic lightning.
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Al

Figure 13: The shadow buffer associated to the picture of Rungis.
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Figure 15: The synthetic view of Rungis with a new lightning.
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