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'ABSTRACT : !

This work deals with the syntax and the semantics of adjective phrases
within the logic programming framework. First, we make some comparisons between
logic-based grammars and generalized phrase structure grammars. The criteria of
comparison we consider are expressive power, extensibility, conciseness and ease
of implementation. Next, we show how gaps can be exXpressed in an elegant way by
gapping grammars, the most powerfull logic-based grammar formalism. As an example,
we show how the various positions of ajdective phrases can be described by gapping
grammars.

The last point of this work is devoted to the semantics of adjective phra-
ses. First, we explain how the process of natural language understanding within
the logic programming framework can be viewed as a rewriting process associated
with simplification procedures. Furthermore, we point out that logic can be used
as the formalism of the parser and that of the component that computes the seman-
tic representation of a sentence as well as the formalism of the semantic repre-
sentation itself and that of the programming language. Finally, we give tools
based on first-order logic augmented by PROLOG calls to represent,adjective
phrases with a degree of precision we think to be relevant and adequate for a
natural language front end. The semantic representation produced can directly

. be evaluated on a knowledge base defined on a limited domain.
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RESUME :

Le document traite de la syntaxe et de la sémantique des syntagmes
adjectivaux dans le cadre de la programmation en logique. Nous montrons
1'intérét de 1l'emploi des grammaires logiques, et en particulier des gapping

‘grammars, par rapport aux GPSG, pour décrire les différents mouvements de

constituants dans une phrase. Nous donnons plusieurs exemples concernant les
syntagmes adjectivaux.

Nous poursuivons en montrant 1'intérét de l'emploi du formalisme de
la programmation en logique_pour définir une sémantique des phrases d'une
langue avec un degré de précision que nous jugeons adéquat pour une interface
langue naturelle. Nous donnons, pour terminer, des outils pour définir la
sémantique des syntagmes adjectivaux. Les représentations sémantiques produites
sont directement évaluables sur une base de connaissances définie sur un domaine
limité,
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INTRODUCT ION. ’ .

Our long term objective is the specification of a friendly
man-machine interface that supports a natural lanquage communication.
Uitimately, we intend to have software that will be ahle to parse and
to understand ordinary conversation on a limited and well defined
subject. Such an interface has to be rohust, helpfull to the user and
transportable. It has also to take into account a large variety of
linquistic phenomena and to deal with them in a way and with a deqree
of precision we think to be adequate and relevant for a natural
lanquane front end.

In this work, we use the formalisms and the tools developed within

the logic proqgramming framework as a conceptual framework for our

system. Logic can be used as the underlying formalism of the parser
and that of the component that computes the semantic representation of
a sentence as well as the formalism of the semantic representation
itself and that of the programming lanquaae. It results from this fact
a greater unifpormity and simplicity of expression. Futhermore, we view
tne natural lanquaqe understanding process as a rewriting process. The
surface sentence is rewritten into a syntactic representation hy a set
of rules. This representation is transformed by a set of rules and
calls to the context into a semantic representation. Finally, the
semantic  representation is evaluated on a knowledge base. The
evaluation process is also a rewriting process associated with
simplification procedures to produce a value or a set of values.



This paper is devoted to the description of the syntax and the
semantics of adjective phrases. In a sentence, adjective phrases may
occupy very various positions without any sinnificant changes in their
meaning. The consequence of this matter of facts is that we need a
formalism that can deal with these various positions in a quite concise
and efficient way. As we explain in the next section, we think that
Gapping Grammars EAhr 843, Dah 8&} are an appropriate formalism to
deal with this ugpect of gyntux, common to many mndifiers.

The second aspect of adjectives we will consider here is the
nature of their semantic representation. Ry semantic representation
computation we mean the process of mappinq a syntactic tree of a well
formed sentence into a certain representation of its meaning. The
semantic representation is produced from an intermediate syntactic
structure. Two separate levels are needed in the semantic
representation computation of a sentence to deal with modifier scoping
and the amhiquities they can introduce. A separate level for the
semantic representation computation makes it easier to treat
constructions that require syntactic manipulations (to deal with, for
instance: coordinations, determiner scoping, the verb "to be ",
etc...), even if it is obvious that syntax and semantics have often to
work together. ‘

In this paper we define a set of tools to build the semantic
representation of adjectives within the logic programming framework.
This semantic representation of a sentence can directly be evaluated on
a knowledqge base defined on a limited domain. Ye think that the use of
a limited domain is not a real restriction since bhumans process and
store limited resources.

In the next section, we introduce logic-based qrammars and focus
on Gapning Grammars (GG). Then, we qive some properties of gaps in Gf
and compare NG to Generalized Phrase Structure Grammars (NPSG).
Finally, we show how adjective phrases can he described by Gf in a
concise and eleqant way. Section ? is devoted to the semantics of
adjective phrases. We first qive a brief overview of the elements of
the database theory we will wuse and then qive tools to represent
adjective phrases.

1_ A LOGIC GRAMMAR T0 DESCRIBE THE SYNTAX OF ADJFCTIVE PHRASES.

1.1 _ different levels of description of a sentence:

‘AAAAA‘AQQAAQAAQA‘“QAAAAAA}AAAAQQAAAGAQAAAAQ'AQAAAAAAAAAOA

To represent th. position of any structure in a sentence, we
distinquish three levels of description:

- The lower level is characterized by a quite larqe set of basic
context free rules, written in a DCG style EFPe Rﬂ}. These rules
are composed of symbols augmented by arquments whose role is to
express syntactic and semantic constraints between two or more
constituants in a sentence. Futhermore, PROLAG calls may appear in
the right hand side of a rule. The left hand side of a rule is only
composed of a non terminal symhol.

N



- The second level is composed of a nuite small set of rules whose
aqgoal is to describe left and right structure extrapositions within a
sentence: topicalizations, interroqgative voice, etec... Linked to
these rules are these of qgaps and trace PFPe 83% {Jac 82} Sag 823.
- The third level is a very small set of meta-rules, augmented by
restrictions of application. Meta-rules express qeneralizations
about the lanquaqge qenerated hy the qgrammar that are not themselves
directly expressible in the latter. The input of a meta-rule is a
rule of the first level descrihed ahove, the output is identical to
the input except in the respect of those items specifically changed
by the meta-rules and possibly chanqes consequent upon those chanqes
!Gaz 82}. But, in_fact, the meta-rules have to be handled with a
areat care pPer ﬂ}}. The finite closure of the qrammar is
quaranteed by the fact that a meta-rule can only be applied once on
a rule. Notice that meta-rules do not operate like transformational
qgrammars since they map rules into rules whereas transformational
qrammars map trees into trees.

1.2_ Gapping Grammars:

AAAAAAAAAAAAAAAAAAAAAAA

We 'will _qive now a brief overview of Gapping Grammars (GG) fﬁbr
84¢, fDah 84}. Gapping Grammarg are a_qgeneralization of the well known
Metamorphosis Grammars (MG) Col 78}, Definite Clause Grammars (DCG)
fFPe 80% and Extraposition Grammars (XG) fFPe 833. A -GG rule allows
one to "indicate where intermediate, unspecified subhstrings can be
skipped, left unanalysed durina one part of the parse and possihly
reordered hy the rule's application for later analysis by other rules"
fAhr 84}. G are defined formally in fbah Rq}. The ieft hand part of
a 0OG rule is composed of a non-terminal symbol followed by any strinng
of non terminal and terminal symbols and qaps. PROLOM calls can also
be wused. The right hand side of a G0 rule is a string of non terminal
and terminal symbols, of naps in any position and PROLOG calls. GG are
a very powerfull formalism that can be used to describe in a very
.elegant and concise way complex natural lanquage sentences as well as
formal lanquages. A Gappinq rule is of the form:

Ay gcqo(a%) oAy %“P(xb) - - ?Q'P(‘x'ﬂ-t) A —9/5

X4 € Wy , XL (4>1) & Vv U Vr , oL é.er.
6= f gap(xi)/ <€ C4nd] |
pe VO UVFUs*
3:37;9?'1’?.?TT.‘E?EEET?.?E?TT?E?i..
A transformatioﬁal “analysis of  moved suhstructures (or

constituents) of a sentence, like wh-questions or topicalized
sentences, can he taken into account here because of the fact that
there is a virtual symhol of an appropriate type in the position of the



extraction site. A missinq constituent X has heen repositioned in the
sentence or simply deleted. In the first case, what is interestinqg to
point out is that the structure of the moved constituent is kept
unchanqed. * Thus, a traditional logic-bhased arammar can be extended to
a qrammar with gaps without needing an additional abhstract derivational
level. This extension is sufficient since in the grammar rules the
left hand side of the rules describes the constituant in its initial
position. Note that OGapping Grammars cannot he treated as a process
for mappinq sentences into anothers since the set of sentences produced
hy moving constituents is unbounded. Gapping rules has rather to be
considered as higher-level rules that describe sentence structures in a
very concise way and that use in a very relevant way some properties of
PROLOG (non determinism on the lenght of nqaps for instance). In
addition, traces can he used to tie a moved constituent to its original
location or to express context-sensitivity in the rules.

Some syntactic properties of the extracted constituent can chanqe
and are determined by the position (or case) of the extraction site.
P. JACOARSON calls this phenomenon stronq connectivity EJac 82%. In
addition, some constraints, such as RNSS' constraints fRos 743, have
also tg be taken into account EfPe 83p. The expression of
modifications of properties and verifications of constraints provides a
way of producing well-formed sentences and only those, even if some
redundancies are not- eliminated (and even_if well formedness in natural
lanquaqe is still an open problem fDnl 8?}). \lithin the framework of
Extraposition CGrammars tFPe 8}} and Gappina fNrammars E}hr 84}, ﬂnah
8&}, strong connectivity can be taken into account by representing
constraints and properties by additional features. These features are
arquments of the symbols of the aqrammar. They can be easily and
powerfully manipulated because of their status of logical variables

Pal 83} and the use of unification. lLogic variahles allow to create
structures with free constituents. These free constituents represent
structures or elements that have not vyet bheen discovered in the
sentence. It is also possible to formulate constraints on these
variables which can percolate in the rules. This results in a qreater
flexibility in building syntactic and semantic structures of a sentence
,&gn% P?"*“it We  thonk, in fact, tHhatthe of 1lnnical variables
ond m@cdhaw Me-bowwoj; the rmagor slinghls qeﬂw.bcfa, x6, 26CSab
82} and GG formalisms. In qapping Grammars, loqical variahles are adbe-
used to represent qgaps themselves. .

1.4_ Logic qrammars and GPSG:

AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

In this section, we make a brief comparison between CPSG °Caz 828
and . logic-based grammars. We think that the most relevant criteria of
comparison between wo formalisms for processinqg natural 1lanquage are
expressive power (or coveraqge), extensibility, conciseness and ease of
implementation (by using, for example, interpretors). Also relevant
here are the qenerality of the formalism (to what extend is the
formalism free of linquistic assumptions ?) and how a linquistic theory
is decomposed (i.4 are specified and at what level,...). We will here

consentr@e. cn GPSE and the Amcdls gemumlé /mm af &%Ljawmm;
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such as CFL, TG, LFG and GPSG are_examined in fPer B}}, and their
coveraqe  for formal lanquaqes in fQos 839,

The central notion in GPSG is node admissibility {paz 82}.
Besides this notion, there are two other important notions:

- cateqories with holes, to describe unbounded dependencies,
associated with derived cateqories and a mechanism to build derived
rules. The derived rules allow the propagation of a hole. Linkinqg
rules contain a cateqory with a hole in their right hand side.

- metarules that build rules from others.

Finally, features are correctly distributed and controlled in rules,
including default assianment by four fundamental principles: the head
feature convention (HFC), the control aqreement principle (CAP), the
foot feature principle (FFP) and the default assignment convention
(DAC) {GazZ 82}. Very interesting and important in size parsers have
heen developed from this formalism with some extensions: {Saq 82}, fﬁho
a2p, fsch AZp.

- The formalism of GP5G, as other qrammar formalisms of the
lexicalist framework, is (1) dependent on some linguistic assumptions
(ex. subcateqorisation: the number of the rule is a feature), (2) "do
not provide a way of producing all the structures interpretable as well
formed sentences and only those" EDal 85p. Derived cateqories raise
also many problems. First, notice that the use of derived cateqories
is not, by itself, problematic. But, the problem is that when
describing a natural lanquaqe, the risk is high to have a proliferation
of derived categories. Anther problem is how '"slash" cateqories are
derived from the basic set of classical cateaories. The derivation, in
Gazdar's work, is presented as a systematic process. But thei process
does not reflect any linquistic reality. There is no compelling reason
for doing things this way. For each derived catenory, we think that
only a subset of the classical cateqories are involved and that they
depend on the cateqory beeing slashed. In addition, as pointed out hy
J. Bear PBea 82}, (1) there exist different "types of holes: in NP
subjects aaps ~do not act as in ohject NP, (2) it has never been made
explicit how features of moved constituents interact with the

rule-deriving machinery.

Next, the extracted node is only visible to the node that
dominates the derived catenory. Thus, the expression of the
consequences due to the movement of a constituent are limited to the
subtree whose root is the node that dominates that derived cateqory.
From these facts, it results that rules with derived cateqories are
difficult to define as soon as the size of the lanquane becomes larqge.
Finally, derived cateqories such as A/B1 B2 ...Bn and rules, such as
fA/R1 "R2- ... X/B1 ... Y/B2 ...} are not allowed. This linits a
cecursive description of moved structures in sentences.

CONTEXT-FREE.

Loaic-hased qrammars are. context-free rules where symbols are
augmented by arquments and where PROLNG calls may appear within the
rules. These qrammars can easily he transformed into a set of PROLOG
clauses since they part of the formalism of PROLOG.




An important feature of logic-based qrammar formalisms {s that
they are ‘independent a priori of any linquistic assumption or theory.
In fact, any linquistic theory can be described and implemented usinqg
the logic-hased qrammar formalisms. In the current 1loqgic-based
grammars we use cateqories (NP, V, N,...) as names of symbols -and
mocphosyntactic features as arquments of the symbols, but, logic-hased
qrammars do not priviledge a priori any cateqory or feature:
hification Grammars Ekay 8%} can bhe implemented within the PROLOG
framework.

In XG and GG, the relation hetween moved constituants and their
original location is directly expressed in rules and are visible from
any other rule. Rules describe how constituents can be moved. The
constituants that do not play any role in these movements are simply
ignored and represented by gaps. Gapping rules show how constituents
can ~he repositioned, under which conditions and with which
morphosyntactic modifications, including the adjunction of words that
act as markers. This results in a more limited quantity of symbols, a
qreater. clarity and conciseness of the qrammar and, as a consequence,

in a qood possibility of extension. In GG, qaps share some fproperties

of essential variables EPer R}}, hut the power of qaps is limited and
controllerd since gaps can stand only for finite strinqgs of terminal
symhols. Gaps are ahbreviated variables and the corresponding rules
without gaps are recursively enumerahle. The use -of qgaps associated
with a PROLOG implementation yields to a computationally tractable
system. In addition, several qaps are allowed within the same rule.

GG allow right as well as 1left extraposition of constituants.
Thus, each rule can be described in the most natural way. In addition,
66 (and XG in a more limited extend) allow to use marker symhols whose
only function is to leave traces of the extraposed constituants. Thus,
a lanquane such as L:( An Bm Cn Dm / n>0,m>Q & can he described fbah
'84} by €L but not hy CP5G. In XG, constraints are formulated on the
respective position of traces and of extraposed constituants ffPe R}}.
Finally, GG can be used to describe free word order lanquagqes.

The 1ast point is implementation. GPSC and logic-bhased qrammars
seem to be of an equivalent ease of implementation. As hoth have heen
implemented in PROLOC, it is possible to compare their efficiency.
Because of the use of qaps, i.e. unspecified strings of symbols, in GG,
we think that GG are less efficient than NPSG hecause of a qreater use
of backtracking they involve. (Notice, however, that efficient
interpretors for Gf are still under study and the preliminary works
seem to he promisinq.) On the other hand, for a qiven subset of a
lanquage, GG need less rules than GPSG.

1.5_Description of adjective phrases by Gapping Grammars:

AAAAAAAAAAAAAMAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

Gapping Grammars appear to he a very suitahle formalism to
describe the position of adjective phrases within a sentence. Vithout
aaps, GG can represent the ordinary attributive and complement
positions of adjective phrased , as _iv the é%ﬂ%o»vb“ﬁ 2Xtwnm p-Uea

D)
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"A very hard working programmer...."

"This 1line is two inches lonq." :

Notice that we .will consider as basic forms hoth the attributive and
complement positions of adjective phrases hecause of the complexity of
the contextual information involved in the transformation of the first
form into the latter. For instance, the sentence:

"The ear splitting sound I listen to ..."

- becomes:

"The sound I listen to that splits the ears ..."

Notice:
(1) the transformation process of the verb in the progressive form
"splitting" into the conjugated form "splits".
(2) the syntactic transformation in number of "ear" which is
rewritten into "ears". The transformation in number of the noun
"ear" implies a very complex interaction with the context that we
are not now ahle to specify.

Adjective phrases can also appear in.less ohvious positions. nG
can repositionned them in the standard attributive or complement
position hy the use of qaps and via some morpholonical adaptations. Ve
now develop several examples that illustrate a quite comprehensive set
of adjective phrases movements. For the clarity of the presentation,
we give here isolated qapping rules, that is the reason why they may
seem a little simplistic and artificial. In a complete parser, they
are expressed in a more structured way. d

The first example illustrates the way comparatives (or
superlatives) can combine with conjunctions. The sentence:
"Peter is taller than John and Mary."
means that:
"Peter is taller than John and Peter is taller than Mary."
The corresponding GG rule is:
NPCOMP  Gap(X) {and} NP-COMP NP -—=> NP-COMP fap(X) fand} SN.
Notice that this rule can he applied recursively if Gap(X) contains
several conjoined NP. The riqghtest NP is processed first because of
the conjunction that is explicitly specified before it. The other
conjoined NP are only separated by a comma.

The next example is the right extraposition of a relative clause.
This ophenomena is not particular to relative clauses composed of an
auxiliary and an adjective, but it remains, nevertheless, relevant to
mention it here: :
"The man that was absent is here."
becomes:
"The man is here that was absent."
The GG rule is:
Det N Rel fap(X) =--> Pet N Gap(X) Rel.

Adjectives can be concerned by topicalization. Consider, for
instance, the sentence:
"He is more found of string quartets than anyhody."
that becomes: :
"Found of string quartets, he is more than . anybody."
The same phenomena exists in french:
"I1 est toujours plus heureux que n'importe qui."

7



becomes: .
"Heureux, il 1l'est toujours plus que n'importe qui.". Notice here the

adjunction of the pronoun "1'" which is a trace for "heureux". In
fact, topicalization is a reinforcement of the meaninqg of the adjective
in the sentence. The expanded version of the previous example is:
"Heureux, il (1') est plus heureux que n'importe qui."

For the example in french, the corresponding GG rule is:

NP V Cap(X) AP [que} --> AP ,} NP Peo(le) V Gap(X) [quq}.

(We do not take into account "n'importe qui" which plays no sianificant .
role here.)

Our last example is the transformation of a sentence in the
affirmative form into an interroqative sentence bheqginning hy "how" +
Adjective. For instance, the affirmative sentence:

"Sheila married yesterday a tall blond haired man."

becomes: ' _

"How tall a blond haired man did Sheila marry yesterday 7"

In this example, there is a left extraposition of an adjective and a NP
and a right extraposition of a VP. Notice also the introduction of the
auxiliary "to do ". The corresponding GG rule is:

NP V(verb aqreement) Gap(X) Det fap(Y) Adj Gap(Z) --=> quest_mark(how)
Adj Det fap(Y) Cap(Z) AUX(to_do,+verb aqreement) NP V(+infinitive form)
Cap(X) f73.

The tense of the affirmative sentence verb is transfered to the
auxiliary "to do". This can be easily realized via the use of
syntactic features. Notice that in the case of the above example
hap(Y) is the empty string.

This latter rule is partly consistent with the contraints
FGUNgJEEJL Bx J. R. Ross PRos 74}. It is consistent with the rule
sbating,  Ahak’  wWhew advarks o wiich ccan pmt;::ﬁfaﬁi&zﬂz7t
pre-adverhbial positions are aquestioned , 4M1,9M14&5naaﬁ. wieliaend
"how", cannot he moved to the front of the sentence alone but only if
the adjective or the adverb is moved with it". This can be explained
by the fact that "how'" is analyzed as deriving from an underlying NP
and that the adjective is dominated by this NP. ‘owever, this example
is not consistent with the A-over-A principle because only a part
("tall") of a larqger adjective phrase ("tall hlond haired") is moved to
the front of the sentence. '

Nther transformations or movements of adjective phrases are better
expresserl  hy meta-cules hecause they can capture more qeneral
transformations. It is the case, for instance, of the transformation
into the passive voice of sentences like:

"This place is now inhabited by men."

that becomes:

"Inhabited hy men s now this place.”

This point is out of the scope of the present paper.

2_ A SEMANTIC REPRESCNTATION OF ADJECTIVE PHRASES.

M o e D P bt i G T W L W D T e e g S o e . = e - e S T - - -

Up to now, few works have been devoted to the representation of
adjectives. Let us mention the works hy: t@er 8}}, fbah 7?}, EFPe 83}



and EHoo 72}. Ye have used these works more or less as a starting
point for our work. In this section, we first give some notions we
need ahout the database theory within the loqgic proqramming framework
and then develop tools to represent ad jective phrases.

2.]__The database theory and loqic programming:

‘AA*AQAAAA‘Q.“Aﬁ“Aﬁﬁﬂ‘&AA“QA‘A‘AQAAAAAA&AQAAQG

In this section, we give a hrief overview of the elements of the
database theory °Gal 938 we will use in the next sections.

‘First, we use a first order lanquane . to express a database in
logical form: this lanquage is composed of constants, variahles,
predicates, functions, quantifiers and the logical connectors.
Futhermore, this language is auqgmented hy two PROLOG predicates:
set_of (x,P(x,...),s) where s is the set of x fop which P(x,...) is
true, and card(s,n) where n is the cardinal of the set s.

Yle use the well known notions of term, llorn clause and well formed
formula (wff). The general form of a llorn clause is:
qQ <{--=plAp2A ... Apn
The two types of Horn clauses we need are:

(1) q <---. .
alx1,x2,...,xn) is a fact if all the xi are constants, ex.:
weight (John, 120). :
If some xi are variables, the clause is then a rule or an inteqrity
constraint, ex.:
nationality(x,french). , »
This clause means that all the people in the datahase are french.

(2) g <—-=pl A p2A ... Apn .

" This clause is an inteqrity constraint or a rule (e.q. a deduction

law: q is true iff pl and p2 and....and pn are true), ex.:
arand_father(x,z) <--- father(x,y) A father(y,z).

1

In addition, we consider the following statements: .

(1) At a qiven moment, the facts and the rules the datahase
contains are finite. The closed worid assumptiaon ERei 7@} states that
facts not known to be-true are false. )

(2) PROLNG belongs to the class of special linear definite
resolution (SLD) [VEm 7@}. A SLD is complete: there is a SLD
resolution proof for any true qgoal. All the possihle solutions for a
given goal to demonstrate are enumerated. K. Clark fﬁla 78} has proved
that : : ,
(a) if an SLD proof procedure terminates without finding a proof for
a given qoal P rithout variables, then the neqation of the qoal is
true.

(b) if P(x) is a qoal with a single variahle x and if the
~corresponding instanciations of x are x1, X2y «se, xn then:

(V x) P(x) <==> x= x1 or x2 Of.....0r xn.

It results that there exists a mappina for non monotonic qoals to
first order formulas. Predicates such as set_of or card (or TYP,
COMP  or COMP_PROP helow) can he mapped into 8 first order formula
Irpe 83}. ' . .




(e) All the properties are (or can he) represented by binary
predicates:
weight (John, 120). : . : g
size(Mary,1.70). . .
european(Anne,1).
{This last example is equivalent to european(Anne).)

2.2_ Representation of adjective phrases:

ARMRAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAANAAAARAAAAAN

We now examine the semantics of adjectives. We first qive some
definitions and tools and then develop some examples.

Definition 1:
A determiner D is monntone increasing if and only if for any common
noun N, for any intransitive verh phrases VIl and VI2, such that the
denotation of VIl is a subset of the denotation of VI2 then:
DNVIL ==>DNVI2 . far 81}, fiob 83].

Determiners such as "most", "every", "some", "a", "many", "several",
"any", "a few" are monotone increasing, but "no" and "any" are not.
For example, if:

D = most, .

N = bieds,

VI1 = miqrate once a year,

VI2 = miqrate

Since "Most birds miqrate once a year" implies "Most birds miqrate",
the determiner "most'" is monotone increasing.

Definition 2:
An adjective ADJ applied to noun N is qualificative if and only if for
any monotnne increasing determiner D , the set of objects denoted by D w
~ ADJ N is a subset of the set denoted hy D N.

Definition 3: )

Mualificative adjectives are related to measurahle or descriptive
properties nouns have. For measurabie properties, the value of the
property is a real and for descriptive properties it is a hoolean.
Example: - ’
size(John,1.75).
european (Anne, 1).

Definitions 2 and 3 are practical tools to decide, in a given context,
of the type of an adjective.

Definition 4:

For a measurahle p.operty all the elements x of a set s ha e, there
exist a typical element (which differs slightly of filoo 78}, fHOb A3}),
noted:
TYP(prop,x,def,val)
where:

pron is the name of the property (weinht, height,...),

x is a variable that represent the objects of the set,

def is the definition of the set, often expressed by the

PROLOG call set_of(x,P,s) where P is a loqical formula {FPe 8}},

%]
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val is a real.

If prop is a measurable property then there exist a projection x1
according to property prop for each element of the set s:
(VxEs) ==>(F x1) prop(x,x1)
"val" is the averaqe of the x1 for all the ohjects of the set s.
Notice that the typical element is not itself an element of the set.

An example of typical element is the height of french men:
TYP(height,x,set_of (x,men(x) AND french(x), s),val)
where val is instanciated to the average height of the french men.

The next predicate we introduce is COMP(prop,sl,s?2,F(x1,m(x2))
where:

sl, s2 are sets of objects (each set is represented by a list),

prop is a measurahle property.

F(x1,m(x2)) is a function where x1 and x? represent respectively the
values, for the property prop, of any element of sl and any element of
82, m-is an arithmetical function and F represents a conjunction of
PROLOG predicates' equal, sup and inf. More formally, COMP is true
iffe
(vx E sl) (v E s2) (Fx1,x2) prop(x,x1)Aprop(y,x2) ==> F(x1,m(x2))
During the evaluation of the 1logical formula that represents a
sentence, F() 1is directly transformed into a part of a PRNLOG clause.

The last predicate is COMP_PROP(propl,prop2,s,f(x1,m(x2)), where:
propl and prop2 are two measurable properties, expressed in the same
unit (ex. meters for heigth and lenqth)
s is a set of objects
F(x1,m(x2)) has the same meaning than above.
COMP_PROP compares the values x1 and x2 of the ohjects x of s for
propertles propl and prop2. COMP PROP is true iff:
(Vx £ s) (Ex1,x2) propl(x,x1)Aprop2(x,x?) ==> F(x1l,m(x2))

In the examples helow, we use x1 and x2 with the definition given here.

We now qive some examples on the way how to represent adjectives.
In our formalism, a sentence is represented by a tree °Dah 795 where:
- nodes are laheled by determiners, with three  branches,
conjunctions, neqations or operators. '
- leaves are labeled by predicates, constants or PROLNGC predicates.
For instance, the sentence:
"Many rivers run through each country."
is represented by:

each
y//;ointry(y) many
x" river(x) to_run_throunh{x,y)
The repreéentation of adjectives we develop.helow can easily be adapted

to other formalisms based on loqic.
In our semantic representation, descriptive ad]ectlves are treated
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as cohjoined predicates EDah 753:
"Most of the european countries" is represented by:

¢
most_of -the
. 1 ‘\~\\‘ o
<~ M
country (x) europesn (x)
The sentence: "This tree is three meters high." is represented by:
this
x tree(x) COMP(high,x,nil,equal(xl,3))
(x1 is defined by high(x,x1))
But, in fact, mnst of the adjectives appear to be implicit
comparatives °Cer 838, All adjectives based on a measurahle property
fall in this class. The surface NP: Det ADJ(+prop) N means that the
value for the property prop for each element of the set of objects
denoted by " Det Adj N " is higher than the value of the corresponding
typical element for all the objects N. Thus, a NP like: "several tall
men" is represented by:
sev?ral
x/ AND»\\ - e
meh (x) AND "

TYP(tall,y,set_of(y,men(y),s),val) COMP(tali,x,nil,sup(x1,val))
Superlatives, as in "the tallest man" are represented as follows:
the

man (x) AN
set_of(y,man(y),s) COMP(tall,x,s,sup(x1,x2))

Notice that superlatives do not apply to the noun they precede but
rather to the part of the NP which is in the scope of the determiner
that precede the superlative [?Pe 1839.

In "The most famous musician that plays the violoncello"

"most famous" refers to the set of musicians that play the violoncello
rather than to the most famous of all the musicians:

12
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N\

s A/u» .

rewsvuan (3¢) AND

to_play(x,cello) AND
—

X

set_@f(y,musician(y)nto_play(y,cello),s) COMP(famous,x,s,sup(x1,x2))

Comparatives can also be described by our formalism:
"the hoxes two times higher than lonqer ..."
is represented hy:

the

A
X AND

/ \h
box(x) COMP_PRTIP(high,1onq,x,sup(x1, 2*x2))

The last arqument of COMP may be a conjunction of predicates:
"Paul is hetween 2 and 3 times richer than John." is cepresented hy:
COMP(rich,Paul,John,sup(xl,?*x?).inf(xl,3*x2))'

The non-qualificative adjective "averaqe" can also he represented
by our formalism. The NP "the averaqe price of a hook" is represented
by: , : '

a

/\
x book(x) the ——0u e
-\\\“

/

val

AND
price;ﬁ?i;::”" \\5\\\\\\\\\

TYP(price,z,set_pF(z,hook(y)ﬂprice_pf(z,y),s),val)

"price” is here considered as a property of a hook. In all the

“constructions of the form: "The averaqe X of Y", X is, in fact, a

property of Y, expressed by a noun. Notice that TYP can he recursive:
it can represent NP -such as "the averaqe X of the averane Y of 7",
Nther constructions, such as "the averane X", where X is not directly
related to a measurable property are more difficult to represent and
depend most of the time on context. However, we think that they can be
described by a conjunction of the predicates described here. For
instarnce, "the uaverage french man" can be represented by the
conjunction: :

(1) of the descriptive properties,

(2) of subtrees AND(TYP,CMP) of the measurablie properties

the average french man has.

Some non-qual. ficative arljectives such as "nervous",
"presidential" applied to some nouns are equivalent to noun complements
or to more complex structures: : .
"the presidential election" is equivalent to "the election of the
president” :

"the nervous system" is equivalent to "the system of the nerves".
"the parallel lines" is equivalent to "the lines whose slopes are
equal”.  The evaluation of this NP implies the construction of the set
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of sets of parallel lines (which are here finite). The first example
is represented by:

the
|
x//;resident(x) the—__ ...
y_ _election_of(y,x)

Finally, adjectives such as '"perfect", "worst", '"ideal" are
aLlly et :
Auperla e’ wtkﬂi’app(g on a AHek o@ propabies. . In fact, each of these

o.ddlvc[&:u Has a az/mcowta,&’oa, That c[x.,'aenwﬁ u{zﬂt& moun the dﬂ%'@

If we assume that to each noun are associated semantic features then we
can define a specific representation of these adjectives for each
semantic class. These representations are expressed in terms of a
conjunction of COMP for some measurable properties and the existence or
the absence of some descriptive properties.

The semantic representation of an adjective phrase is the
conjunction of the partially instanciated representation of the
adjectiyes it is composed of. These representations are stored in a
iexicon. The free constituants are logical variables, i.e. they can be
instanciated later in the semantic representation computation process.
Their instanciations depend mostly on under which form the adjectives
appear within the adjective phrase (superiative, comparative, modified
by an adverb ...) and also on contextual information fsai 85}.

2.3 Represeniation of adverhs in adjective phrases:

AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAANAAANAAAAAAAAAAANAAAN

Some adverhs (such as: very, much more, enouah, at least, ...) can
be used to refine, reinforce or weaken the meaning of an adjective.
‘Most of the time, these adverhs operate as second order predicates on
adjectives. In this pacaqraph, we will briefly show how the formalism
we have developed above can be used as a practical tool to reduce these
second order predicates to first order predicates augmented by PROLOG
predicates. :

First, notice that adverhs are stored in a lexicon with their
semantic representation. This means that the meaning of an adverb may
(1) differ from a suhset of a lanquage to another subset (2) depend on
the semantic features of the NP in which they occur.

The semantics of the kind of adverbs mentioned ahove applied on
adjectives can he expressed in two ways:

(1) by a madificwtion of the function F(). The kind of modification
they involve depends on the adverb. Vle distinquish three types of
modifications:

- adverbs, such as ‘'very", that modify the value of m in
F(x1,m(x2)).

- adverhs, such as "at least", that modify F. For instance, "Paul
is three times richer than  Mary" is represented  hy:
COMP(rich,Paul,Mary,equal(xl, 3*x2)), whereas "Paul is at least 3 times
richer than Mary" is represented by: CONMP(rich,Paul,Mary,sup(x1,3*x2)).
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- finally, adverbs such as '"enounh" imply that complementary
predicates are added to F (Which itself remains unchanged). For
instance, "tall men" denotes the set of men whose height is superior to
the value of the typical element of the height of men, the adjunct of
"enough" restricts this set by adding, for example, the constraint

‘that these men are smaller than two times the value of the typical

element.

(2) by adding subtrees: AND(TYP,COMP) or COMP to the initial tree.
Adverbs such as "enouah" or "very" can be represented in this way. For
instance, "enouah tall men" can he represented by stating that the size
of these men is higher than the averaqe size of men but inferior to the
average size of the tall men. Such a construction can bhe applied
recursively. .

CONCLISION,

In this paper, we have first pointed out the interest of using
logic-based grammars, and, in particular, Cappinqg frammars, to describe
the various positions of moved structures within a sentence. ‘e have
then developed some examples about adjective phrases.

Next, we have described the main 1lines of a formalism for
representing the semantics of adjective phrases within the loqic
programming framework with a deqree of precision we think is adequate.
This formalism is a practical tool an expert in linquistics can use to
describe adjective phrases. :

We think that our work is adaptable to various first order lonical
representations of natural lanquane sentences. ‘e will now extend this
formalism to represent determiners, some adverhs and the neqation and
the interactions hetween them. Thus, we will have a uniform formalism
that will bhe directly computational because of its syntax and semantics
close to PROLOG.
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