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ABSTRACT

In this paper, we describe a rewrite system whose goal is to reorder
the range of the quantifiers introduced by determiners that appear in natural
language sentenées so as to produce a correét formal logical representation
of the meaning of these sentences. The range of the quantifiers is lowered
or risen by these rules. If a sentence is ambiguous, then the rules allow
to generate all the relevant configurations of gquantifiers. Next, we explain
how a paraphrase of the quantifiers-and of their range is built so as to

enable the user to say ifthe understanding (and eventually which one) is correct.

RESUME

Dans ce document, nous décrivons un sujet de réécriture dont le propos
est de réordonner ie rahg des quantificateurs introduits par les déterminants
qui apparaissent dans des phrases en langue naturelle de fagon & produire une
représentation formelle correcte de ées phrases. Le rang des quantificateurs
est élevé ou abaissé par ces régles. Si une phrase est ambigﬁé, alors ces régles
permettent de produire toutes les lectures possibles de cette phrase. Enfin,
nous expliquons éomment nous produisons une paraphrase du rang des quantifi-
cateurs de fagon & ce que l'utilisateur puisse confirmer ou infirmer la(les)

compréhension(s) du systéme.
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1_ INTRODUCTION .
Our long term 'goal is to build an efficient and friendly
intérface between a man and a specialized computer, such as a text

editor, an interactive query system, an electronic mail, ... We

‘call this interface a user assistant. Its role is to be an expert

of the functions of the application to which it is cénnected and to
provide a friendly and helpful environﬁent to people’ who wish to
use the application. _ The wuser assisiént is composed. éf a
linquistic component, a user guidance module and an interpreter‘ of
the user's request. - An overall description of this interface has
been given in St_dizier 1983. In this paper, we will examine some
aspécts oflthe linguistic component.

The linguistic component .of our interface is composed of a
lexicon (apblication dependenf), a set of morphological rules
(application independant) that generate the different forms of
verbs, nouns and adjectives and a set of rules that describe the
different structures of french sentences and how to build a formal
representation of what has been parsed. The result 6f the parsing
process is a first order logical formula. In - addition, this
logical formula includes typed variables (as in Dahl 77) and a few
modal operators have been added in order to represent the
expression of time (Moore 81). This formal representation is quite
similar to Sandewall 71, Colmerauer 77 and Dahl 77. For instance,
the sentence: -

"This caf'belongs to a doctor." is represented by:

this(x);a(y),car(x).doctor(y).tq_belonq_to(x,y)

The rules that describe the structures of french can be applied

forward for analysis and backward for natural lanquage generation.
.In this paper,"starting from Colmerauer's and Pique's

approach, wé first examine the problém éf the hierarchy of the

quantifiers introduced by determiners. We present a set of rewrite



rules whose goal is to reorder the quantifiers in order to produce
a correct formal representation of a natural language sentence. If

the sentence is ambiguous, then all the relevant configurations are

produced. Next, we show how to build a paraphrase of what the

system has understood, and, in case of ambiguity, how we enable the
user to choose the correct representation. The study of
paraphrasing is, in this paper, iimited to quantifier parsphrasing.
Work is in pfogress to formalise and to build a context-independant
paraphraser and will be published soon.

2__ THE BACKGROUND OF OUR WORK .

The starting point of our work are the hypotheses formulated
by Colmerauer (79) and their revision by Pique (81), which we
recall here:

Hypothesis 1 :

The quantifier'introduced by the article of a verb subject governs
quantifiers kintroduced by the complements closely linked to this
verb if there are any. However, if the subject article is "un"
(a),that of one of the complements is "chaqueﬁ "chacun des" (every,
each) and .there is a éonstraint of oneness on the verb argument
quantified by the subject, the quantifiers introduced by the verb

complements'govern those introduced by the subject.

Hypothesis 2 :

In a construction including a noun complement, the quantifier
introduced by the complement's article governs that of the common

noun except if:

- The article of the complement is indefinite, and the article

-
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of the common noun is "tout", "chaque", "aucun" (every, each, all,
no).

- The»artigle of the complement is in the plural. It is then
replaced by “"quelque" (some);

- The article of the common noun is in the plural and the
property attached to the bomplement is exclusive on the argument

introduced by the common noun.

In these cases it governs the formula attached to the common noun.

Hypothesis 3 :

(a) When a verb has two complements, quaﬁtification is in the
reverse order to that of appearance.
(b) When a noun has sevefal complements, quantification is made by
applying hypothesis 2 in the inverse apparition order. |

These hypotheses enables us to represent formally a large
anber’ of natural languagg sentences.  However, it turns out that
in some cases these hypotheses fail as in: |
(1) "One of the material that every engine is composed of is made

of gold."

"in this sentence, the quantification "“every" introduced in the

relative clause governslthg quant ification introduced by '"one of
tﬁe"-

(2) "All the workers have not a lot of free hours."

The queﬁtification introduced by "all" governs the other
quantification of the sentence. The negation refers to the
quantification introduced by "a lot of".

Futhermore, these hypotheses have the inconvenient to



introduce a choice in the reordering of the quantifiers. This
choice is correct in many cases but it fails in some others (Sqe
Pique 8l). We think that many natural language sentences are
ambiguous from the point of view of the range of the quantifiers,
yand that | it is necessary to produce all the relevant
interpretations. For example, if you say:r

(3) "All the student have not solved a problem."

you may mean:

(3a) "All the students have not solved a problem, may be a
different one for some students."

(3b) "No problem has been éolved'by any student."

(3c) "One problem, the same for all the students has not been
solved,"

In this paper, we propose a set of rewrite rules that can
generate all the relevant interpretations of a natural language
sentence from the quantifiers range point of view. The correct
interpretation can be either selected by the user via a paraphrased

produced by the interface or deduced from contextual information.

2_ A SET OF REWRITE RULES .

Our startiné point is a left to right reading of an jnput
sentence. A formal representation of the sentence is produced
where the quantifiérs introduced by the determiners appear in the
determiners reading order. Then, a set of rewrite rules are
applied in order to modify the order of the quantifiers so as to
get a correct formal representation.

First, all the determiners and the negations that appear in a

surface sentence are indexed according to their order of

~
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appearance. If in a sentence there are the determiners: the ... 8

y :
+++ 8ll_the..., these determiners are indexed: thel a2 all_the3.

Next, we ~substitute each determiner by an - appropriate
quantifier. Taking into account the specificities of our problem,
interfacing computer applications in natural language, we

distinguish four quantifiers: D, E, Q and U.

All the determiners belongs to one of these four sets:

D = {every, each } .

E = {a, one, some, many, none, most, almost, few, who, whom,'....}
Q= ,{a lot of, a little, a few, «... }

U= {the (plural), all the, all , no, ced }

A range indicator then results in the substitution of a

determiner by the quantifier it introduces. For instance, sentence

(1) is composed of the fellowing determiners:

one_of _thel every2
the range indicator ists El1 D2
Finally, a set of rewrite rules is applied on the range
indicator. The goal of tﬁese rules is to generate all the relevant
configurgtioné of quantifiers from the initial range indicator.
The range of the quantifiers is lowered or risen by these rules.
Let's note that in these rules there are no syntactic constraints.
Let n, m, p be thpee'inteqer such as n < m <.p, then we. have

the following rewrite rules:



R1 Unh Em «===> Em Un

R'l: Uh Em ==<=> Um En

R2 : En Dm --{-) Dm En

R3 : Gn Un =-===> Um Qn

R4 : En Um --==> Um En

R5 ¢ Dn Em ==-=> Em Dn if the property attached to the noun
introduced by Dn is not exclusive on the noun
introduced by Em.

and with the negation : |

R6 : NOTn Xm -<==> Xm NOTn

X =D, £ or U.

R7 : Un NOTm ----> NOTm“someh o

R8

Dn NOTm Ep <-===> Dp En NOTm

These rules are applied from left to right on the range
indicator wuntil no more rule is applicable. When the negation is
in the last position after the application of the rules, its scope
is the verb.to which it is linked. When the negation is not in the
last position, it embraces in its scope all the quantifiers whose

position is on its right.

4__ CONJUNCTIONS PROCESSING :

When there are conjunctions in a sentence, we introduce
brackets in the rénge indicator. Between brackets are all the
elements tied by a given a conjunction. The brackets are indexed
as if they were a single quantifier and & local index is assigned
to each quantifier included in the brackets. For example, the

range indicator of: : e

A
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(4) "All the teachers and some students have a micro computer."

is (Ul E2 )1 E2 .

When the rewrite rules are applied, the quantifiers included
between the brackets are tﬁen considered as a single quantifier
determined as follows:

t X1 «..eeve Xn)j is equivalent to Yj; the value of Yj is @

X if all the Xk are the same quantifier,

D if there exist Xk D

U if there exist Xk

u,
£ otherwise.
5_ EXAMPLES .

We will now examine some examples that will illustrate the
application of the rdles:
(5) "One worker collects all the magnetic tapes."
The rpange indicator is: El U2 rule ﬁa is applicable, the,raﬁqe
indicator is rewritten into U2‘El, then, no more rule is applicable
and the final represedtation is:
(5a) all the(x),one(y),magnetic_tape(x).worker(y).to_collect(y,x)
(6) "Every étatue wears a ornamént."
The range indicator is D1 E2 3 rule R5 is not applicable because
"to wear" introduces a unicity constraint: an ornament can be’worn
by only one statue. This information can be stored, for instance,
in the lexicon. The-Finai representation is:
(6a) Every(x),an(y),statue(x).ornament(y).to_wear(x,y)
(7) "Peter invited all the lovers of a musical instrument."
The.range indicator is : Ul E2 § rule Rl and R'1l are applicable:

(7a) a(x),all_the(y),



musical_instrument(x).to_be_a_lover_of(y,x).to_invite(Peter,y)
(7b) all_the(y),a(x),
musical_instrument(x).to_be_a_lover_of(y,x).to_invite(Peter,y)
As Pique (8l) says, we prefer (7b) because wé think that the
sentence intends to mean that Peter is planning some musical party,
for which several musical instruments are needed. .
(8) "A lot of people have invited all my neighbours and some
friends."
The range indicator is: Q1 ( Ul E2 )2 , (Ul E2) is equivalent to U
and then R3 is applicable:
all_my(x),some(y),a_lot_of(z),
neighbours(x) .friends(y).people(z).to_invite(z,x).to_invite(z,y)
If we consider now:
(3) "All the students have not solved a problem."
The range indicator is: Ul NOT2 E3, the three interpretations are
producéd:
* agpplication of R6 and R1 ¢ E3 Ul NOT2 (cf. interpretation 3a)
* application of R7 : NOT2 somel E3 (cf. interpretation 3b)
* application of R6 and R'l : Ul E3 NOT2 (cf. interpretation 3c).
6_ QUESTIONS .

The rewrite rules enables us to take into account the fact
that questions like:
(10) "Wwho is looking after each gate?"
call for multiple answers: |
"Who" is an element of the class denoted by the quantifier E; the
range indicator is El D2, rule R2 is applicable:

(9a) each(x), who(y), gate(x).man(y).to_look_after(y,x)
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The variable introduced by "each" governs the variable introduced
by the questionning item. (9a) can be paraphrased:
(9'a) For each Xy find the vy for which

car(x).man(y).to_look_after(y,x) is true.

7_ PARAPHRASING .

In  an interface that supports’ a natural language
communication, a paraphraser can be used to ensure that the system
has correctly understood .the user. If the input sentence (a
request, a query, an instruction, ...) is not parsed correctly, the
error can be caught before a possible action is activated.
Futhermore,‘fhe user is assured the answer he receives is the
answer to the question asked. The idea of using a paraphraser is
not new, other systéms‘ have used canned templates to form
paraphrases tWaltz 78, Codd 78), or a transformational grammar
(CO-0OP system, Kathleen R. McKeawn, 79). Thése systems are able to
generate paraphrases of questions whose form differ in a meaningful
way from that of the original question.

The paraphraser provides the only way of error-checking for a
casual user. It is possible to have the intermediate results
printed; in'which, for instance, we can find the .parser’s output.

But the casual user is not able to understand these results.

"~ That's why the paraphraser has to respond in natural language. A

.

paraphrase must clarify the system's interpretation of an ambiguous
sentence without introducing additional ambiguity. This sometimes
results in an inelegant natural language expression.

In our system, the elements of the sentence are divided into
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two classes: the presuppositions and the assertions. The role of
the presuppositions in the paraphrase is to indicate to the user
which underlying knowledge he uses when he makes an assertion.

8_ THE FORMULATION OF THE PARAPHRASE .

The paraphraser has been designed to be context—indépendent
and thus, a' change in the interfaced application requires no
changes in the paraphraser. The input of the paraphraser is the
formal pepgesentation produced by the parser (St_dizier 83). At
the present time, contextual information is very limited sinée no
running con?extual database is used.

The first part of the paraphrase is composed of the string:
"Assuming that there are ...."
followed by the expression in quasi-natural language of the typed
variables the formal representation of the input éentehce contains.
It ends by : " essssin our current world."

The second part of the paraphrase is composed of the remaining
of the formal representation, i.e.:

- the expression of the quantifiers and that of their range,

- the assertions, represented by the verb predicates,

- the additional information linked to the typed variables and
to the assertions, represented b; predicates of adjectives and
adverbs.

This second part of the paraphrase begins by " you mean that ..."
if it is an affirmativé sentence and by "you want to know .;" if it
is a quer;. In this paper, we will only explain the incidence of
quantifier paraphrasing én the whole paraphrase. Ve will first

give two examples:
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(10) "Every statue wears a nice ornament." is paraphrésed:

"Assuming that there are statues and ornaments in our current

world,

you mean that for eacﬁ statue there is an ornament such as[;(a) the
statue wears the ornament and (b) the ornament is nice.]"

The second part of the paraphrase is multiple if the input sentence
is ambiguous:

(3) "All the students have not solved a problem."

is paraphrased:

"Assuming that there are students and problems in our current
world,

You mean that:

(a) There is a problem, for all the students such as [the students
have not solved it]/

(b) For all the students, there are noAproblem such as [a student
has solved itJ/

(c) For each student, there is a problem such as [a student has not

solved itJ»."

To formulate a paraphrase, each quantifier D,vE, Q and U is
réplaced by an appropriate string of words. Roughly speaking, we
can say that:

E is replaced by: "there is a", "there are some" (depending on the

determiner they. introduce), or by "tﬁe" if the sentenée is a query,

D is replaced by: (l) "for each" if it is not in the scope of an E
(2) "for all" if it is in the scopé of an E. |

§ is replaced by : "There is a little, a 1ot of eeuod®
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U is replaced by: (1) "for each" if it is not in the scope of an E
(2) "for all"™ if it is in the scope of an E.

If elements of E are in the scope of a negation, they are

transformed by the equivalence NOT:E <==> U NOT except for the last

E that is paraephrased by "There is no ..."

We will now explain how the last section of the paraphrase,
written here between square-brackets, is built. First, some
transformations are done on the original formal representation of
the sentence:

&Ll The original determiners are replaced by "a" or "the",
depending on how the original words they introduce are quantified
and if the input sentence is an affirmative or a query.

Sgl Next, the formal representation is divided‘into substructures:

(a) The main verb,.its subject and object(s) (if there are
some),

(b) The clauses linked to the subject, to the objects and the
additional information linked to the verb (adverbs, ...). These
clauses describe some particular aspects of the request or of the
guestion. Tﬁere are as many substructures as there exist different
clauses. Sometimes, some transformations are applied to a
substructure in order to Qet a complete natural language sentence
(for  instance: noun_predicate(x) adjective predicate(x) ==-==>
noun_predicate(x) adjective_ppedicate(y) to_be(x,y) ) |
For instance (11) "Every high statue wears a nice ornament." is
represented by: |
Every(x),an(y),statue(x).higﬁ(x).ornament(y).nice(y).tq_year(x,y)

This representation is divided into three substructures:
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(11a) The(x),the(y),statqe(;).ornament(y).tq_wear(x,y)

(11b) the(x),stgtue(x).high(y).tq_be(x,yX

(1lc) tﬁe(x),orﬁqment(x).niqe(y).tq_be(x,y)

ﬁzl_ Fihgyly, the barsing rules  are appiied backward on each
Subsfruétﬁre,.aﬁd natural language sentences are produced:

(11'a) The statue wears the ornament.
(11'b) The statue is high.

(11'c) The ornament is nice.

In order to get a more elegant peraphrase, some transformations can
be applied té these sentences. For instance, when only one noun is
quantified by "there is a ..." it can be replaced by "it".

In more complex senfences, additional transformations are
~ needed, such as (for french): subject-verb inversion,
suffix-hopping, "has" and wh-questionning item deletion. But these
transformations»are out of the subject of this paper. Paraphrases
are. also. usedz'in our system to enable the user to confirm the

resolutions of anaphoras.

" 9_ CONCLUSION .

In this paper, we have described a set of rewrite rules whose
goal is ﬁo_:reordér quantifiers introduced by the determiners of
natural languagé sentences. We have shown that when a sentence is
ambiguous, all the relevant configurations of the quantifiers are
produced. - Finally, we have deécribed briefly how paraphrases are
built in order to enable the user to say which~intérpretétion is
correct. This job has been_imblemented in PROLbG and the interface

is connected to a text editor and to an bpplication, called CIGARE,
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whose role is to help people in scheduling meetings.

However, additional basic research remeins to be done in the
field of time and events représentation. A lot of job also remains
to be dohé to formalise and to build an efficient context~dependent

paraphraser.
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