
�>���G �A�/�, �B�M�`�B���@�y�y�y�3�j�N�8�8

�?�i�i�T�b�,�f�f�?���H�X�B�M�`�B���X�7�`�f�B�M�`�B���@�y�y�y�3�j�N�8�8�p�k

�a�m�#�K�B�i�i�2�/ �Q�M �d �C�m�H �k�y�y�e

�>���G �B�b �� �K�m�H�i�B�@�/�B�b�+�B�T�H�B�M���`�v �Q�T�2�M ���+�+�2�b�b
���`�+�?�B�p�2 �7�Q�` �i�?�2 �/�2�T�Q�b�B�i ���M�/ �/�B�b�b�2�K�B�M���i�B�Q�M �Q�7 �b�+�B�@
�2�M�i�B�}�+ �`�2�b�2���`�+�? �/�Q�+�m�K�2�M�i�b�- �r�?�2�i�?�2�` �i�?�2�v ���`�2 �T�m�#�@
�H�B�b�?�2�/ �Q�` �M�Q�i�X �h�?�2 �/�Q�+�m�K�2�M�i�b �K���v �+�Q�K�2 �7�`�Q�K
�i�2���+�?�B�M�; ���M�/ �`�2�b�2���`�+�? �B�M�b�i�B�i�m�i�B�Q�M�b �B�M �6�`���M�+�2 �Q�`
���#�`�Q���/�- �Q�` �7�`�Q�K �T�m�#�H�B�+ �Q�` �T�`�B�p���i�2 �`�2�b�2���`�+�? �+�2�M�i�2�`�b�X

�G�ö���`�+�?�B�p�2 �Q�m�p�2�`�i�2 �T�H�m�`�B�/�B�b�+�B�T�H�B�M���B�`�2�>���G�- �2�b�i
�/�2�b�i�B�M�û�2 ���m �/�û�T�¬�i �2�i �¨ �H�� �/�B�z�m�b�B�Q�M �/�2 �/�Q�+�m�K�2�M�i�b
�b�+�B�2�M�i�B�}�[�m�2�b �/�2 �M�B�p�2���m �`�2�+�?�2�`�+�?�2�- �T�m�#�H�B�û�b �Q�m �M�Q�M�-
�û�K���M���M�i �/�2�b �û�i���#�H�B�b�b�2�K�2�M�i�b �/�ö�2�M�b�2�B�;�M�2�K�2�M�i �2�i �/�2
�`�2�+�?�2�`�+�?�2 �7�`���M�Ï���B�b �Q�m �û�i�`���M�;�2�`�b�- �/�2�b �H���#�Q�`���i�Q�B�`�2�b
�T�m�#�H�B�+�b �Q�m �T�`�B�p�û�b�X

�s�*�S�@�B �, �2�s�T�H�B�+�B�i �*�Q�M�i�`�Q�H �S�`�Q�i�Q�+�Q�H �7�Q�` �?�2�i�2�`�Q�;�2�M�2�Q�m�b
�B�M�i�2�`�@�M�2�i�r�Q�`�F�B�M�; �Q�7 �?�B�;�?�@�b�T�2�2�/ �M�2�i�r�Q�`�F�b

�.�B�M�Q �J���`�i�Q�M �G�Q�T�2�x �S���+�?�2�+�Q�- �*�Q�M�;�@�.�m�+ �S�?���K�- �G���m�`�2�M�i �G�2�7���p�`�2

�h�Q �+�B�i�2 �i�?�B�b �p�2�`�b�B�Q�M�,

�.�B�M�Q �J���`�i�Q�M �G�Q�T�2�x �S���+�?�2�+�Q�- �*�Q�M�;�@�.�m�+ �S�?���K�- �G���m�`�2�M�i �G�2�7���p�`�2�X �s�*�S�@�B �, �2�s�T�H�B�+�B�i �*�Q�M�i�`�Q�H �S�`�Q�i�Q�+�Q�H �7�Q�`
�?�2�i�2�`�Q�;�2�M�2�Q�m�b �B�M�i�2�`�@�M�2�i�r�Q�`�F�B�M�; �Q�7 �?�B�;�?�@�b�T�2�2�/ �M�2�i�r�Q�`�F�b�X �(�_�2�b�2���`�+�? �_�2�T�Q�`�i�) �_�_�@�8�N�9�e�- �G�A�S �_�_�@�k�y�y�e�@�k�9�-
�A�L�_�A���- �G�A�S�X �k�y�y�e�X ���B�M�`�B���@�y�y�y�3�j�N�8�8�p�k��

https://hal.inria.fr/inria-00083955v2
https://hal.archives-ouvertes.fr


IS
S

N
 0

24
9-

63
99

appor t  


de recherche 


Thème NUM

INSTITUT NATIONAL DE RECHERCHEEN INFORMATIQUE ET EN AUTOMATIQUE

XCP-i : eXplicit Control Protocolfor heterogeneous
inter-networking of high-speednetworks

D. M. Lopez-Pacheco — CongducPham — LaurentLefèvre

N° 5946

Juin2006





UnitéderechercheINRIA Rhône-Alpes
655,avenuedel'Europe,38334MontbonnotSaintIsmier(France)

Téléphone: +334 76615200Ð Télécopie+334 76615252

X CP-i : eXplicit Con trol Proto col for heterogeneous
in ter-net working of high-sp eed net works

D. M. Lopez-Pacheco¤ , Congduc Pham y , Laurent Lefµevre z

ThµemeNUM | Systµemesnum¶eriques
Projet RESO

Rapport de recherche n
�

5946 | Juin 2006| 19 pages

Abstract: XCP is a transport protocol that usesthe assistanceof specializedrouters
to accurately determine the sender'scongestionwindow size. However, XCP requires
the collaboration of all the routers on the data path which is almost impossibleto
achieve in an incremental deployment scenarioof XCP. It hasbeenshown that XCP
behavesworsethan TCP in the presenceof non-XCP routers, limiting dramatically
the bene¯t of having XCP running in some parts of the network. In this paper,
we addressthis problem and proposeXCP-i which is operable on an internetwork
consisting of XCP routers and traditional IP routers without loosing the bene¯t of
the XCP control laws. The simulation results on a number of topologiesthat re°ect
the various scenarioof incremental deployment on the Internet show that although
XCP-i performancesdepend on available bandwidth estimation accuracy, XCP-i still
outperforms TCP on high-speedlinks.

Key-w ords: TCP, XCP, non-XCP router, non-XCP cloud, XCP virtual router

This text is also available as a research report of the Laboratoire de l'Informatique du Paral-
l¶elisme http://www.ens-lyon.fr/LIP .

¤ INRIA RESO/LIP , France dmlopezp@ens-lyon.fr
y LIUPP A, Univ ersity of Pau, France Congduc.Pham@univ-pau.fr
z INRIA RESO/LIP , France Laurent.Lefevre@inria.fr



X CP-i : Stra t¶egies d'ordonna ncement ma³̂tre-escla ve
sur pla teformes h¶et¶erogµenes

R¶esum¶e : XCP est un protocole de transport qui utilise l'assistancedes routeurs
pour calculer la taille optimale de la fen̂etre de congestionde l'¶emetteur. Cepen-
dant, XCP n¶ecessitela collaboration de tous les routeurs tout le long du chemin de
la source vers le r¶ecepteur, ce qui est pratiquement impossible µa r¶ealiser dans un
sc¶enario de d¶eploiement r¶eel. De plus, il a ¶et¶e montr ¶e que la pr¶esencede routeurs
non XCP entre la sourceet le r¶ecepteur d¶egradait tr µes fortement les performances
de XCP qui pouvait dans ce cas être moins e±cace que TCP. Cette forte d¶epen-
dance de XCP en des routeurs sp¶ecialis¶es limite consid¶erablement l'in t¶er̂et de son
deploiement. Nousproposonsdanscet article une extensionde XCP, appel¶eeXCP-i,
qui permet d'in terconnecter des nuagesXCP avec des nuagesnon XCP, ceux con-
stitu ¶es de routeurs IP traditionnels, sans perdre le b¶en¶e¯ce du contr ôle pr¶ecis de
XCP. Les r¶esultats de simulation sur des topologiescorrespondant typiquement µa
dessc¶enariosde d¶eploiement incr¶emental montrent que les performancesde XCP-i,
même si elles sont d¶ependantes de la pr¶ecision des estimations de bande passante
disponible, sont bien sup¶erieuresµa ceux de TCP sur des liens µa haut-d¶ebit.

Mots-cl ¶es : TCP, XCP, routeur non-XCP, nuagenon-XCP, routeur virtuel XCP



XCP-i: XCP for heterogeneous inter-networking 3

1 I ntro duction

In the Internet world, and by extension in all IP-basednetworks, the TCP protocol
originally de¯ned in RFC 793 is the main protocol in charge of the di±cult task
of providing reliabilit y and fair sharing of the bandwidth to end-users. Since the
congestioncollapseobserved by V. Jacobsonin 1986and the well-known slow-start
and congestionavoidancealgorithms proposedin 1988[Jac88], the networking com-
munit y has proposedmany enhancements and optimizations to the original propo-
sition in order to make TCP more e±cient in a large variety of network conditions
(to better react to congestions)and technologies[BAD00, HM01] such as wireless
links [Wea02, GM04], satellite and asymmetric links. On high-speednetworks where
the link capabilities can be in the order of several gigabits/s (usually referred to as
high bandwidth-delay product networks) TCP need to be tuned to the new net-
working conditions (socket bu®er size, maximum congestionwindow size,.. . ) but
remains limited by the slow increaseof the congestionwindow during the congestion
avoidance phase. On these high bandwidth-delay product networks, a number of
new propositions have beenmade [Flo03, JWL04, KHR02, XHR04, KBR05] which
mainly consist in adding more e±cient mechanismsfor acquiring bandwidth faster.
For example,HSTCP [Flo03] modi¯es the standard TCP responsefunction to both
faster acquire the available bandwidth and to faster recover from packet lossesin the
network. The main drawback of such a behavior is that fairnessbetweenTCP and
HSTCP °ows, and even between HSTCP °ows, is a®ectedsince HSTCP is much
slower to give back bandwidth. FAST TCP [JWL04] is basically a modi¯cation
of TCP Vegaswhich usesthe round-trip time variation to predict congestionin the
network. FAST TCP shows very good performancesbut su®ersfrom non-congestion
baseddelay variations such as rerouting. While TCP, HSTCP and FAST TCP can
be classi¯ed as end-to-end solutions, XCP [KHR02] is a router-assisted approach
that use the assistanceof routers to more accurately signal congestionin the net-
work and to compute the optimal congestionwindow sizeto be applied at the source.
Therefore, XCP shows very stable behavior but is also able to get bandwidth very
fast thus maximizing the utilization of high-speed links, while preserving fairness
among XCP °ows.

XCP is therefore a promising approach on very high-speed networks and sev-
eral studies have analytically shown the performancesof XCP [LAW05], proposed
enhancements to XCP for making it more robust to packet losseson the reverse
path [LPP05] and performed extensive experimental measureson a UNIX-based
implementation [ZH05]. In most of these studies, the problem of incremental de-
ployment of XCP has been discussedas XCP requires the collaboration of all the
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4 D. L¶opez , C. Pham , L. Lefµevre

routers on the data path. It has been shown that XCP behaves badly, worse than
TCP, in the presenceof non-XCP routers thus limiting dramatically the bene¯t of
having XCP running in someparts of the network. In this paper, we addressthis
problem and proposeenhancements to XCP to make it operableon an internetwork
consisting of XCP routers and traditional IP routers without loosing the bene¯t of
the XCP control laws which allow the congestionwindow to jump directly to the
optimal size. The simulation results on a number of topologiesthat re°ect the vari-
ous scenarioof incremental deployment on the Internet show that our modi¯cations
are e±cient while keepingthe core of the XCP control laws unchanged.

The paper is organized as follows. Section 2 reviews the XCP protocol and
presents the problem of XCP's sensitivity to non-XCP routers. Section 3 presents
the designobjectivesand the mechanismswe proposefor detecting non-XCP clouds
and take into account the non-XCP resources.Section4 showsthe simulation results.
Section 5 discussessomelimitations and the open issueswhile section 6 concludes
our article.

2 The X CP proto col

2.1 General description

XCP [KHR02] (eXplicit Control Protocol) usesrouter-assistanceto accurately in-
form the senderof the congestionconditions found in the network. In XCP, data
packets carry a congestionheader,¯lled in by the source,that contains the sender's
current congestionwindow size (H_cwnd̄ eld), the estimated RTT and a feedback
¯eld H_feedback. The H_feedback ¯eld is the only one which could be modi¯ed
at every hop (XCP router) based on the value of the two previous ¯elds. Basi-
cally, the H_feedback ¯eld which can take positive or negative values represents
the amount by which the sender'scongestionwindow sizeis increasedor decreased.
On reception of data packets, the receiver copiesthe congestionheader (which has
beenmodi¯ed accordingly by the routers) into ACK packets sent back to the source.
It is not important that these ACK packets follow the samepath than data pack-
ets since all the computations are done on the forward data path. On reception
of ACK packets, the sender would update its congestion window size as follows:
cwnd = max(cwnd + H f eedback; packetsize), with cwnd expressedin bytes. The
core mechanism residesin XCP routers that usean e±ciency controller (EC) and a
fairness controller (FC) to update the value of the feedback ¯eld over the average
RTT which is the control interval. The EC has the responsibilit y of maximizing
link utilization while minimizing packet drop rate. The EC basically assignsa feed-
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XCP-i: XCP for heterogeneous inter-networking 5

back value proportional to the spare bandwidth S, deducted from monitoring the
di®erencebetween the input tra±c rate and the output link capacity, and to the
persistent queuesizeQ.

The authors in [KHR02] proposesthe following EC equation: f eedback= ®:r tt:S ¡
¯ :Q, with ® = 0:4 and ¯ = 0:226. Then the FC translates this feedback value, which
could be assimilated to an aggregatedincrease/decreasevalue, into feedback for in-
dividual °ows (to be put in the data packet's congestionheader) following fairness
rules similar to the TCP AIMD principles, but decoupledfrom drops becauseonly
the di®erencebetweeninput tra±c rate and output link capacity (S) is usedinstead
in the EC. Note that no per-°ow statesare usedby XCP routers to perform all these
operations: as a data packet carries in its header the current sendercwnd and the
RTT, it is easyto compute how many data packets are sent per congestionwindow
in order to assignthe available bandwidth in a proportional manner.

The original XCP proposition did not mention any mechanismfor handling severe
congestionsituations asit wasbelievedthat such situations shouldnot occur with the
XCP kind of control laws. However, someworks have shown that severecongestions
do happen and that it is desirable to keep the TCP mechanism which consists in
resetting cwnd to 1 in caseof severe congestion1 [ZH05, LAW05]. Our simulations
did con¯rm this assumption and therefore we assumethat XCP doesreact as TCP
does in caseof severe congestion.

2.2 Sensitivit y to non-X CP routers

SinceXCP relieson specializedrouters to estimate the available bandwidth all along
the path from the sourceto the destination, it can easily be foreseenthat XCP will
behavebadly if there arenon-XCP routers on the path with bottleneck link capacities
(the term non-X CP router will refer to a traditional IP router, e.g. DropTail,
RED, etc, with no XCP functionalities. An non-X CP cloud is a continuous set of
n non-XCP routers, n ¸ 1.). Moreover, we can also predict that XCP will perform
worse than TCP in this casebecausethe feedback computation will only take into
account the XCP elements on the path, ignoring the existence of the bottleneck
link. This assumptionhasbeen¯rst illustrated in [ZH05] and we review below some
simulation resultsexhibiting this problem for the purposeof making our paper clearer
to the reader. Figure 1 presents 3 scenario: (a) shows a typical Internet network
with non-XCP routers, (b) shows an all-XCP network with 100%XCP-routers and
(c) shows a more realistic scenarioof an incremental deployment of XCP around a

1However, as the original ns model of XCP was implemented on top of the TCP model, the XCP
simulation model did bene¯t from this TCP mechanism.
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non-XCP router. In all thesescenario,the bottleneck capacity is 30 Mbps while the
other links have a capacity of 80 Mbps.

Sender Receiver

80 Mbps

1 ms

80 Mbps 30 Mbps 80 Mbps

16 ms 1 ms16 ms

R2R1

Non XCP router

R0

Non XCP router Non XCP router

Non XCP cloud

Sender Receiver
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XCP
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XCP XCP
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Figure 1: (a) scenariofor TCP, (b) and (c) scenariofor XCP.
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Figure 2: Congestionwindow evolution and Throughput for scenarioa,b,c.

Figure 2 shows the behavior of one TCP °ow on scenario (a) and one XCP
°ow on scenario(b) and (c). The congestionwindow evolution (left ¯gure) shows
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XCP-i: XCP for heterogeneous inter-networking 7

the typical saw-tooth curve of TCP and the typical XCP curve that directly jumps
to the optimal congestion window size (no packet losses). For XCP on scenario
(c), the congestionwindow sizeis very unstable and frequently goeswell beyond the
maximum value found by the linear search of TCP congestionavoidancemechanism,
causinga high amount of packet losses.The explanation is asfollows: sincethe non-
XCP router is unable to update the feedback valuecarried in XCP packets to indicate
the bottleneck, the XCP router that immediately follows the non-XCP router uses
a feedback value that re°ects the available bandwidth outside the non-XCP cloud,
which is much greater than the 30 Mbps of the bottleneck in our scenario. In these
ns-basedsimulations, TCP on scenario(a) successfullysent 215.004MBytes, XCP
on scenario (b) sent 223.808MBytes and XCP on scenario (c) sent only 52.426
MBytes during one minute !

3 Enha ncing X CP for heterogeneous in ter-net working

Wehaveseenin the previoussectionthat XCP performsbadly with non-XCP routers
in the data path. This section describes the mechanismswe proposeto make XCP
operational in an incremental deployment scenario. We will call XCP-i this XCP
version, the i letter standing for interoperable. We will then usethe X CP-i router
term to refer to an XCP-capable router with interoperable functionalities. While
extending XCP for internetworks it is desirable to keep the changesto a minimum
and especially keepthe coreof the XCP's control laws unchanged. One main reason
for doing this is becausethere are already some XCP implementations available
(which have shown that the XCP computations are not trivial to implement [ZH05])
and therefore major changesin the protocol require a lot of time in new software
development. Also, XCP-i tries to maintain the XCP philosophy which is to avoid
keepingstate variables per °ow.

The XCP-i algorithm introduces2 main new functionalities: (i ) detects when
an XCP packet has gone through a non-XCP cloud and (ii ) takes into account
the available bandwidth in the non-XCP cloud in the feedback computation. We
will in the following subsectionspresent how these new functionalities have been
incorporated into the XCP protocol while keepingthe core of the XCP control laws
unchanged.
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8 D. L¶opez , C. Pham , L. Lefµevre

3.1 X CP-i : architecture and algorithm in routers

3.1.1 Detecting non-X CP clouds

XCP-i detectsnon-XCP cloudsby using the TTL counter (de¯ned in the RFC 791).
We suppose that all routers in the network support the regular TTL operations,
especially the one that decreasesthe TTL's value in the IP packet header before
forwarding the packet. With this assumption,we add a new ¯eld in the XCP packet
header named xcp_ttl_ which is decremented only by XCP-i routers. TTL and
xcp_ttl_ have to be initialized by the sender with the same value. In this way,
on an all-XCP network, the TTL and xcp_ttl_ ¯elds will always have the same
value. When an XCP-i router receivesa packet with the TTL ¯eld smaller than the
xcp_ttl_ ¯eld, it can concludethat the packet has gonethrough a non-XCP cloud.
This solution is simple, does not require any special messagebetween the routers
and the overheadfor processingthis additional ¯eld is small.

3.1.2 Detecting the X CP-i edge routers

When an non-XCP cloud hasbeendetectedby an XCP-i router, XCP-i requiresthe
identit y of the ¯rst XCP-i router beforethe non-XCP cloud to be known. The reason
is becauseXCP-i will then try to determine the available bandwidth betweenthe 2
XCP-i routers located at the edgeof the non-XCP cloud. In order to discover the
upstream XCP-i edgerouter, we add a new ¯eld in the XCP packet headernamed
last_xcp_router_ which contains the IP addressof the last XCP-i router that has
processedthe XCP packet. An XCP-i router would simply put its own IP addressin
this ¯eld prior to sendthe packet on the wire. In this way, when a non-XCP cloud
is detected by an XCP-i router, this router will automatically know which XCP-i
router is located at the other side of the non-XCP cloud. Once again, this solution
is simple, doesnot require any special messagebetweenthe XCP-i routers and the
CPU usageto processthis additional ¯eld is kept to a minimum.

3.1.3 Determining the bottlenec k bandwidth

Let's note by XCP-ik¡ 1 and XCP-ik the 2 XCP-i edgerouters of the non-XCP cloud.
The idea in the XCP-i algorithm is to initiate a bandwidth estimation procedureat
the XCP-ik¡ 1 router. To do so, XCP-ik sendsa request to XCP-ik¡ 1 and waits
for an acknowledgment of its request during a xcp r eq timeout time period. If
this acknowledgment does not arrive the processis restarted. After 3 unsuccessful
requests,XCP-ik concludesthat the path betweenXCP-ik¡ 1 and XCP-ik is broken.

INRIA



XCP-i: XCP for heterogeneous inter-networking 9

The bandwidth estimation procedure will only be restarted on reception of a new
packet from XCP-ik¡ 1. Now, upon receptionof a request,XCP-ik¡ 1 will acknowledge
the request and will try to ¯nd the available bandwidth, B Wk¡ 1;k , between XCP-
ik¡ 1 and XCP-ik . Many algorithms has been proposedin the literature to do this
(e.g. packet pair, packet train, etc...), and we will only supposethat the router will
implement one of these to ¯nd the most accurate value (for instance in [Sea05] the
authors reported that pathchirp [Rib03], pathload [JD02] or Iperf [NLA04] present
very accurate bandwidth estimations). After having obtained B Wk¡ 1;k , XCP-ik¡ 1

will sendit to XCP-ik which will add an entry in a hash table basedon XCP-ik¡ 1's
IP addressto record the available bandwidth betweenXCP-ik¡ 1 and XCP-ik . Then
the bandwidth estimation procedure should be performed periodically at a given
frequency. This procedure should be stopped after an inactivit y period of XCP-
ik¡ 1, and the corresponding entry in the hash table should be removed, in order to
keepthe hash table as small as possible.

Note that it is important that XCP-ik storesthe available bandwidth (and there-
fore performs the feedback computation asthis will be explained in the next section)
and not XCP-ik¡ 1, becauseXCP-ik¡ 1 is unable to distinguish between°ows that go
through the non-XCP cloud to XCP-ik from those that go to another XCP-i router
through the samenon-XCP cloud (see¯gure 3 for an example). This is why XCP-
ik¡ 1 communicatesthe available bandwidth to XCP-ik even though this is XCP-ik¡ 1

which computesit. This solution doesnot needto keepany state per °ows but only
per upstream XCP-i router.

3.1.4 T he X CP-i virtual router

When XCP-ik receivesa packet that has gonethrough a non-XCP cloud, and if an
available entry B Wk¡ 1;k exists in the hashtable for last_xcp_router_ , XCP-ik will
use a virtual router, XCP-ivk , to compute a feedback that will re°ect the network
condition in the non-XCP cloud. The purposeof the virtual router is to emulate an
XCP-i router located upstream from XCP-ik with a virtual output link connected
to XCP-ik which capacity is the available bandwidth found in the non-XCP cloud.
Figure 3 shows the logical architecture of the XCP-ik router with one virtual router
per non-XCP cloud. We can view the virtual router as a logical entit y that replaces
the non-XCP cloud. The equation to compute the feedback in XCP-iv is similar to
the one of XCP (and therefore the samecode could be reused):

f eedbackX CP ¡ iv k = ®:r tt:B Wk¡ 1;k ¡ ¯ :Q (1)
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10 D. L¶opez , C. Pham , L. Lefµevre

Rules for setting ® and ¯ are the samethan for XCP. r tt and Q are respectively the
averageRTT on all the incoming packets and the persistent queuesizein the XCP-i
router which contains the XCP-iv virtual routers. In equation (1) B Wk¡ 1;k replaces
S in the XCP's original equation therefore the virtual router doesnot needto know
the amount of input tra±c (seesection 2.1). Once the feedback is updated by the
virtual router, XCP-ik will start its normal feedback computation as usual.

Figure 3: An XCP-i router with 1 virtual router per non-XCP cloud.

3.2 X CP-i : architecture in end-hosts

It is possiblethat during an incremental deployment of XCP, either the sourceor the
receiver, or both, are not directly connectedto an XCP router. For example, ¯gure
4 shows an asymmetric deployment scenariowhereXCP-i routers are deployed near
the receiver side with a non-XCP cloud at the senderside.

In these cases,some parts of the XCP-i algorithm must also be supported by
the end-hosts. If the XCP-i router is located at the receiver side (¯gure 4), the
sendermust be able to initiate a bandwidth estimation procedureupon reception of
a requestfrom the ¯rst XCP-i on the path. When the XCP-i router is located at the
senderside,the receiver caneither act asan XCP-i router by implementing both non-
XCP cloud detection and feedback computation, or, if this solution is not desirable,
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Non XCPSender Receiver

50 Mbps

1 ms

50 Mbps 50 Mbps 50 Mbps

16 ms 1 ms16 ms

XCP-i XCP-i

R2R1

30 Mbps

Figure 4: Asymmetric deployment: optimized receiver side

it could ask the last XCP-i router to compute a feedback value corresponding to
the non-XCP cloud's bottleneck value. We believe that this last solution is more
complex than the ¯rst one, which has the bene¯t of simply duplicating the XCP-i
code in the receiver's XCP protocol stack sincethe input tra±c rate doesnot need
to be known when an estimation of the available bandwidth is provided (seesection
3.1.4).

4 Simula tion results

XCP-i has beensimulated with ns by extending Katabi's XCP simulation model in
order to incorporate the enhancements of XCP-i. Unless speci¯ed, the bandwidth
estimation procedurealways givesthe correct value at the end of each XCP control
interval (in ns, the available bandwidth is found by subtracting the incoming tra±c
load to the bottleneck link capacity, which is known in the simulation).

4.1 I ncremen tal deplo ymen t around non-X CP clouds

The ¯rst scenario on which XCP-i is tested consists in a symmetric incremental
deployment depicted in ¯gure 5 which could be viewed as an optimized peering
point scenariowhere 2 non-XCP clouds are connectedby XCP routers. Figure 6
shows the sender'scwnd and the receiver's throughput. As we can see,both cwnd
and throughput are stable with identical results when compared to the all-XCP
scenario. Although not shown there were no timeouts nor packet losses.The XCP-i
virtual router in R1 and R2 knows the available bandwidth in the non-XCP cloud
and therefore computesan optimal feedback value accordingly. These results show
that XCP-i is able to e±ciently run in an heterogeneousnetwork even though it is
deployed only at somestrategic locations.
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Figure 5: Incremental deployment at peering point

 0

 500

 1000

 1500

 2000

 2500

 3000

 3500

 4000

 4500

 0  2  4  6  8  10

cw
nd

 s
iz

e 
(#

 o
f p

ac
ke

ts
 s

en
t/R

T
T

)

Time (s)

XCP-i

 0

 50

 100

 150

 200

 250

 300

 350

 400

 0  2  4  6  8  10

T
hr

ou
gh

pu
t (

M
bp

s)
Time (s)

XCP-i

Figure 6: cwnd and throughput in incremental deployment

4.2 Merge scenario: n non-X CP clouds share 1 X CP path

The third scenariois a mergescenariowhere 2 non-XCP clouds share1 XCP path
as depicted in ¯gure 7.

Non XCP
XCP-i

Sender i

Receiver i

Receiver j

500 Mbps

500 Mbps
500 Mbps

500 Mbps
1 ms

16 ms

16 ms

500 Mbps

16 ms

400 Mbps 1 ms

16 ms

XCP-i

R2

500 Mbps
1 ms

500 Mbps

16 ms

R0

Non XCP XCP-i

R1

R3

Sender j

500 Mbps

1 ms

XCP-i

100 Mbps

300 Mbps

Figure 7: 2 upstream non-XCP queues,§ input capacity = output capacity

In this case, the XCP-i router at the merging point (R1 in the ¯gure) has to
create one virtual XCP-i router for each incoming non-XCP cloud. In addition, the
sum of the bottleneck bandwidth of each non-XCP cloudsis equal to the output link
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XCP-i: XCP for heterogeneous inter-networking 13

capacity of the XCP-i merging point. In this way, we also test the abilit y of XCP-i
to correctly use the legacy XCP feedback computation procedureto insure fairness
between the 2 merging °ows. Figure 8 shows that XCP-i succeedsin maintaining
an XCP-like fairness since sender j can get an optimal throughput of 100Mbps
and sender i can get approximately 280Mbps. The reasonwhy sender i only gets
280Mbps instead of 300Mbps is due to XCP control laws and is explained in more
details in [LAW05].
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Figure 8: cwnd and throughput in the mergescenario
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Figure 9: 2 upstream non-XCP queues competing with an XCP path,
§ input capacity > output capacity

Figure 9 shows a more complex scenariowhere we have 2 non-XCP clouds and
1 XCP-i router connectedto a singleXCP-i router. In addition, the non-XCP cloud
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on the top carries 2 °ows, j 0 and j 1, which should share the 100Mbps link. Also,
if we consider the sum of all incoming link at the XCP-i merging point, it is much
higher than the output link capacity.
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Figure 10: cwnd & throughput: non-XCP clouds compete with an XCP path

As we can seein ¯gure 10, the sum of all the throughputs does not exceedthe
output link capacity at the merging point which is set to 500Mbps. In this complex
scenario,the real XCP-i router executesthe XCP FairnessController to insure that
its output link is fairly used by all the °ows. It is also important to seein this
scenariothat the XCP-i virtual router doesexecutethe FairnessController to insure
that the available bandwidth in the non-XCP cloud is shared in a fair manner. In
our example, j 0 and j 1 get 50Mbps each.

4.3 Fork scenario: 1 non-X CP cloud serves n X CP paths

In this scenario, ¯gure 11 shows a topology with a non-XCP cloud connected to
2 XCP paths. Figure 12 shows that XCP-i once again is able to fairly share the
500Mbps link in order to get 250Mbps for each °ow.
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Figure 11: 1 non-XCP queuesharedby XCP-capabledownstream nodes
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Figure 12: cwnd and throughput in the fork scenario

4.4 Varying the bandwidth estimation accuracy

We supposedso far that the bandwidth estimation found by the routers are always
accurate. This is not always true [Sea05] and under certain conditions, the tools that
are usedto estimate the available bandwidth could overestimateor underestimateit.
In this subsection,we took the topology of ¯gure 7 in order to compareXCP-i with
TCP on high-speed links and supposedthat the available bandwidth estimation is
inaccurate: we randomly overestimate or underestimate the available bandwidth by
a maximum of 10% and 20%.

Figure 13 shows the throughput for sender i and j , the accurate (real) and
the estimated available bandwidth. As we can see in ¯gure 13(top-left) TCP is
not able to get all the available bandwidth (bottleneck link capacitiesare 300Mbps
and 100Mbps) and sender i and j sent respectively 329Mbytes and 172MBytes in
20s. XCP-i with 10% and 20% estimation error still performs well: senderi and j
sent respectively 690MBytes and 182MBytes with 10% error and 590MBytes and
187MBytes with 20% error. As a comparison, with XCP-i with 0% error (accu-
rate estimation) sender i and j sent respectively 670MBytes and 244MBytes. As
can be expected, the main consequencesof overestimating the available bandwdith
are packet drops and timeouts. This can be seenmore easily for sender j : ¯gure
13(bottom-left) shows that, in this case,the estimated bandwidth is always above
the real available bandwidth resulting in packet drops at 3 moments (see ¯gure
13(bottom-righ t)) which correspond to when the estimated bandwidth goeswell be-
yonds the link capacity. For sender i 10% of error does not produce timeouts as
the router's bu®erscan compensate(1700-packet bu®er) which is not the casefor
senderj (700-packet bu®er). However, although XCP-i performancesdepend on the
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estimation accuracy, XCP-i still outperforms TCP on high-speed links becauseit
recovers quickly from packet losses.
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5 Open issues

5.1 Fairness and over-estimation in a non-X CP cloud

The topology depicted by ¯gure 14 is currently not fully supported. In this case
there is a bottleneck link in an non-XCP cloud that is sharedby 2 XCP paths. The
problem is as follows: let assumein a ¯rst step that all links are unload. If router
b detects the non-XCP cloud, it will request a bandwidth estimation procedure
from router a. The result will be BW=300Mbps if the link is not loaded. Now,
supposethat almost at the sametime router c also detects the non-XCP cloud and
requestsa bandwidth estimation procedure from router d. Again, BW=300Mbps.
Then sendersi and j will both try to transmit at 300Mbps resulting in a 600Mbps
load for the bottleneck link. When another estimation will be triggered, BW will
certainly be lessthan 300Mbps (t ypically near zero). Depending on how large are
the router's bu®er,somepackets could be dropped becauseXCP-i can concludethat
the available bandwidth is n times the real available bandwidth if there are n XCP
independent paths. However, this problem could be diminished if more available
bandwidth estimations are executedbefore the i and j sendersget a throughput of
300Mbps.

A secondproblem is when there is already 1 XCP °ow that takesall the bottle-
neck link capacity. When the secondsenderstarts, XCP-i is not able to correctly
allocate bandwidth in a fair manner becauseof the XCP control laws that prevent
any aggressive behavior (see next subsection). The second°ow will only get the
bandwidth given by the bandwidth shu²ing procedure. All theseproblems will be
explored in a future work.

Non XCP
XCP-i

XCP-iXCP-i

XCP-iSender i

Sender j

Receiver i

Receiver j
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d c
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Figure 14: 1 bottleneck link sharedby n XCP paths
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5.2 Fairness with TCP

The fairness with TCP is not an XCP-i problem but an XCP problem in general.
XCP is only able to get the remaining bandwidth with the objective of not causing
packet drops. XCP-i being basedon the XCP control laws hasthe sameproblem. In
this paper, we did not consider fairnessbetweenXCP-i and TCP. Non-XCP clouds
can carry non-XCP °ows but XCP-i will only consider the available bandwidth left
by thesenon-XCP °ows. The problem of XCP and TCP cohabitation will be studied
in future works.

6 Conclusion

This paper presented XCP-i which is an enhancement to the XCP protocol that
enablesXCP to deal with heterogeneousnetworking. The main designgoal of XCP-i
is to keepthe control laws of XCP unchangedwhile adding newfeaturesfor detecting
and handling non-XCP clouds. The simulation results show that XCP-i can succeed
in a large variety of scenarioto provide an XCP-like level of performances.Although
XCP-i performancesdepend on the available bandwidth estimation accuracy, XCP-i
still outperforms TCP on high-speed links becauseit recovers quickly from packet
losses.Current works concernthe implementation of XCP-i in XCP capablerouters,
a large scale validation on the Grid5000[Cea05] platform and some extensionson
XCP fairness.
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