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XCP-i : Strat@gies d'ordonna ncement ma?dtre-esclave
sur plateformes h&t®roggnes

R&sum® : XCP estun protocole de transport qui utilise l'assistancedesrouteurs
pour calculer la taille optimale de la fenétre de congestionde I'&metteur. Cepen-
dant, XCP n§cessitela collaboration de tous lesrouteurs tout le long du chemin de
la sourcevers le r§cepteur, ce qui est pratiguement impossible g r§aliser dans un

sdinario de d§ploiemen r§el. De plus, il a §t® montr § que la pr§sencede routeurs
non XCP ertre la sourceet le rcepteur d§gradait trps fortement les performances
de XCP qui pouvait dans ce cas etre moins etcace que TCP. Cette forte d§pen-
dance de XCP en desrouteurs spfcialidgs limite considirablemen l'int§rét de son
deploiemen. Nousproposonsdanscet article une extensionde XCP, appel§e X CP-i,

qui permet d'interconnecter des nuagesXCP avec des nuagesnon XCP, ceux con-
stitu s de routeurs IP traditionnels, sansperdre le b&n§ ce du corntrdle précis de
XCP. Les r@sultats de simulation sur destopologiescorrespondant typiquemen g
dessdinariosde dgploiemert incr§mertal montrent que les performancesde X CP-i,

méme si elles sont d§pendartes de la précision des estimations de bande passarte
disponible, sort bien supBrieuresp ceux de TCP sur desliens p haut-d§bit.

Mots-cl §s: TCP, XCP, routeur non-XCP, nuage non-XCP, routeur virtuel XCP



XCP-i: XCP for heterogeneous inter-networking 3

1 Intro duction

In the Internet world, and by extensionin all IP-based networks, the TCP protocol
originally de ned in RFC 793 is the main protocol in charge of the ditcult task
of providing reliability and fair sharing of the bandwidth to end-users. Since the
congestioncollapseobsened by V. Jacobsonin 1986 and the well-known slow-start
and congestionavoidancealgorithms proposedin 1988[Jac89, the networking com-
munity has proposedmany enhancemeis and optimizations to the original propo-
sition in order to make TCP more excient in a large variety of network conditions
(to better react to congestions)and technologies[BADOO, HMO01] such as wireless
links [Wea02 GMO04], satellite and asymmetric links. On high-speednetworks where
the link capabilities can be in the order of seweral gigabits/s (usually referredto as
high bandwidth-delay product networks) TCP needto be tuned to the new net-
working conditions (socket bu®er size, maximum congestionwindow size,...) but
remainslimited by the slow increaseof the congestionwindow during the congestion
avoidance phase. On these high bandwidth-delay product networks, a number of
new propositions have beenmade [Flo03, JWL04, KHR02, XHR04, KBR05] which
mainly consistin adding more excient medanismsfor acquiring bandwidth faster.
For example, HSTCP [FIo03] modi es the standard TCP responsefunction to both
faster acquire the available bandwidth and to faster recover from packet lossesn the
network. The main drawbad of such a behavior is that fairnessbetweenTCP and
HSTCP °ows, and even between HSTCP °ows, is a®ectedsince HSTCP is much
slower to give badk bandwidth. FAST TCP [JWLO04] is basically a modi cation
of TCP Vegaswhich usesthe round-trip time variation to predict congestionin the
network. FAST TCP shows very good performancesbut su®ersrom non-congestion
baseddelay variations such asrerouting. While TCP, HSTCP and FAST TCP can
be classi ed as end-to-end solutions, XCP [KHRO02] is a router-assisted approach
that usethe assistanceof routers to more accurately signal congestionin the net-
work and to compute the optimal congestionwindow sizeto be applied at the source.
Therefore, XCP shaws very stable behavior but is also able to get bandwidth very
fast thus maximizing the utilization of high-speed links, while preserving fairness
among XCP °ows.

XCP is therefore a promising approad on very high-speed networks and sev-
eral studies have analytically shown the performancesof XCP [LAWO05], proposed
enhancemets to XCP for making it more robust to padet losseson the reverse
path [LPPO5] and performed extensive experimental measureson a UNIX-based
implementation [ZHO5]. In most of these studies, the problem of incremertal de-
ployment of XCP has been discussedas XCP requires the collaboration of all the
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routers on the data path. It has beenshowvn that XCP behavesbadly, worse than
TCP, in the presenceof non-XCP routers thus limiting dramatically the bene t of
having XCP running in someparts of the network. In this paper, we addressthis
problem and proposeenhancemets to XCP to make it operable on an internetwork
consisting of XCP routers and traditional IP routers without loosing the bene't of
the XCP cortrol laws which allow the congestionwindow to jump directly to the
optimal size. The simulation results on a number of topologiesthat re°ect the vari-
ous scenarioof incremertal deployment on the Internet show that our modi cations
are excient while keepingthe core of the XCP cortrol laws unchanged.

The paper is organized as follows. Section 2 reviews the XCP protocol and
presents the problem of XCP's sensitivity to non-XCP routers. Section 3 presens
the designobjectivesand the metanismswe proposefor detecting non-XCP clouds
and takeinto accourt the non-XCP resources.Section4 shavsthe simulation results.
Section 5 discussessomelimitations and the open issueswhile section 6 concludes
our article.

2 The XCP proto col

2.1 General description

XCP [KHRO02] (eXplicit Control Protocol) usesrouter-assistanceto accurately in-
form the senderof the congestionconditions found in the network. In XCP, data
packets carry a congestionheader, Tled in by the source,that cortains the sender's
current congestionwindow size (H_cwnd eld), the estimated RTT and a feedbak
“eld H_feedback. The H_feedback eld is the only one which could be modi ed
at every hop (XCP router) basedon the value of the two previous elds. Basi-
cally, the H_feedback eld which can take positive or negative values represerts
the amount by which the sender'scongestionwindow sizeis increasedor decreased.
On reception of data padets, the receiver copiesthe congestionheader (which has
beenmodi ed accordingly by the routers) into ACK padkets sert bad to the source.
It is not important that these ACK padkets follow the samepath than data padc-
ets since all the computations are done on the forward data path. On reception
of ACK packets, the senderwould update its congestion window size as follows:
cwnd = max(cwnd + H _f eedbackpacketsize), with cwnd expressedn bytes. The
core mechanism residesin XCP routers that usean exciency cortroller (EC) and a
fairness cortroller (FC) to update the value of the feedba& eld over the average
RTT which is the control interval. The EC has the responsibility of maximizing
link utilization while minimizing padket drop rate. The EC basically assignsa feed-
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XCP-i: XCP for heterogeneous inter-networking 5

badk value proportional to the spare bandwidth S, deducted from monitoring the
di®erencebetween the input tratc rate and the output link capacity, and to the
persistert queuesizeQ.

The authors in [KHRO2] proposeghe following EC equation: f eedback= ®:rtt:S j
T:Q, with ®= 0:4and™ = 0:226. Then the FC translates this feedbad value, which
could be assimilatedto an aggregatedincrease/decreasevalue, into feedbad for in-
dividual °ows (to be put in the data packet's congestionheader) following fairness
rules similar to the TCP AIMD principles, but decoupledfrom drops becauseonly
the di®erencebetweeninput tratc rate and output link capacity (S) is usedinstead
in the EC. Note that no per-°ow statesare usedby XCP routers to perform all these
operations: as a data padket carriesin its headerthe current sendercwnd and the
RTT, it is easyto compute how many data padkets are sert per congestionwindow
in order to assignthe available bandwidth in a proportional manner.

The original XCP proposition did not mention any medanismfor handling sewere
congestionsituations asit wasbelievedthat such situations shouldnot occur with the
XCP kind of cortrol laws. However, someworks have shown that sewere congestions
do happen and that it is desirableto keepthe TCP medanism which consistsin
resetting cwnd to 1 in caseof sewere congestiort [ZH05, LAWO05]. Our simulations
did con rm this assumption and therefore we assumethat XCP doesreact as TCP
doesin caseof sewere congestion.

2.2 Sensitivit y to non-X CP routers

SinceXCP relieson specializedrouters to estimate the available bandwidth all along
the path from the sourceto the destination, it can easily be foreseenthat XCP will

behave badly if there are non-XCP routers on the path with bottleneck link capacities
(the term non-X CP router will refer to a traditional IP router, e.g. DropTalil,

RED, etc, with no XCP functionalities. An non-X CP cloud is a cortinuous set of
n non-XCP routers, n , 1.). Moreover, we can also predict that XCP will perform
worsethan TCP in this casebecausethe feedba& computation will only take into

accourt the XCP elemeris on the path, ignoring the existence of the bottleneck
link. This assumptionhasbeen rst illustrated in [ZHO05] and we review below some
simulation results exhibiting this problem for the purp oseof making our paper clearer
to the reader. Figure 1 presens 3 scenario: (a) shows a typical Internet network
with non-XCP routers, (b) shows an all-XCP network with 100% XCP-routers and
(c) shows a more realistic scenarioof an incremertal deployment of XCP around a

However, asthe original ns model of XCP wasimplemented on top of the TCP model, the XCP
simulation model did benet from this TCP mechanism.
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non-XCP router. In all thesescenario,the bottleneck capacity is 30 Mbps while the
other links have a capacity of 80 Mbps.

Non XCP cloud

_— T~ —
— - ~N

— .
Sender Non XCP router Non XCP router Non XCP rdyter Receiver

a) 80 Mbys @ 80 Mbps @ 30 Mbps soﬁ@.ps@
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Sender XCP XCP XCP Receiver
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Figure 1: (a) scenariofor TCP, (b) and (c) scenariofor XCP.
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Figure 2: Congestionwindow ewolution and Throughput for scenarioa,b,c.

Figure 2 shows the behavior of one TCP °ow on scenario (a) and one XCP

°ow on scenario(b) and (c). The congestionwindow ewlution (left gure) shows
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the typical sav-tooth curve of TCP and the typical XCP curve that directly jumps
to the optimal congestionwindow size (no padet losses). For XCP on scenario
(c), the congestionwindow sizeis very unstable and frequertly goeswell beyond the
maximum value found by the linear seard of TCP congestionavoidancemecdanism,
causinga high amount of padet losses.The explanation is asfollows: sincethe non-
XCP router is unableto update the feedbadk value carried in XCP padketsto indicate
the bottleneck, the XCP router that immediately follows the non-XCP router uses
a feedbak value that re°ects the available bandwidth outside the non-XCP cloud,
which is much greater than the 30 Mbps of the bottleneck in our scenario. In these
ns-basedsimulations, TCP on scenario(a) successfullysernt 215.004MBytes, XCP
on scenario (b) sert 223.808 MBytes and XCP on scenario (c) sert only 52.426
MBytes during one minute !

3 Enhancing XCP for heterogeneous inter-net working

We have seenin the previoussectionthat XCP performsbadly with hon-XCP routers
in the data path. This section describesthe mecanismswe proposeto make XCP
operational in an incremertal deployment scenario. We will call XCP-i this XCP
version, the i letter standing for interoperable. We will then usethe X CP-i router
term to refer to an XCP-capable router with interoperabe functionalities. While
extending XCP for internetworks it is desirableto keepthe changesto a minimum
and especially keepthe core of the XCP's cortrol laws unchanged. One main reason
for doing this is becausethere are already some XCP implementations available
(which have shown that the XCP computations are not trivial to implement [ZH05])
and therefore major changesin the protocol require a lot of time in new software
dewvelopmert. Also, XCP-i tries to maintain the XCP philosophy which is to avoid
keeping state variables per °ow.

The XCP-i algorithm introduces2 main new functionalities: (i) detects when
an XCP packet has gone through a non-XCP cloud and (ii) takes into accoun
the available bandwidth in the non-XCP cloud in the feedba& computation. We
will in the following subsectionspresert how these new functionalities have been
incorporated into the XCP protocol while keepingthe core of the XCP cortrol laws
unchanged.
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3.1 XCP-i : architecture and algorithm in routers
3.1.1 Detecting non-X CP clouds

XCP-i detectsnon-XCP cloudsby usingthe TTL courter (de ned in the RFC 791).
We supposethat all routers in the network support the regular TTL operations,
especially the one that decreaseghe TTL's value in the IP packet header before
forwarding the padcket. With this assumption,we add a new eld in the XCP padket
header named xcp_ttl_  which is decremered only by XCP-i routers. TTL and
xcp_ttl_ have to be initialized by the senderwith the samevalue. In this way,
on an all-XCP network, the TTL and xcp_ttl  “elds will always have the same
value. When an XCP-i router receivesa packet with the TTL "eld smaller than the
xcp_ttl - “eld, it canconcludethat the padket has gonethrough a non-XCP cloud.
This solution is simple, does not require any special messagebetween the routers
and the overheadfor processingthis additional "eld is small.

3.1.2 Detecting the XCP-i edge routers

When an non-XCP cloud hasbeendetected by an XCP-i router, XCP-i requiresthe
identit y of the rst XCP-i router beforethe non-XCP cloud to be known. The reason
is becauseXCP-i will then try to determine the available bandwidth betweenthe 2
XCP-i routers located at the edgeof the non-XCP cloud. In order to discover the
upstream XCP-i edgerouter, we add a new eld in the XCP pacet headernamed
last_xcp_router_  which contains the IP addressof the last XCP-i router that has
processedhe XCP padket. An XCP-i router would simply put its own IP addressin
this eld prior to sendthe pacet on the wire. In this way, when a non-XCP cloud
is detected by an XCP-i router, this router will automatically know which XCP-i
router is located at the other side of the non-XCP cloud. Once again, this solution
is simple, doesnot require any special messagebetweenthe XCP-i routers and the
CPU usageto processthis additional eld is kept to a minimum.

3.1.3 Determining the bottlenec k bandwidth

Let's note by XCP-iy; 1 and XCP-iyx the 2 XCP-i edgerouters of the non-XCP cloud.
The ideain the XCP-i algorithm is to initiate a bandwidth estimation procedureat
the XCP-iy; 1 router. To do so, XCP-ix sendsa requestto XCP-iy; 1 and waits
for an adknowledgmert of its request during a xcp_reg.timeout time period. If
this acknowledgmen doesnot arrive the processis restarted. After 3 unsuccessful
requests,XCP-iy concludesthat the path betweenXCP-iy; 1 and XCP-i is broken.
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The bandwidth estimation procedure will only be restarted on reception of a new
padket from XCP-ix; 1. Now, upon receptionof arequest, XCP-iy; 1 will acknowledge
the requestand will try to nd the available bandwidth, BW; 1., between XCP-
ik; 1 and XCP-ix. Many algorithms has been proposedin the literature to do this
(e.g. padket pair, padket train, etc...), and we will only supposethat the router will
implement one of theseto nd the most accurate value (for instance in [Sea0} the
authors reported that pathchirp [Rib03], pathload [JD02] or Iperf [NLAO4] presert
very accurate bandwidth estimations). After having obtained BWy; 1.c, XCP-ik; 1
will sendit to XCP-ix which will add an ertry in a hashtable basedon XCP-iy; 1's
IP addressto record the available bandwidth betweenXCP-iy; 1 and XCP-ix. Then
the bandwidth estimation procedure should be performed periodically at a given
frequency This procedure should be stopped after an inactivity period of XCP-
ik; 1, and the corresponding ertry in the hash table should be removed, in order to
keepthe hashtable as small as possible.

Note that it isimportant that XCP-iy storesthe available bandwidth (and there-
fore performsthe feedba& computation asthis will be explainedin the next section)
and not XCP-iy; 1, becauseXCP-iy; 1 is unable to distinguish between°ows that go
through the non-XCP cloud to XCP-ix from thosethat goto another XCP-i router
through the samenon-XCP cloud (see gure 3 for an example). This is why XCP-
ik; 1 communicatesthe available bandwidth to XCP-iy eventhough this is XCP-iy; 1
which computesit. This solution doesnot needto keepany state per °ows but only
per upstream XCP-i router.

3.1.4 The XCP-i virtual router

When XCP-ix receivesa padket that has gonethrough a non-XCP cloud, and if an
available entry BW,; 1. existsin the hashtable for last_xcp_router_ , XCP-iy will

usea virtual router, XCP-ivy, to compute a feedbak that will re°ect the network
condition in the non-XCP cloud. The purposeof the virtual router is to emulate an
XCP-i router located upstream from XCP-ix with a virtual output link connected
to XCP-ix which capacity is the available bandwidth found in the non-XCP cloud.
Figure 3 shows the logical architecture of the XCP-ix router with onevirtual router
per non-XCP cloud. We can view the virtual router asa logical entit y that replaces
the non-XCP cloud. The equation to compute the feedbak in XCP-iv is similar to

the one of XCP (and therefore the samecode could be reused):

f eedback cp; iv, = ®rttB Wy, 1xi 1Q Q)
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Rulesfor setting ® and = are the samethan for XCP. rtt and Q are respectively the

averageRTT on all the incoming padets and the persistert queuesizein the XCP-i

router which contains the XCP-iv virtual routers. In equation (1) BWy; 1.« replaces
S in the XCP's original equation therefore the virtual router doesnot needto know
the amourt of input traxc (seesection 2.1). Once the feedbak is updated by the
virtual router, XCP-iy, will start its normal feedba& computation as usual.

Figure 3: An XCP-i router with 1 virtual router per non-XCP cloud.

3.2 XCP-i : architecture in end-hosts

It is possiblethat during an incremental deployment of XCP, either the sourceor the
receiver, or both, are not directly connectedto an XCP router. For example, gure
4 shows an asymmetric deployment scenariowhere XCP-i routers are deployed near
the receiver side with a non-XCP cloud at the senderside.

In these cases,some parts of the XCP-i algorithm must also be supported by
the end-hosts. If the XCP-i router is located at the receiver side ( gure 4), the
sendermust be able to initiate a bandwidth estimation procedureupon reception of
arequestfrom the rst XCP-i on the path. When the XCP-i router is located at the
senderside, the receiver can either act asan XCP-i router by implementing both non-
XCP cloud detection and feedba& computation, or, if this solution is not desirable,

INRIA



XCP-i: XCP for heterogeneous inter-networking 11

Sender Non XCP XCP-i XCP-i Receiver
gj 50 Mbps 50 Mbps & S 50 Mbps @ 50 Mbps @}
16 ms 16 ms 1ms
R2

Figure 4. Asymmetric deployment: optimized receiver side

it could ask the last XCP-i router to compute a feedbadk value corresponding to
the non-XCP cloud's bottleneck value. We believe that this last solution is more
complex than the rst one, which has the benet of simply duplicating the XCP-i
code in the receiver's XCP protocol stadk sincethe input tratc rate doesnot need
to be known when an estimation of the available bandwidth is provided (seesection
3.1.4).

4 Simulation results

XCP-i has beensimulated with ns by extending Katabi's XCP simulation model in
order to incorporate the enhancemets of XCP-i. Unless speci ed, the bandwidth
estimation procedurealways givesthe correct value at the end of ead XCP cortrol
interval (in ns, the available bandwidth is found by subtracting the incoming tratc
load to the bottleneck link capacity, which is known in the simulation).

4.1 Incremental deployment around non-X CP clouds

The rst scenarioon which XCP-i is tested consistsin a symmetric incremertal
deployment depicted in gure 5 which could be viewed as an optimized peering
point scenariowhere 2 non-XCP clouds are connectedby XCP routers. Figure 6
shows the sender'scwnd and the receiwver's throughput. As we can see,both cwnd
and throughput are stable with identical results when compared to the all-XCP
scenario. Although not shown there were no timeouts nor padet losses.The XCP-i
virtual router in R1 and R2 knows the available bandwidth in the non-XCP cloud
and therefore computesan optimal feedbad& value accordingly. Theseresults shav
that XCP-i is able to exciently run in an heterogeneousetwork even though it is
deployed only at somestrategic locations.
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Sender XCP-i NonXCP XCP-i NonXCP XCP-i Receiver
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Figure 5: Incremertal deployment at peering point
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Figure 6: cwnd and throughput in incremertal deployment

4.2 Merge scenario: n non-X CP clouds share 1 XCP path

The third scenariois a merge scenariowhere 2 non-XCP clouds share 1 XCP path
as depicted in gure 7.

XCP-i Non XCP
on
Sender j @} 500 Mbps [ S2) 500 Mbps
S 1ms U 16 ms
R3 Receiver i
; 500 Mbps| 16 ms
Sender i XCP J Non XCP xcpli XCP-i 500 Mbps @
Q 500 Mbps 1ms S
‘h‘.’ﬂ Toms oo Mops Receiver j

Figure 7: 2 upstream non-XCP queues,§ input _capacity = output_capacity
In this case,the XCP-i router at the merging point (R1 in the gure) has to

create onevirtual XCP-i router for ead incoming non-XCP cloud. In addition, the
sum of the bottleneck bandwidth of each non-XCP cloudsis equalto the output link
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capacity of the XCP-i merging point. In this way, we also test the ability of XCP-i
to correctly usethe legacy XCP feedba& computation procedureto insure fairness
betweenthe 2 merging °ows. Figure 8 shaws that XCP-i succeedsn maintaining
an XCP-like fairness since senderj can get an optimal throughput of 100Mbps
and senderi can get approximately 280Mbps. The reasonwhy senderi only gets

280Mbpsinstead of 300Mbpsis due to XCP control laws and is explained in more
details in [LAWO5].

4500 T T — - — -
XCP-i - Sender i XCP-i - Sender i
4000 XCP-i - Sender j------ 7] 350 - XCP-i - Sender j------ -
3500
3000
2500
2000
1500
1000
500
0

Throughput (Mbps)

cwnd size (# of packets sent/RTT)

Time (s) Time (s)

Figure 8: cwnd and throughput in the mergescenario

Sender j @}500 Mbps XCP-i
% SIR 500 Mbps

Sender j @}
S

Sender i XCP-i
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(S2) 500 Mbps

IR,
& %
R

Figure 9: 2 upstream non-XCP queues competing with an XCP path,
§input _capacity > output_capacity

Figure 9 shows a more complex scenariowhere we have 2 non-XCP clouds and
1 XCP-i router connectedto a single XCP-i router. In addition, the non-XCP cloud
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on the top carries 2 °ows, jo and j1, which should share the 100Mbps link. Also,
if we considerthe sum of all incoming link at the XCP-i merging point, it is much
higher than the output link capacity.

4500 T T T T 400 T T T T

XCP-i - Sender i XCP-i - Sender i
4000 XCP-i - Sender jo------ - 350 | XCP-i - Sender jo-————- 4
3500 XCP-i - Sender J1------- - XCP-i - Sender j1-------

XCP-i - Sender k-
3000 [~ -

2500
2000
1500
1000
500
0

300 |- XCP-i - Sender k- .

Throughput (Mbps)

cwnd size (# of packets sent/RTT)

Time (s)

Figure 10: cwnd & throughput: non-XCP clouds compete with an XCP path

As we can seein gure 10, the sum of all the throughputs does not exceedthe
output link capacity at the merging point which is setto 500Mbps. In this complex
scenario,the real XCP-i router executesthe XCP FairnessController to insure that
its output link is fairly used by all the °ows. It is also important to seein this
scenariothat the XCP-i virtual router doesexecutethe FairnessController to insure
that the available bandwidth in the non-XCP cloud is sharedin a fair manner. In
our example,jo and j1 get 50Mbps ead.

4.3 Fork scenario: 1 non-X CP cloud servesn XCP paths

In this scenario, gure 11 shaws a topology with a non-XCP cloud connectedto
2 XCP paths. Figure 12 shows that XCP-i once again is able to fairly share the
500Mbpslink in order to get 250Mbpsfor ead °ow.

Non XCP XCP-i XCP-i

500 Mbps L"’A‘ 500 Mbps @500 Mbps
A3
300 Mbps 16 ms 1ms
00 Mbps - Receiver i
16 ms S
300 Mbps
24 s

Figure 11: 1 non-XCP queuesharedby XCP-capable downstream nodes
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Senderi@}soo MbstCPI
Sender j (MbpSRO
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Figure 12: cwnd and throughput in the fork scenario

4.4 Varying the bandwidth estimation accuracy

We supposedso far that the bandwidth estimation found by the routers are always
accurate. This is not always true [Sea0% and under certain conditions, the tools that
are usedto estimate the available bandwidth could overestimate or underestimateit.
In this subsection,we took the topology of gure 7 in order to compare XCP-i with
TCP on high-speedlinks and supposedthat the available bandwidth estimation is
inaccurate: we randomly overestimate or underestimate the available bandwidth by
a maximum of 10% and 20%.

Figure 13 shows the throughput for senderi and j, the accurate (real) and
the estimated available bandwidth. As we can seein gure 13(top-left) TCP is
not able to get all the available bandwidth (bottleneck link capacitiesare 300Mbps
and 100Mbps) and senderi and j sert respectively 329Mbytes and 172MBytes in
20s. XCP-i with 10% and 20% estimation error still performs well: senderi and j
sen respectively 690MBytes and 182MBytes with 10% error and 590MBytes and
187MBytes with 20% error. As a comparison, with XCP-i with 0% error (accu-
rate estimation) senderi and j sert respectively 670MBytes and 244MBytes. As
can be expected, the main consequencesf overestimating the available bandwdith
are packet drops and timeouts. This can be seenmore easily for senderj: gure
13(bottom-left) shows that, in this case,the estimated bandwidth is always above
the real available bandwidth resulting in padket drops at 3 momerts (see gure
13(bottom-right)) which correspond to when the estimated bandwidth goeswell be-
yonds the link capacity. For senderi 10% of error does not produce timeouts as
the router's bu®erscan compensate (1700-paket bu®er) which is not the casefor
senderj (700-padet bu®er). However, although XCP-i performancesdepend on the
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Figure 13: Top: throughput for TCP (left), XCP-i - Senderi - 10% (right). Middle:
throughput for XCP-i - Senderj - 10% (left), XCP-i - Senderi - 20%(right). Bottom:
throughput for XCP-i-Senderj-20%, padket lossesX CP-i-20% (right).

estimation accuracy XCP-i still outperforms TCP on high-speed links becauseit
recovers quickly from padket losses.
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5 Open issues

5.1 Fairness and over-estimation in a non-X CP cloud

The topology depicted by gure 14 is currently not fully supported. In this case
there is a bottleneck link in an non-XCP cloud that is sharedby 2 XCP paths. The
problem is as follows: let assumein a rst step that all links are unload. If router
b detects the non-XCP cloud, it will request a bandwidth estimation procedure
from router a. The result will be BW=300Mbps if the link is not loaded. Now,
supposethat almost at the sametime router ¢ also detectsthe non-XCP cloud and
requestsa bandwidth estimation procedure from router d. Again, BW=300Mbps.
Then sendersi and j will both try to transmit at 300Mbps resulting in a 600Mbps
load for the bottleneck link. When another estimation will be triggered, BW will
certainly be lessthan 300Mbps (typically near zero). Depending on how large are
the router's bu®er,somepadkets could be dropped becauseXCP-i can concludethat
the available bandwidth is n times the real available bandwidth if there are n XCP
independert paths. Howewer, this problem could be diminished if more available
bandwidth estimations are executedbeforethe i and j sendersget a throughput of
300Mbps.

A secondproblem is when there is already 1 XCP °ow that takesall the bottle-
ne link capacity. When the secondsenderstarts, XCP-i is not able to correctly
allocate bandwidth in a fair manner becauseof the XCP cortrol laws that prevernt
any aggressie behavior (seenext subsection). The second°ow will only get the
bandwidth given by the bandwidth shu2ing procedure. All these problemswill be
exploredin a future work.

a b
Sender i XCP-i XCP-i Receiver i
1 Gbps 1 Gbps @
g} T @ S

Sender | XCP-i R CP-i Receiver j

1 Gbps
N P @ 1 Ghps
1ms

\\' 1ms
Figure 14: 1 bottleneck link sharedby n XCP paths
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5.2 Fairness with TCP

The fairnesswith TCP is not an XCP-i problem but an XCP problem in general.
XCP is only able to get the remaining bandwidth with the objective of not causing
padket drops. XCP-i being basedon the XCP cortrol laws hasthe sameproblem. In
this paper, we did not considerfairnessbetween XCP-i and TCP. Non-XCP clouds
can carry non-XCP °ows but XCP-i will only considerthe available bandwidth left
by thesenon-XCP °ows. The problem of XCP and TCP cohabitation will be studied
in future works.

6 Conclusion

This paper preseried XCP-i which is an enhancemen to the XCP protocol that

enablesXCP to dealwith heterogeneousetworking. The main designgoal of XCP-i

is to keepthe cortrol laws of XCP unchangedwhile adding new featuresfor detecting

and handling non-XCP clouds. The simulation results show that XCP-i can succeed
in alarge variety of scenarioto provide an XCP-like level of performances. Although

XCP-i performancesdepend on the available bandwidth estimation accuracy XCP-i

still outperforms TCP on high-speed links becauseit recovers quickly from padet

losses.Current works concernthe implementation of XCP-i in XCP capablerouters,

a large scalevalidation on the Grid5000[Cea0j platform and some extensionson
XCP fairness.
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