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Abstract

In this paper we presentwo methodsfor speechunder

standing. anartificial neuralnetwork andaninformation
theorybasedmethod.For both methodswve have to index

input sentencesising semanticclassegor concepts).In

thefirst method,we performsupervisedearningandwe
obtainvery goodindexing results.In the secondone,we
proposea new methodbasedon mutualinformation sta-
tistical measureo retrieve conceptsandalsoto tag each
sentencéy its concepts.Both methodshave beentested
on atouristinformation corpus. The informationtheory
methodyields betterrecall, whereasthe neural network

achievesa betterprecision. Better performancenasbeen
obtainedby the neuralnetwork method(about49%).

1 Introduction

Languagendspeechrecognitionprocessindgpecomevery
importantresearchareasand their applicationsare more
andmorepresenin our daily life. Interactve applications
mustthenbeableto processisersspolenqueriessothey
have to recognizevhathasbeenuttered extractits mean-
ing andgive suitableanswerr executeright correspond-
ing commandg1].

In this paper we presenttwo methodsto cleanup the
speechunderstandingproblem. The first oneis basedon

artificial neuralnetwork. Themaininterestof neuralnet-
works aretheir generalizatiorcapacity their capacityto

tolerateerrorsand moreover they canhandleuncertainty
andnoisy data. For thesereasonsneuralnetworks seem
to suit very well to our problem,andcould achievze good
results.

Thesecondnethods basedntheinformationtheoryand
more preciselyon the mutualinformationmeasure Such
amethodallows us not only to automaticallyfind seman-

tic classedhut alsoto tag datawith statisticalmeasures.

Consequentlythis methodis consideredasa datadriven
clusteringandtaggingmethodwhich needno manualin-
dexing nor asupervisedearningstep.

Thesecondsectionof this paperdealswith the speechun-
derstandingproblem,the third andthe forth onesarede-
votedto describerespectiely the neuralnetwork method
andthe statisticalone. In the fifth section,we introduce
thedatabasesedfor training,developmentandteststeps.

We comparethe two methodsperformancesn the sixth
sectionandfinally we concludeour paperin the seventh
andlastsection.

2 The Speech Under standing Problem

A speechunderstandingystemcould be consideredasa
machinethat producesan actionasthe resultof aninput
sentenceThus,the understandingroblemcouldbe seen
asatranslationprocessit translatesx sequencef words
into a specialform thatrepresentshe meaningcorvoyed
by thesentencg3]. Thesentencés thenlabelledby alist

of conceptuakntities(often called concepts).The result
is ausefulintermediateepresentatiomhich will be used
in orderto interpretsemanticallythe sentence.

Speechunderstandingroblemcanbe seenthenasanas-
sociationproblem wherewe have to associaténputs(e.g.
speechor text) to their respectre meaningsrepresented
by alist of conceptsin [6], theauthorsgive ageneralar
chitecturefor the speectunderstandingystemgseefig-
ure 1). They divide the probleminto two subproblems.
The first, and mostimportantone,amountsto give a se-
manticrepresentatioto aninputsentenceThisrepresen-
tation mustbeformulatedusinganintermediatdanguage
which mustbe simpleandrepresentatie. The following
sectionof this paperaredevotedto explain andcompare
two methoddor resolvingsucha problem.

The secondstepconsistsof corvertingthe obtainedcon-
ceptsto anactionto bedoneasafinal responséo theuser
In orderto achieve sucha goal, we have just to corvert
theseconceptdnto a target formal command(e.g. SQL
gueries,commandanguagegtc.). This stepis not diffi-
cult to achieve. In fact, if we have theright conceptswe
only needto go backto theinputsentencendto find suit-
ablevaluesfor the obtainedconceptsFor example,if in a
travel resenationframenork we obtainthefollowing con-
cepts “Reservation, City_Departue, City_Destination,
Date” with the following sentenceasan input “I would
like to male a reservationfrom Londonto Paris the first
of July”, in the corversionstepwe have just to affect to
eachconceptits real value. The following SQL request
could be generatedn orderto know the differentflying
timeswhich make the clauseconditiontrue: "SELECT*
FROM table WHEREdep= 'London’ AND dest= 'Paris’
AND date= '01/07/2002™.
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Figurel: Generalarchitectureof a speectunderstanding
systemaccordingo [6].

Thefirst stepto dowill bethe definition of theinput and
theoutputlanguage$or thesemantidransducebloc. The
input arequeriesformulatedin naturallanguage.Thein-
putvocahulary will be composedf ary naturallanguage
word, the only restrictionwill bethe applicationdomain.
The outputlanguageor alsothe “semanticlanguage”(as
definedabove) mustbe ableto give themeaningof thein-
put sentencef anefficientandaneasyway. In orderto
achieve that, we have to gatherall the wordswhich share
the samesemanticfeaturesand group themin the same
“concept”. A conceptis thenrelatedto a given meaning,
it canbesubstitutedo arny naturallanguagesequenceon-
cernedby thesameidea.

3 Neural network method description

In this first method we chooseo usea basicMulti-Layer
Perceptror{MLP) with threelayers. This network needs
a supervisedearningstepfor which we usea Frenchin-
put corpusandits equivalentin termsof conceptsn the
output. Our corpusis thus madeup of pairs, eachpair
containsa naturallanguagesentenceandits correspond-
ing meaningn termsof concepts.

3.1 Vocabulary construction

Oneof the questiongo solwve is to determinethe vocab-
ulary necessaryon which the understandingprocessis
based. The vocalulary usedin this methodis extracted
from atouristdatabase.

Frenchis highly inflectedlanguage,and the numberof

inflectionalwords is larger thanin English. The use of

base-formallowsusto extendtheinputvocatularywhich

will containall the possibleinflectionalforms of a base-
form. Thereforethesizeof thevocalilarywill beatleast
five timesgreaterthanthe basicone. For example,to the

base-form‘speak”will be associatedspeak”, “speaks”,
“spoke” and“spoken”. Usingthis method,we obtain460

differentbase-forms.

The sameprincipleis usedto find a suitablecodification
for theoutputconceptsin this caseconceptsareindepen-
dentfrom the morphologicalform. 46 handdetermined
conceptareusedasthe outputof the neuralnetwork.

3.2 Theneural network design

Our neuralnetwork is a MLP with threelayers. Thenum-
ber of neuronsin the input layeris 460 (total numberof

the base-forms).For the outputlayer we use46 neurons
(oneneuronfor eachconcept).

As explainedbefore,eachneuronin the input layeris as-
sociatedto an unigue word from the learningdatabase.
Eachword is representedhy a numberwhichis the same
asthe correspondingnput neuronnumber Thus, if we
want to achieve the learningof the sentencé'When the
musicfestival will beheld” with its correspondingutputs
“Date” and“Event”, all theinputneuronswvhich represent
thesesentencevordswill besetatone,all the otherswill
be null. For this example,the outputlayer of the network
hasonly two neuronssetto one (the neuronsrepresent-
ing theconcept$Date” and“Event”), otherswill besetto
null (figure 2). Soourinputandoutputvectorsarebinary;
andthesepairsrepresenthe associatiorexisting between
wordsandconcepts.

For the hiddenlayer, we have to decidefor the numberof
neuronswhich will constituteit. Figure3 shows the evo-
lution of the concepterrorrate! accordingto the number
of the hiddenlayer neurons.This experimentallow usto
find outthe optimalnumber: 50.
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Figure 2: The neuralnetwork architectureandits func-
tioning principle.
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Figure 3: Concepterror rate accordingto the neurons
numberin the hiddenlayer.

Finally, our MLP has460 neuronsin the input layer, 50
neurondor thehiddenlayerand46 neurondor the output
layer.

1Concepterror= insertedconcepts+ omittedconcepts+ substituted
concepts



4 Statistical method description

In this method we usequantitatve measurebasenthe
informationtheoryprinciples.Thesemeasuresllow usto
computethe associatiordegreebetweertwo givenwords
andthento make up lists of themostcorrelatedvords[2].
And then,thesélists participatein the conceptsonstruc-
tion. At the endwe will usethesegeneratedonceptgo
labeldata.

4.1 Dataclustering

In orderto find the list of conceptswe mustfirst of all,

cleanour corpus.Sowe needto filter it andto remove all

thestopwordsandthewordswith aweakoccurrencedre-

queng. Like in the neuralmethod,we alsoreplaceeach
word by its base-formandfinally we computethe associ-
ationbetweerary pair of wordsasin [4] :

I(A:B)= P(A,B)log priirts+

P(A,B)log %-F

— g 1)
P(A, B)log 5 b+

_— Z_
P(4,B)log %

This formula representshe averagemutual information
(MI) measurebetweentwo words A and B. It allows to
decideif the word A is significantly correlatedwith the
word B or not. In fact,if thetwo wordsareoftentogether
in the samesentences/(A : B) will have a high value
otherwiseit will have a smallvalueandit meanghatthe
two wordsarevery independenandthey don't represent
ary specialmeaning.

In the caseof a high MI value, A and B form a “trigger
pair” [4]. We apply this formulafor all the word couples
of thecorpusto find thelist of thetriggerpairs. Then,we
associatdor eachword w the list of the mostcorrelated
words. We will assumehataword wy, is very correlated
with theword w if I(w : wy,) is higherthanathreshold
S(w) computedasfollows:

_ ming;ev{I(w: w;)} + mazy,cv{I(w: w;)}
S(w) _ =274 5 eV

WhereV is the consideredsocalulary. Thuswe obtain
for eachword its correlatedword list. We cannow find
the final list of conceptsthe ideaamountsto group all
completelyconnectedvordstogetherit meanghatif we
have (A, B) asatrigger pair and (B, C) anothertrigger
pair, we canassumehat(A, B, C) is aconcepbonly if we
havethetriggerpair (A, C). We repeathis procesdor all
the obtainedriggersandwe obtainthefinal conceptist.

In our case we obtain64 differentconceptsvhich cover
almostall the corpusmeanings Eachconceptcontains2,
3 or4 words.

4.2 Sentencelabelling

The aim of this stepis to label sentenceswith their
correspondingconcepts. In our case,a conceptC; =
(¢j1,¢52, -, ¢jm), IS @ set of correlatedwords and a
sentenceP; is composedof a list of words P, =
(pi1, piz, -, Pin). Ourideais to testfor the sentenceP;
if the conceptC; canlabelit or not, sowe have to com-
pute the degree of correlationbetweena conceptand a
sentenceThemostnaturalthing to dois to computetheir
averagemutualinformationquantityandthis canbedone
by computingfor eachcoupleof word (p;x, ¢;;) its corre-
lation degreeandby calculatinganaveragelM as:

n m
- —1 I(pir = c;
IM(P;,Cj) = D k=1 E;L_; Tr(Lpzk )

For eachsentencewe testits correlationdegreeswith all
the possibleconceptsand we keeponly the most corre-
latedones.To decideif aconceptC; mustbekeptto taga
sentenceP; or not, we have to fix arejectthreshold.This
thresholdwill differ from a sentenceo anothetbecauseét
dependsn the correlationdegreesfound eachone. That
canbegivenby:

S(H) =k X ma;cjzl,,64{IM(Pi,C’j)}

Figure 4 givesthe evolution of the concepterror accord-
ing to the value of k. We associatdo eachsentencep;
the conceptswhich give higher correlationdegree than
S(P;) andthis will finish the taggingstep. A compari-
sonof this taggingmethodwith a conceptsegmentation
basedon Viterbi algorithmis underwork.
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Figure4: Concepterrorrateaccordingto the constant.

5 TheCorpus

In our experimentswe transcribea corpuscontaining500
Frenchqueries. The proposedapplicationis a tourist of-
fice databasejueries. Our systemwill be consideredas



aninteractve terminalwheretouristsaskfor differentin-
formation. Our corpusis then composedocf mary such
queries.Foreachquery weassociated concepsetwhich
translatdts meaning.Onethird of the corpuscontainsun-
known wordsnoted‘UNK”. They represenall wordsthat
have notbeenseenin thelearningdatabase.

We used400sentencefor thetraining,50for thedevelop-
mentand50 for thetestin eachmethod.Obtainedresults
aregivenin thenext section.

6 Resultsand discussion

We arebasedurevaluationon somemeasuresisedin the
informationretrieval domain: “Recall” and“Precision”.
The recall “ R” representghe rate of good answersob-

tainedamongthe total goodanswersieededandthe pre-
cision“P” representshe rate of good answersobtained
amongall the obtainedanswers. The systemefficiency

“E" is thencalculatedasfollows:

_2xR><P
~ R+P

E, alsocalled F-measue, representshe harmonicaver-
ageof therecall R andtheprecisionP [5]. This measure
allows usto combinethe two measures® and P in only
onemeasureit alsorepresent reliablemeasurédecause
it decreasesvhenonly one measurgR or P) decreases
andit increasesvhenthe both measuregR and P) in-
crease.

In thetable 1, we give the obtainedresultswith the both
methodson the developmentcorpus and test corpora.
Theseresultsshav thattheneuralmethodhasavery good
precisioncapacityandthatthe statisticmethodhasa good
recall capacity The global efficienciesof the two meth-
odsareencouragingandthey arent very remote. Never-
thelessthe gapbetweerthemcanbe explainedwith two
mainarguments First, thetwo methodausedifferentcon-
ceptkind, the MLP usesconceptselaboratedmanually
and the statisticmethoddiscoversitself its neededcon-
cepts. Secondthe neuralnetwork achiezesa supervised
learningstep,whereaghe secondmethodusesunsuper
visedmechanisms.

Our statisticalmethodseemsto be interestingthanksto
its capacityto find the conceptsandto labelthe sentences
automaticallywithout humanexpertise.lt canbevery ef-
ficient methodin the several casesvherewe have no in-
dexedcorpusandno establisheadonceptists.

Finally we cannotice that the two methodsare comple-
mentaryandthatthey canbecombinedo give onehybrid

systemwith very interestingfeatures.In fact,we have in

one handthe neuralmethodwhich givesvery good pre-
cision resultsand on the other handthe statisticmethod
which shavs a very goodrecallcapacity In additionboth
methodshave very differentfeaturesbut thatcanbe com-
binedto improveresults.

Neuralmethod Statisticmethod
Development| Test || Development| Test
R 85% 65% 95% 83%
P 98% 88% 81% 64%
E 91% 76% 87% 2%

Tablel: Obtainedresultswith bothmethodsonthedevel-
opmentandtestcorpora.

7 Conclusion

Speecltunderstandinganbe seenasthe proces®f trans-
lating input naturallanguagesentencesnto output sen-
tencesin an appropriatesemanticlanguage. Under this
point of view, two approachebave beenpresentedn this
paper The first methodbasedon a neuralnetwork gave
goodresultsand shoved a very large precisioncapacity
The secondmethodis a new onebasedon the mutualin-
formation measureand the concepttaggingapproachis
original. In additionto its veryinterestingfeaturesit gave
alsoencouragingesultsandespeciallya very goodrecall
capacity Integratingthis methodinto our speechdictation
machineMAUD [7] is underwork.
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