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Abstract

Developing handwriting recognition systems that are
fast and highly reliable is a challenging problem that has
become increasingly relevant following the broad accep-
tance of hand-held devices that use pen based handwriting
inputs. Generative classifiers offer a promising solution in
combination with discriminative classifiers for addressing
this challenge. This paper describes a novel generative
classifier - Active-DTW, that combines Active Shape Mod-
els with Elastic Matching. Experimental results show that
the Active-DTW classifier shows substantial promise as a
generative classifier.
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1. Introduction

Research on online handwriting recognition has been
receiving renewed attention with the broader acceptance
of tablet computers and stylus enabled hand-held devices
such as PDAs and cellular phones. Development of On-
line Character Recognition (OLCR) for these devices has
been perceived to be particularly relevant for scripts with
large character sets, as keyboard entry for these scripts is
often not user friendly. However, creating a robust tech-
nological solution that would enable widespread use of
handwriting recognition still remains a challenging prob-
lem for OLCR researchers.

While each script poses unique challenges with re-
gard to recognition, one may isolate a few important fac-
tors that make OLCR a difficult problem for most scripts.
Firstly, it may be said that the complexity of recognition
often arises from the fact that many character sets tend to
share pairs of similar characters with subtle distinguishing
characteristics. Another significant reason is that even for
the same character, it is often not trivial to capture every
possible variation in writing style using the available data.
Other factors which complicate the task of recognition are
the presence of ambiguous samples, mislabeled data and
so on.

In response to these issues, both discriminative and
generative approaches have been explored with reason-
able success in the last decade of handwriting research.
Their complimentary nature has aroused considerable

attention in the recent years leading to many hybrid
classifiers[2][7].

Discriminative classifiers[1] address the first issue of
between class variationsand try to construct decision
boundaries to distinguish classes. On the other hand
generative classifiers[3][8] attempt to model thevaria-
tions within a class, so that these variations may be de-
emphasized while computing the similarity of the test
sample to that class. Generative classifiers are also known
to perform better in the face of missing data and outliers
as they assume distributions a prior.

This paper introduces a generative classifier called
Active-DTW that combines Elastic Matching with Ac-
tive Shape Models in a novel way. We compare Active-
DTW classifier with our implementation of the Eigen-
Deformations classifier that is described in the paper by
Mitomo et. al.[8], and a DTW based Nearest Neighbor
classifier that uses LVQ for prototype selection.

The next section deals with related work on generative
classifiers. Section 3 introduces Active Shape Models and
Section 4 describes the Active-DTW classifier. Section
5 describes an experimental comparison of the generative
classifiers under consideration. Conclusions and possible
future explorations are discussed in sections 6 and 7 re-
spectively.

2. Related Work

Generative models have been explored extensively in
handwriting recognition research in the last decade. One
of the main motivations for their use is that it is possible
to perceive handwriting data as having been generated by
deforming prototypes according to some distribution. The
most popular distribution has been the Gaussian distribu-
tion, because of its well known analytical properties for
modeling real life data.

Bahlmann and Burkhardt [3] describe a CSDTW clas-
sifier in which they modify the distance measure during
the DTW matrix computation. The cost measure of dis-
similarity between two features is a statistical distance in-
stead of the traditional Euclidean distance, and is com-
puted using the covariance matrix for each feature.

As opposed to calculating the local covariance matrix
for each feature in the CSDTW classifier, subspaces are
derived for each character class using Principal Compo-
nent Analysis in the work of Deepu et.al.[4]. One draw-



back with this technique is that it assumes point to point
correspondence between two character samples.

Mitoma et. al. [8] overcomes the above problem by us-
ing DTW[5] to align the characters after which they model
deformations using PCA.

Active Shape Models are another class of generative
classifiers that use PCA to model the variations within a
class. Active Shape Models has been used with off-line
handwriting data. Gunn et. al [6] use Kernel PCA to con-
struct Non-Linear Active Shape Models in the context of
off-line Chinese radical recognition.

3. Active Shape Models

Active Shape Models essentially aim to capture the
principal variations of a given set of samples from the
mean prototype for that class, so that it becomes possible
to generate a new sample by applying these variations to
the prototype. Active Shape Models use Principal Compo-
nent Analysis to statistically model the variations in a low
dimensional subspace of the original feature space. The
parameters of the Active Shape Model are varied within a
range in this subspace to generate new samples.

PCA is a well known statistical technique that con-
structs a subspace that captures the principal variations in
the data. The principal variations are represented using a
orthogonal set of eigenvectors. Each eigenvector is a lin-
ear combination of features, along the direction in which
these features are highly correlated. The first eigenvector
represents the direction along which the features are maxi-
mally correlated. The second eigenvector representing the
direction of second maximum variance is uncorrelated to
the first, as it is orthogonal to the first. In this manner
PCA forms a subspace using an independent set of eigen-
vectors.

By projecting the original data onto this subspace, the
essential structure of the data can be captured in lower di-
mensions. Assuming that the data in the original space
may be modeled by a Gaussian distribution, the data
tends to form a similar distribution in the low dimensional
space. The projected data may be visualized as resid-
ing in a low dimensional hyper-ellipsoid in this subspace.
This hyper-ellipsoid can be described by the eigenvectors
which form the principal axes and whose boundaries are
given using the corresponding eigenvalues.

Such a model allows us to generate new samples that
are valid according to the model and we call these samples
valid deformations. Valid deformations may be obtained
by applying a weighted combination of the principal vari-
ations to the mean prototype, within the limits given by
the ellipsoid. These limits are usually of the order of thrice
the square root of the eigenvalues. Using these ideas, the
Active-DTW Classifier can be derived as follows.

Let n be the dimension of the feature vector. Let
Dc = {di=1:n} be a valid deformation vector for class
c that can be generated using some parameter vectorβ.
Let Vn = {vi=1:n} be the matrix of all eigenvectors
and Λn = {λi=1:n} be the vector of eigenvalues . Fi-
nally, let µc be the mean that corresponds to classc.

GivenDc, one can compute the corresponding parameters
βn = {bi=1:n}, by projectingDc onto the eigenvectors
Vn as follows:

(Dc − µc).Vn = βn (1)

SinceDc is a valid deformation, the following inequal-
ity holds uniformly for all the elements of the vectorsβn

and
√

Λn = {
√

λ1:n} respectively.
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√

Λn ≤ βn ≤ 3
√

Λn (2)

We multiply V ′
n to Eq. 1. It may be observed that

VnV ′
n = I, sinceVn is an orthogonal matrix. We then

takeµc to the right hand side resulting in the following
expression.

Dc = µc + βnV ′
n where− 3

√

Λn ≤ βn ≤ 3
√

Λn (3)

Dc can be approximated aŝDc using the firstm sig-
nificant eigenvectorsV = {v1:m} and eigenvaluesΛ =
{λ1:m} and corresponding parametersβ = {b1:m} as fol-
lows:

D̂c = µc + βV ′ where− 3
√

Λ ≤ β ≤ 3
√

Λ (4)

This expression defines the Active Shape Model for
classc and it allows us to generate any valid deformation
for classc by varying the parametersβ within the given
limits.

4 Active-DTW Classifier

In the Active-DTW classifier, we find the minimum
distance of the test sample to each of theN classes. The
distance to a class is the DTW distance to the closest de-
formation that can be obtained from each of the Active
Shape models in that class. The closest or optimal de-
formationDopt

c for each classc is that valid deformation
whose Euclidean distance to the test sample is minimum.

Let Dc be the set of valid deformationŝDc for classc.
If T is the test sample then we have to find theDopt

c that
minimizes the following distance:

Dist(c, T ) = min
D̂c∈Dc

‖(T − D̂c)‖ (5)

Using Eq. 3, ifβopt are the parameters corresponding to
the optimal deformationDopt

c , we have

min
D̂c∈Dc

‖(T − D̂c)‖ = ‖T − (µc + βoptV
′)‖ (6)

whereβopt = arg min
−3

√
Λ≤β≤3

√
Λ

‖T − (µc + βV ′)‖ (7)

The modulo can be expanded as follows:



‖T − (µc + βV )‖2

= ((T − µc) − βV )((T − µc) − βV )′

= ‖T − µc‖2 − 2βV (T − µc)
′ + ‖β‖2

Therefore the optimization problem can be posed as:

βopt = arg min
β

(‖β‖2−2βV (T−µc)
′+‖T−µc‖2) (8)

subject to− 3
√

Λ ≤ β ≤ 3
√

Λ (9)

By minimizing this expression using constrained
quadratic optimization, we can arrive at the parameter
βopt that can be used to reconstruct the closest shape to
the test sample according to the model of classc. Once
βopt is found, the best fitting deformation is found.

Dopt
c = µc + βoptV

′ (10)

At this point, elastic matching is used to compute the
DTW-Distance between the test sample and the optimal
deformation. This distance which we call as the Active-
DTW-Distance would be the minimum distance of the
classc to the test sampleT , and can be expressed as fol-
lows:

Active-DTW distance(T, c) = DTW-Distance(T, Dopt
c )

The recognized class according to this Active-DTW
classifier would be the class with the minimum Active-
DTW-Distance to the test sample, i.e. Recognized Class,

C = arg min
c=1..N

(Active-DTW-Distance(T, c))

This formulation thus combines the inherent strengths
of generative modeling with elastic matching to yield a
better distance measure. This is illustrated in the figure
below, using a two dimensional active shape model.

Figure 1. Illustration of the recognition process for the
Active-DTW classifier

5 Experiments

In the experiments we have used the IRONOFF[10]
database, which contains both online and off-line hand-
writing information collected by IRCCyN in Nantes,
France. The IRONOFF database consists of 4086 isolated
digits, 10,685 isolated lower case English characters and
10,679 isolated upper case English characters.

We used the above dataset to compare the Active-
DTW classifier with the Eigen-Deformations based clas-
sifier. The evaluation on the above dataset is performed
using three fold cross-validation.

In order to capture all the variations in style, number
of strokes and shape, it is required that each class be rep-
resented using more than one model. Hence, samples of
each class are clustered using hierarchical clustering[9].

In the case of the Eigen-Deformations classifier, the
deformations were estimated for each cluster using the
median of the cluster as the reference pattern. For the
Active-DTW classifier, Active Shape Models were con-
structed from each cluster. In order to build subspaces
with a certain number of dimensions, we require that the
cluster size at least equal to that many dimensions. There-
fore, we built models only on those clusters whose sizes
were larger than a threshold.

In order to compare the Eigen-Deformations classifier
and the Active-DTW classifier, in the first experiment,
the samples from the smaller clusters were not used. It
may also be noted that while the authors of the Eigen-
Deformations classifier[8] have selected the cluster rep-
resentatives manually and then grouped the samples of a
class using the nearest neighbor rule, we have used the hi-
erarchical clustering algorithm to automatically find the
clusters. In a second experiment we included samples
from the smaller clusters (“free samples”).

While testing, the distance to the nearest cluster of a
classc is taken as the distance to the class. The distance of
classc to the test sample is computed as the DTW-distance
to the closest deformationDc for the Active-DTW clas-
sifier. Fig. 1 uses two dimensions to illustrate how the
Active-DTW classifier performs recognition.

The distance measure for the Eigen-Deformations
classifier is a combination of the DTW distance to the me-
dian of the nearest large cluster and the modified Maha-
lanobis distance as described in [8].

In addition to the Eigen-Deformations classifier, we
also evaluated a k-Nearest Neighbor classifier with DTW
as the distance measure. Prototypes for the k-NN clas-
sifier were obtained using Learning Vector Quantization.
Therefore we refer to this as the LVQ-DTW classifier. The
results from the experiments are tabulated in Table 1.

It can be observed from Table 1 that the Active-DTW
classifier results in greater accuracy in comparison with
the Eigen-Deformations classifier. It can be seen that in-
corporating free samples does result in an increase in ac-
curacy. This may be explained by noting that while these
samples may not form natural hyper-ellipsoidal clusters,
they do play an important role in definition of the decision
boundaries.



Table 1. Table of accuracies on the IRONOFF data
set, comparing Active-DTW with Eigen-Deformations
and the LVQ-DTW classifier

Accuracies
Classifiers Digits Lower Upper

EigenDeformations 96.8 85.1 90.0
LVQ-DTW 96.9 84.8 91.6
Active-DTW 97.1 86.9 94.1
Active-DTW 97.8 87.7 94.3
(free samples)

It is significant to note that, by being able to incor-
porate these samples, Active-DTW is able to provide a
framework for integrating discriminative classification us-
ing samples with high discriminative information.

This is due to the fact that the distance to the model in
the case of Active-DTW classifier is the DTW distance to
the closest deformation. This distance measure makes it
comparable to the DTW-distance between the test sample
and any other sample in the training set. It may be noted
that this is not possible in the Eigen-deformations based
classifier as the distance to the model is not comparable to
the distance with other training samples.

In this fashion, the Active-DTW classifier makes it
possible to integrate samples with high discriminative
power such as the support vectors into its framework.

6 Conclusions

A new classifier called Active-DTW has been pro-
posed in this work. Experimental results have shown
that this classifier shows promise as a generative classi-
fier. Being a model based classifier, it has lower space and
time complexity compared to a nearest neighbor classifier
based on DTW.

In addition, Active-DTW offers the advantage of mak-
ing it possible to incorporate samples that do not naturally
form clusters. As these samples can be chosen to be dis-
criminative(e.g. by choosing support vectors), it becomes
possible to incorporate discriminative classification into
the Active-DTW framework.

We believe that this is only a preliminary exploration
using the Active-DTW classifier, and that there are many
promising extensions to improve this work as described
below.

7 Future Work

In the future, we would like to further improve the per-
formance of the Active-DTW classifier by exploring sev-
eral threads. The Active-DTW classifier heavily depends
on the clustering scheme as it builds statistical models us-
ing these clusters. If the resulting clusters significantly
deviate from Gaussian distributions, the PCA based sta-
tistical model would not be able to model the distributions
. We believe that there are two possible approaches to
address this issue. First, algorithms such as the EM al-
gorithm, may be used to obtain better clusters. Second,

Kernel PCA[6] may be used to model non-Gaussian dis-
tributions.

Another potential improvement to the Active-DTW
classifier would be to incorporate DTW mapping into the
computation of the covariance matrix and the optimiza-
tion expression in Eq. 7. This is a promising approach
as DTW has shown to obtain a superior distance mea-
sure than the Euclidean measure for handwriting data and
therefore DTW has been incorporated into well known
classifiers such as the Eigen-Deformation classifier[8] and
the GDTW classifier[1].

Finally, the Active-DTW classifier may be extended to
accommodate discriminative classification by incorporat-
ing support vectors into the framework.
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