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Études des interactions entre �ux TCP dans un switch Etherne t à trŁs
haut dØbit

RØsumØ :Ce rapport prØsente les interactions entre les switchs de couche 2 (Ethernet) et TCP dans
les rØseaux à haut produit dØbit-dØlai. Tout d’abord, nous investiguons le comportement de plusieurs
switches Ethernet lorsque deux connexions se partagent un mŒme port de sortie. Nous explorons en-
suite l’in�uence de ces comportements sur le protocole TCP. En�n nous exhibons plusieurs situations
dans lesquelles le mØcanisme d’ordonnancement introduit un partage inØquitable de la bande passante
et des pertes en rafales pØnalisant les performances de TCP.

Mots-clØs : switchs ethernet, gestion de �le d’attente, protocoles de t ransport, cross-layering.



Interaction between Layer 2 equipements and TCP �ows 3

1 Introduction

Most transport protocol designers addressing wired networks do not take link layer behaviors into
account. They assume a complete transparency and determinist behavior (i.e. fairness) of this layer.
However, Ethernet switches are store-and-forward equipments, which have limited buffering capaci-
ties to absorb congestions that can brutally occur, due to bursty nature of TCP sources [JD05]. Thus
many Ethernet switches use contention algorithms to resolve access to a shared transmission chan-
nel [FKM04, AOST93, McK99]. These scheduling algorithms aim at limiting the amount of data
that a subnet node may transmit per contention cycle. This helps in avoiding starvation for other
nodes. The designers of these algorithms have to �nd a tradeo ff between performance and fairness in
a range of traf�c conditions [MA98]. Considering the case of grid environment where many huge data
transfers may occur simultaneously, we explore the interactions between this L2 congestion control
mechanisms and TCP and try to understand how they interfere. The goal of this study is to investigate
the way packets are managed in high speed L2 equipments (switches) and the implication on transport
protocols under different congestion conditions. The question is to understand how the bandwidth and
losses are distributed among �ows when traf�c pro�les corre spond to huge data transfers.

After a brief introduction on switching algorithms, the second section of this paper details the
experimental protocol adopted and the observed parameters. In the third part, we present the steady-
state behaviors of CBR (Constant Bit Rate) �ows’ packet sche duling and the switch’s characteristic.
In the fourth section, this report study the impact on this kind of �ows and on TCP. The report ends
by a discussion on the problems of switching algorithms in grid context.

2 Switching algorithms

Switching algorithms are designed to solve contentions that may occur on output ports of a switch
when several inputs ports intend to send packets on the same port. In input-queued switches, this
problem is known as head of line blocking problem. There are mainly two types of such algo-
rithms. Some use a random approach by choosing randomly packets among contending input ports
as PIM [AOST93] does whereas others (as iSLIP [McK99]) use round-robin. From a global point of
view, both can achieve fairness among input port but from a local point of view results can be quite
different [Var05, chapter 13].

A user doesn’t know a priori which algorithms are used in its switches nor if they are of one of
these two types.

3 Experiment description

In order to observe the bandwidth sharing and loss patterns on a congested output port of a switch, a
speci�c testbed and a restricted parametric space were used to explore 1 Gbps Ethernet port behavior.

3.1 Objectives and Test plan

In order to characterize the switches and the impact of switches on TCP, several experiments have
been performed.

The �rst set of experiments consists of running two contendi ng �ows at different constant rates.
These two �ows permit to observe different behaviors of the s witch under different congestion level,
to highlights the difference of behaviors of different switches using mean and variance of per-�ow
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output bandwidth. Fine-grained observation can also be made using sequence numbers to observe
per-packet switching behaviors in presence of two �ows.

Then as TCP tends to send packets per bursts, experiments with one CBR �ow and one burst are
run. The number of packets of the burst is observed as a function of burst’s length.

And lastly two different variants of TCP (BIC and Reno) are evaluated on two different switches.
Performance are measured under different situations: with and without SACK as it is designed to
improve TCP performance under speci�c loss pattern and with a 0 ms and 50 ms RTT GigE link as
TCP’s performance are impacted by losses and high latencies.

These experiments are run the testbed describe in the next section.

3.2 Testbed

The topology of the experimental testbed is described on �gu re 1. One GtrcNET-11 [KKT+03] is
used to both generate traf�c and monitor the output �ows. Gtr cNET-1 is an equipment made at the
AIST which allows latency emulation, bandwidth limitation, and precise per-stream bandwidth mea-
surements in GigE networks at wire speed. GtrcNET-1 has 4 GigE interfaces (channels). Tests were
performed with several switches but most of the results presented here are based on a Foundry Fast-
Iron Edge X424 and a D-Link DGS1216-T. Firmware version of the Foundry switch is 02.0.00aTe1.
�Flow control� is disabled on all used ports and priority lev el is set to 0. According to manufacturer’s
documentation, D-Link has 512 KB and according to command line interface show mem command,
Foundry switch has 128 MB of RAM but for both the way memory is shared among ports is not
known.

GtrcNET-1

Switch

ch
1

GtrcNET-1

ch
3

ch
2

flow 1

flow 2

GtrcNET-1

ch
0

Figure 1: Experimental testbed

3.3 Parametric space

We assume L2 equipments do not differentiate UDP and TCP packets. Tests that have been made
corroborate this fact. Experiments were conducted with UDP �ows as they can be generated easily by
GtrcNET-1 and as they can be sent at a constant rate.

1http://www.gtrc.aist.go.jp/gnet/
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Interaction between Layer 2 equipements and TCP �ows 5

The following parameters were explored: �ows’ rate, packet length and measure interval length.
Different levels of congestion using different �ow’s rates were used : 800, 900, 950 and 1000 Mbps.
These rates are transmission capacity (TC) used to generate UDP packets. Transmission capacity
specify the bitrate (including Inter Frame Gaps and preamble) of an emulated Ethernet link. Experi-
ments were strictly included in the period of packet generation. IP packet length are set to 1500 bytes
as high-speed connections use full size packets. In order to observe output �ow bandwidths, packets
were counted on intervals of 400 and 1000 �s (around 33 and 83 packets at 1 Gbps).

3.4 Test calibration

We �rst compare the �ows generated by GtrcNET-1 with and with out switch to be sure switches do
not introduce too much noise. Here, the observation interval is 400 �s.

With 1000 Mbps (wire speed) as transmission capacity, due to preamble and IFG, transmission
bandwidth will be of 1000 � (64 + 18)=(64 + 18 + 20) = 803 Mbps with 64 bytes packets and
1000 � (1500 + 18)=(1500 + 18 + 20) = 986 Mbps with 1500 bytes packets. Table 1 summarizes
these values.

GtrcNET-1’s is able to generate packets at the speci�ed rate s. When GtrcNET-1’s channel 3 (ch3)
is directly connected to ch0 and ch3 generates UDP packets, monitored bandwidth on ch0 is constant.

Then, the measurements with one �ow transiting through the F oundry Fast IronEdge X424 switch
was done. Figures 3 represent the output bandwidths observed on ch0 when the �ow goes through the
switch. In these �gures, measured bandwidths are not as stab le as the ones obtained without switches
(�gure 2) but the obtained rates are nearly the same.

Transmission capacity (Mbps)
UDP bandwidth (Mbps)

64 B packets 1500 B packets
900 724 888
950 764 937

1000 803 986

Table 1: UDP �ows bandwidth with respect to transmission cap acity used
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Figure 2: Without switch, TC = 1000
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Figure 3: Switch, TC = 1000

4 Steady-state behaviors of CBR �ows’ packets scheduling

This section presents some of the bandwidth patterns observed on the output port of the Foundry Fast
IronEdge X424 switch when two CBR (Constant Bit Rate) �ows ar e sent through this output port. We
only concentrate on 1500 bytes packets as high throughput �o ws use such packets size (or over with
jumbo frames). Each �gure of this section represents the out put rate of the two �ows (sub�gures (a)
and (b)). Sums of output bandwidths are always constant at 986 Mbps. Measures presented in this
section are made using 1 ms intervals.

4.1 Two CBR �ows with same rates

Figures presented in this section use the same input rate for the two �ows.
In �gure 4, only one �ow is forwarded at a time. There are many t ransitions between the two

�ows but it seems to be completely random. It can be noticed th at the aggregated bandwidth is nearly
constant and that one �ow can starve for more than 100 ms (for e xample: �ow 1 between 1.6 s and
1.7 s).
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Figure 4: 1000 Mbps + 1000 Mbps (1500 bytes)
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In �gure 5, �ows do not starve but a real unfair sharing is obse rved for more than 300 ms. From
time 1.45 s to 1.75 s, one is running at more than 900 Mbps and the other at less than 50 Mbps.
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Figure 5: 900 Mbps + 900 Mbps (1500 bytes)

As seen in all the �gures shown in this section, sharing among input ports can be really unfair
on �short� time scale, which can have a dramatic impact as 100 ms may be a very long interval
within TCP’s dynamic speci�cally at these rates. Around 830 0 1500-bytes packets should have been
forwarded at 1 Gbps within 100 ms.

4.2 Two CBR �ows with different rates

In �gure 6, it can be observed that when the two �ows are sendin g at different rates (with one at wire
speed), instant �ow rate on the output port varies among a set of values. And �nally, when none of
the �ows is at 1 Gbps and they have not the same rate, as in �gure 7, the sharing of the bandwidth is
closer to what we would expect to obtain as with 1 ms interval observation the throughput is nearly
constant.
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Figure 6: 1000 Mbps + 900 Mbps (1500 bytes)

As a conclusion of this section, when the two CBR �ows have the same rate or one of the �ow is
at the maximum rate, the behavior of this switch is unfair on � short� time scale (100 ms) but is not
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Figure 7: 950 Mbps + 900 Mbps (1500 bytes)

when none of the two rates is at wire rate. The following sections present some quantitative measures
on these situations for several switches.

4.3 Sequence number analysis

In this section, instead of monitoring the output bandwidth, the sequence numbers of forwarded pack-
ets are monitored. Figure 8 shows the situation with two 1000 Mbps �ows and �gure 9 with two
400 Mbps �ows on Foundry switch. In these �gures is the sequen ce number of a packet at the date it
was observed on the output port represented by an impulse. It can be noticed that on the �rst �gure
(�gure 8), only one �ow is forwarded at a time most of the time j ust like observed in �gure 4, whereas
on the second ones (�gure 9) output packets are picked altern atively from the two �ows (�gure 9 (c)
is a zoom-in of a short interval).
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Figure 8: Evolution of sequence number of packets on the output port (1000 Mbps + 1000 Mbps
(1500 bytes) on Foundry switch)

On D-Link switch, even when the two input rates are 1000 Mbps (�gure 10), packets on output port
come alternatively from the two port but packets are alternatively dropped too. Sequence numbers of
forwarded packets are growing by from 1 to 3 (�gure 10 (c)) as t here is only 1000 Mbps of bandwidth
on output port and some of the input’s packets have to be dropped. This is different from the Foundry
switches where packets are dropped by burst. The case with 400 Mbps �ows and D-link is similar to
Foundry one. This likely means the two tested switches have different queue management strategies.

INRIA



Interaction between Layer 2 equipements and TCP �ows 9

 0

 5000

 10000

 15000

 20000

 25000

 30000

 35000

 0  0.2  0.4  0.6  0.8  1  1.2

S
eq

ue
nc

e 
nu

m
be

r

time (s)

(a) Sequence number of �ow 1

 0

 5000

 10000

 15000

 20000

 25000

 30000

 35000

 0  0.2  0.4  0.6  0.8  1  1.2

S
eq

ue
nc

e 
nu

m
be

r

time (s)

 0

 5000

 10000

 15000

 20000

 25000

 30000

 35000

 0  0.2  0.4  0.6  0.8  1  1.2

S
eq

ue
nc

e 
nu

m
be

r

time (s)

 0

 5000

 10000

 15000

 20000

 25000

 30000

 35000

 0  0.2  0.4  0.6  0.8  1  1.2

S
eq

ue
nc

e 
nu

m
be

r

time (s)

(b) Sequence number of �ow 2

 90

 100

 110

 120

 130

 140

 150

 160

 170

 180

 0.005  0.00505  0.0051  0.00515  0.0052  0.00525  0.0053  0.00535  0.0054

S
eq

ue
nc

e 
nu

m
be

r

time (s)

flow 1
flow 2

(c) Zoom with both �ows

Figure 9: Evolution of sequence number of packets on the output port (400 Mbps + 400 Mbps (1500
bytes) on Foundry switch)
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Figure 10: Evolution of sequence number of packets on the output port (1000 Mbps + 1000 Mbps
(1500 bytes) on D-Link switch)

4.4 Quantitative measures for CBR �ows

Following tables summarize statistical metrics for the two �ows on different switches with different
input rates. The �rst two columns indicate the input rates in Mbps for �ow 1 and �ow 2, the next four
columns show average, maximum and minimum throughput (Mbps) and its variance (square Mbps)
for �ow 1. The next four do the same for �ow 2 and �nally the last column indicates the interval used
for throughtput measurements.

It can be observed that tables 2, 3 and 4 show a very high variance and minimum throughput of
0 Mbps when the input rates are equal to 1000 Mbps whereas table 5, 6 and 7 don’t. The three �rst
switches are tend to make one of the �ows starve for periods of time longer than 100 ms when the
congestion is severe. These three switches also perform unfair sharing under high congestion whereas
the three last always split the available bandwith around 494 Mbps when the input rates are equals.
In the case of D-Link switch, it occurs even when the input rates are different and the output port is
congested.

To conclude this section, it seems switches divide in two different classes. In the �rst one star-
vation can occur and high variance under severe congestion can be experienced. In the second one
low variance and no starvation occurs. As TCP connections have no knowledge of which switches the
network is made of, it can be guessed that the behavior and performances of the connections can be
highly and differently impacted as it will be shown in section 5.

RR n° LIP 2006-38



10 S. Soudan, R. Guillier, L. Hablot, Y. Kodama, T. Kudoh, F. Okazaki, P. Primet, R. Takano

Input rate ch0(�ow 1) ch0(�ow 2)
Interval

CH2 CH3 ave max min var ave max min var
1000 1000 800 988 666 19K 188 323 0 19K 100 ms
800 800 197 197 197 0 792 791 792 0 100 ms
500 500 494 494 494 0 494 494 494 0 100 ms
800 600 569 574 566 4 419 422.52 414 3 100 ms

Table 2: Two CBR �ows on Foundry FastIron Edge X424

Input rate ch0(�ow 1) ch0(�ow 2)
Interval

CH2 CH3 ave max min var ave max min var
1000 1000 525 988 0 203K 463 988 0 203K 100 ms
800 800 785 787 635 233 203 353 200 233 100 ms
500 500 494 494 494 0 494 494 494 0 100 ms
800 600 567 575 547 12 419 441 413 12 100 ms

Table 3: Two CBR �ows on Cisco 4948

Input rate ch0(�ow 1) ch0(�ow 2)
Interval

CH2 CH3 ave max min var ave max min var
1000 1000 172 988 0 113K 816 988 0 113K 100 ms
800 800 738 746 735 3 250 253 242 3 100 ms
500 500 494 494 494 0 494 494 494 0 100 ms
800 600 577 586 569 18 411 419 401 18 100 ms

Table 4: Two CBR �ows on Cisco 3750

Input rate ch0(�ow 1) ch0(�ow 2)
Interval

CH2 CH3 ave max min var ave max min var
1000 1000 494 494 494 0 494 494 494 0 100 ms
800 800 494 494 494 0 494 494 494 0 100 ms
500 500 494 494 494 0 494 494 494 0 100 ms
800 600 497 497 496 0 491 491 490 0 100 ms

Table 5: Two CBR �ows on D-Link DGS1216T

Input rate ch0(�ow 1) ch0(�ow 2)
Interval

CH2 CH3 ave max min var ave max min var
1000 1000 494 494 494 0 494 494 494 0 100 ms
800 800 494 495 494 0 494 494 494 0 100 ms
500 500 494 494 494 0 494 494 494 0 100 ms
800 600 565 565 565 0 424 424 423 0 100 ms

Table 6: Two CBR �ows on Huawei S5648

INRIA
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Input rate ch0(�ow 1) ch0(�ow 2)
Interval

CH2 CH3 ave max min var ave max min var
1000 1000 496 497 494 1 493 494 491 1 100 ms
800 800 492 492 492 0 496 496 496 0 100 ms
500 500 494 494 494 0 494 494 494 0 100 ms
800 600 551 551 550 0 437 438 437 0 100 ms

Table 7: Two CBR �ows on DELL 5224

4.5 Steady-state Switch’s characteristic for CBR �ows

While previous section shown metrics in a small number of situation for several switches, this section
will present somes metrics for two switches for all input rates. In order to characterize switching
behaviors, the ratio of output bandwidth divided by input bandwidth were measured for every input
rates (from 0 to 1 Gbps by 20 Mbps). Variance of the �ows among e xperiments were also measured.
Each experiments last 12 seconds, measurements have been done on 1 ms intervals and have been
repeated 3 times.

Figure 11 shows the isoline of the ratio of output bandwidth divided by input bandwidth of �ow
1 (on sub�gure (a) and of �ow 2 on sub�gure (b)) on Foundry swit ch. X axis is the input rate of the
�rst �ow and Y axis the one of the second �ow. It can be observed that the isolines tends to join at
one point � (1000,0) for �ow 2. When there is no congestion (be low the line joining (0, 1000) and
(1000, 0)), the ratio is equal to 1. Figure 12 shows the graphic obtained for the D-link switch. Here,
the behavior is completly different and probably related to the packet switching algorithms used. With
this switch, if the input rate of the �ow 2 is less or equal to 50 0 Mbps, its output rate is always equal
to the input rate regardless of the input rate of �ow 1.

We weren’t able to �nd an explanation for strange pattern obs erved on the bottom right of �gures
11 (a) and 12 (a) yet.

Figure 13 shows the standard deviation of the output bandwidth for the 2 �ows with the Foundry
switch (with 1 ms measurements’ interval). The standard deviation is quite low in the usual case. But
when the input rates are the same or when one of them is at the maximum, more deviation can be
observed. The highest standard deviation is obtained when the two �ows are at 1 Gbps. That is when
alternate complete starvation of one of the �ows was observe d. Figure 14 is similar to the previous
one but realized with the D-Link switch. Even below the congestion limit, output bandwidth vary
on this switch. However magnitude of standard deviation does not grow as high as with the Foundry
switch.

As variance isolines shown, predictions on the behavior of a switch are not easy to made a priori.
Next section will show that the differences between the two switches tested in this section impact TCP
performances.

5 Impact on TCP

In the previous sections, strange behaviors of switches were observed when the congestion level is
very high. As TCP uses a congestion avoidance mechanism, one can assume this prevents the oc-
currence of such high congestion level on switches’ output ports. However in the slow start phase as
the congestion window is doubling at each RTT and during aggressive congestion window increase
phases (as in BIC [XHR04]), �ows can face severe congestions .
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Figure 11: Isoline of output bandwidth over input bandwidth for the 2 �ows on Foundry switch
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Figure 12: Isoline of output bandwidth over input bandwidth for the 2 �ows on D-Link switch

 0  100  200  300  400  500  600  700  800  900  1000
 0

 100

 200

 300

 400

 500

 600

 700

 800

 900

 1000

     450
     400
     350
     300
     250
     200
     150
     100
      50

input rate 1 (Mbps)

input rate 2 (Mbps)

(a) Flow 1

 0  100  200  300  400  500  600  700  800  900  1000
 0

 200

 400

 600

 800

 1000

     450
     400
     350
     300
     250
     200
     150
     100
      50

input rate 1 (Mbps)

input rate 2 (Mbps)

(b) Flow 2

Figure 13: Isoline of standard deviation of output bandwidth of the 2 �ows on Foundry switch
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Figure 14: Isoline of standard deviation of output bandwidth of the 2 �ows on D-Link switch

5.1 Slow start

In this section, we study the impact of L2 packet scheduling algorithms on already established �ows
when a new connection starts. The testbed used is similar to the one presented before but the the �rst
CBR �ow generated by GtrcNET-1 was replaced by a burst of vari able length generated by pktgen
linux kernel module. In this experiment, the bandwidths obtained by the CBR �ow and the burst were
measured. We assume that the amount of CBR �ow’s lost bandwid th corresponds to a number of
packets lost as in a long run situation, the switch can’t buffer all the packets. Figure 15 represents the
estimated number of loss that the �rst �ow experienced as a fu nction of the length of the burst with
different switches. It can be seen that generally the burst get most of his packets going through the
output port, which causes a large dent on the CBR �ow. But agai n two different behaviors can be
observed. Figure 15 (b) shows very regular lines for the DELL, D-Link and Huawei switches whereas
they are very noisy for the Cisco and Foundry switches (�gure 15 (a)) which might indicate these
switches use more sophisticated algorithms.
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Figure 15: 1000 Mbps CBR �ow’s losses
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As switches differently drop packets and it impacts TCP, the next section will compare two TCP
variants (BIC and Reno) under two latencies (0 ms RTT and 50 ms RTT), with and without SACK on
D-Link and Foundry switches.

5.2 Transport protocols comparaison on different switches

Experiments presented in this section use four hosts: two senders and two receivers, all running iperf.
The two �ows involved share a 1 GbE link of con�gurable RTT: 0 m s or 50 ms. Bottleneck takes
place in the switch before this link. We observe the two �ows o n this link using the GtrcNET-1 box.
All the experiments share the same experimental protocol: � rst �ow is started for 400 s, 20 s later
second �ow is started for 380 s.

In these experiments, TCP buffers where set to 25 Mbytes and txqueuelen to 5000 packets to
avoid software limitation on end hosts.

First observation, the �rst �ow manages to �ll the link by its elf in all situations except for Reno
with 50 ms RTT on D-Link switch where a loss occur during the �r st seconds (�gures 28 (a) and 30
(a)).

The two next sections will present graphics for 0 ms RTT and then 50 ms RTT GigE links.

5.2.1 0 ms RTT

Figures presented in this section represent �ows’ throughp uts on a 0 ms RTT GigE link. Some �gures
present periods of time where one of the �ow is nearly silent. We can observe such behaviors on �gure
17 (a) between seconds 320 and 340, on �gure 19 (b) between sec onds 30 and 50 and between seconds
150 and 175 and �nally on �gure 25 (a) between 200 and 220. We di dn’t observe such starvation on
D-Link switch nor with Reno TCP.

Comparaison clearly shows the interest of using SACK as it �s mooths� the bandwidth usage of
the two �ows, no more stop and go when packets are lost in the sw itch. Absence of SACK is the
worst case for Foundry switch, as in this situation we can observe in �gure 17 that only one �ow is
forwarded at a time. It can be noticed that TCP default con�gu ration provided by current linux kernel
(2.6.18) is BIC with SACK.
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