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Abstract—We present in this article a simple method to lights [2] or pedestrians and crowd according to human shape
estimate an IPM view from an embedded camera. The method and behaviour constraints. Some original methods track set
is based on the tracking of the road markers assuming that the of features points ([3]) or edges ([4]) on obstacles because

road is locally planar. Our aim is the development of a free- their relati tion is diff t f th ti |
space estimator which can be implemented in an Autonomous eir refalive motion 1s ditrerent from theé camera motion.

Guided Vehicle to allow a safe path planning. Opposite to most @ general way, the segmentation of the elements of a scene
of the obstacle detection methods which make assumptions on can be performed with a dense estimation of the optical ow
the shape or height of the obstacles, all the scene elements[5] and the introduction of colour, texture constraints])[6
above the road plane (particularly kerbs and poles) have to be or a parametrization of the static world [7].

detected as obstacles. Combined with the IPM tranformation, An other techni i d st .
this obstacle detection stage can be viewed as the rst stage of n other technique common 10 MONo and Stereo-vision

a free-space estimator dedicated to AGV in the complex urban C€Onsist on considering all the elements which are lying abov
environments. the road as obstacles. In a rst step, the projection of tlaero

surface is segmented according to a-priory knowledgesl(roa
model, planarity assumption). The estimation of camera
A. Related works motion between two poses (relative motion of the static yoad
For two years now, most of the automotive manufactureris a second step, allows, in a third step, the detection of
propose on their new cars Advanced Driving Assistancebstacles according to their elevations which don't verify
Systems that allow active security like Automatic Cruisdhe road surface motion (optical ow) or they are distorted
Control, Lane Crossing Detection, obstacle avoidance, etthomography).
The obstacle detection systems can be divided into differen The stereo-vision allows by triangulation the estimatién o
groups according to the types of obstacle the system detedfse depth of homologous pixels matched in a pair of images if
the ranges, the refresh rate, the reliability. the stereo-rig is calibrated. When the images are rectileg, t
The range- nders based on radars, Laser or Lidar provideomputation of the V-disparity, an original method develdp
high spatial resolutions data at high scanning speeds fby Labayrade in [8], allows with real-time constraints the
long ranges but remain too much expensive for automotiveegmentation of obstacles whatever the longitudinal gro |
applications. Furthermore, the interpretation of the b@am of the road and the discrimination between vehicles and
pacts on the environment is dif cult in dynamic and complextrucks. Many authors perform the method with introducing
environments. Cheaper sensors like sonars are nevedhelesdisparity [9], infrared sensors to detect pedestria®g ¢t
used for dif cult maneuver as parking but are useless ahulti-baseline sensors for off-road environment [11].
higher speed. The drawbacks of range- nder methods are o
improved as soon as they are coupled with a vision systefh Motivations
to perform a segmentation of the scene. The method we present in this paper is dedicated to
The vision sensor appears particularly well adapted tAutonomous Guided Vehicles where the estimation of the
segment complex scenes thanks to the rich informatidinee-space in front of the mobile robot is more crucial than
it captures in a single frame. Several methods have be#lmre identi cation of the obstacles. In other words, all the
implementing for years now: they essentially differ acaogd elements which are lying above the road surface represent
to the applications. From highways to urban environmengn obstacle, whatever their shape or height. Hence, the kerb
many factors vary like the density of traf c, the eld of view and the green strips which generally highlight the roads
the types of obstacles (vehicles, trucks, cycles, pea@estri boundaries have to be segmented as obstacles if they have a
others), the numbers of road lanes, the presence or notman-null elevation.
road markers. In [1], where an exhaustive recent review of Our aim is also the detection of all the obstacles which
the vehicle detection is presented, all the methods arensisi reduce the free-space to allow an overtaking maneuver if
based except those that are coupled with a range nder. it is necessary. This study represents the last improvement
Methods using a mono camera are generally based onaf- a feature-based method we have been developing for
priory knowledge of the scene and particularly on the typsome years ([12]) to locate a mobile robot when GPS data
of obstacles. These methods are dedicated to detect eitlaee corrupted. The method is inspired by the works of
vehicles according their vertical edges, shadows, synynetiOkutomi [13], which proposed to identify the road surface

I. INTRODUCTION



with the homography induced in images captured by eaxtraction of two parallel lines along a straight path is
calibrated stereo-rig. The computation is performed with eelatively easy. Many authors propose several models of
dense method whereas we use points and lines extracted witle road projection that mainly differ on the free eld of
a Harris and a Canny detector. view, the presence of road markers or not, the humber of
The main restriction of the method remains on the asdegrees of liberty the road model assumes. We personally
sumption of at road that seems not so restrictive in realise the simplest model: the road borders are linearizedat th
conditions due to the limited eld of view in case of urbanforeground and converge to ti@ominant Vanishing Point
traf c. We hence assume that the free space in front of th(DVP) x whatever the road curvature is. The reader can
vehicle does not exceed some meters, that corresponds to tbieve in [15] the tracking process we have developed to
security distance with the preceding vehicle. Nevertlglessegment the projection of the road in images.
the proposed method has the signi cant interest not to deépen In the following, we detail the method to compute an IPM
to the calibration of the stereo-rig. while in the second part, we discuss on the interest of the
This paper is organized as follows: in Section Il, wemethod.
propose a method to compute easily a bird eye view of the
road plane. The expression in the IPM image of the featuré& Methodology

lying above the road plane is presented in section Ill. Some Lets now considerin®; andR, the frameworks relative
results obtained on video sequences are shown in Section g the camera and the virtual camera. We assume in the

T_he anC|USI9n and a list of possible research directioas a‘Following that the original and virtual images have the same
given in Section V. dimensions W; L] and 256 gray levels.
Il. INVERSEPERSPECTIVEMAPPING We also introduce two horizontal linds and |, which
A. Interest have respectively; andvy v-ordinates. In the original image,
We present in this part a simple methodology to comput@e intersections of these two lines with the pepcil of road
an Inverse Perspective Mapping (IPM) image [14] or amarkers (restricted to the rst and the last median) and the

Virtual Projection Plane, as it is called by some authors Tthr?]ig(is\{[e(r)trl]Za:Jbounwc:ta;]rliszgferﬁ?ge. Zgﬁgﬁgg’ﬁgg&?ﬁn
ik 1 &5 9 ,

IPM transformation consist on modifying the angle of view_ " '~ ! S

under which a scene is acquired to remove the perspectifg " Fig. 2, while the second o which is the bottom
effect. In a practical way, the IPM transformation consis art of the original image forms a.rectangle. , L
to set the angles of rotation (mainly the tilt one) to values If the road has a constant width in the scene, its projection

such as the normal to the planeand the focal axis of the in the virtua_1| framework is also constant, o that means
virtual cameraz, are oppositen:z, = 1, according to the the four pointsp w« form a parallelogram IR, whereas

Fig. 1. The virtual camera follows the vehicle path but has H1e ufnage IS represhented Q)N'th a trur:jcated cr:]one. -:;gehIPM
constant ordinate, along itsz axis, whatever the slope of transformation can hence be resumed as a homogrephy

the roads. such as:
Pw ' HiP ik 1)
Pevk ' HuiPeik (2)

where' represents a projective equality.

1) Initialization of the IPM process:At this point, the
coordinates of the two quadruplets in the virtual framework
R, are unknown. We only suppose that the aperture angle of
the camera lens is supposed to be known and the elevation
z, of the virtual camera relative to the plane is constant.
That means if we xed the location of the cone summit
o 1 Princiole of the IPM transf ion: the virtual & h ¢, the projection of the original image iR, is invariant
ccl)%stént e?env(ggfn\? aloflg the trl'?i?c?z\?r?x?slc\;\?ﬁicheis\/g:rzllgﬁg th\:a nﬁ?n’?al whatever the camera poseR. To maintain a coherence in
to the planen whatever the camera po&s and the road slops while the  the projective transformation, we consider that the top and

aperture angle is maintained. the bottom lines are invariant:
The method only requires the extraction of two coplanar v " Hy'loi * 1o 3)
parallel lines. Due to the perspective effect, the 3D lines ly * H,'li " It (4)

which are parallel have projections in image which converge
to a Vanishing Point. The IPM transformation also consisthe quadruplepe,« also forms an isosceles trapezoid whose
on determining the point of view of a virtual camera wherdhe little base is supported by, and the vertical axis
the projections of the two lines appear parallel. represents a symmetry axis.

In case of structured road, the navigation lanes are usu-In an other hand, the cross-ratio and the incidence are the
ally highlighted with parallel painted markers. Hence, thdonely properties left invariant by a projective transfation.
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Fig. 2. Principle of the IPM transformation: the road boumemrconverge to the DV in R; and appear parallel ifRy. The intersections of
the image boundaries and the road borders with the two platalks |, and |; respectively generate the quadrupléiSe1 ;Pe2;Pe3;Pesd and

fp 1;p 2;P 3:P 40.

For the two quadruplets of points, the consistency of theithp v;  p va =(vp, Vvi)tan( ).

cross-ratio is checkéd The homographyH,; is now totally de ned thanks to the
L ) ) ) quadrupletpeic and their imagepew . We show in Fig. 3

CR(Peiv; Pri1 : Priz ;Pei2 )= CR(Pevi i Prvi iPrvz iPe2 X5) 4 1pu image computed with this procedure. Although the

CR(Peia ; Pria ; Priz ; Peiz) = CR(Peva ;Prva ;Pnva ;Peva X6)  camera is not calibrated, we compute up to a scale factor

To entirely constraint the system form with the tWothe orientation and the lateral position relatively to the

quadruplet v« andpew , we now have to determine the road direction and width. We propose on our web?sttee

v-ordinatesv, of the cone summit (the u-ordinate is assume{ﬁsuIt of th'; tt_lrtans:‘otr_matlont_along fathwdeo sequence vytt;](_are
xed u; = W=2) andv, of the linely. e pan and tilt rotation motions of the camera vary within

While there exist an innity of solutions to the IPM large ranges.
problem, a trivial solution consist to x the width of the pla
projectionw , ¢ that determines the elevatiap of the virtual
camera and induces the v-ordinatg of the cone summit.

18:08:41 Lima0920

trapezoid is also computed thanks to the consistency of tHe

cross-ratio (6?: the p0|m|3_ev4 +Pevs have invariant locations Fig. 3. The IPM transformation is computed thanks to the ietgisns of
and form an isosceles triangle with the cone sumenithe the rst and the third blue medians of the road boundaries with green
v-ordinatev, is such as: lp andl; lines. The second median is shown for convenience.

+ _ Wer=2 @) 2) Simpli cations: The consistency of the cross-ratio is
tan(alpha=2) still checked if an af ne transformation is applied to the

wherevy, = L is the height of the virtual image. The width quadruplet. For the linek, andl;, the IPM transformation

of the great bas®; is computed thanks to the consistencycorresponds to a translation with a scale factor. To compute

of the cross-ratio (5), according to: Wep thenwy,, we had better to check directly the following

ratio rather than use (5) and (6), which lead to quadratic

Wy =Ww =Wy =P Pw=Pvw Pu (8 equation where we have to determine the right solution:

Vc: Vb

The v-ordinatev; of the top linel; can also be computed as: Wi Wy (11)
wy =2 Wei  Wey
" fan(apha2) ) mage wi
an(alpha=2) wherewe; = W, the image width.
and the road widthwv, ¢ is linked to the camera orientation As soon as the location of the optical axis of the virtual
as: camerac is xed, the determination of the top v-ordinate
Wy o= W,y cos() (10) Vvt highly depends on the location of the DVR The

Thales theorem applied to the triangles;p i4;p i3 g and
lWhatever the quadruplet of aligned poirita; B;C; D g,

CR(AB;C;D )= Z—£=2—F = cte 2hitp:/Avww.lara.prd.fr/Nicolas.Simond




fC;pev1;Pev2 0, Crossed by the parallel linels and Iy, IIl. OBSTACLE DETECTION THANKS TO THE

allows the following equalities: SUPER-HOMOGRAPHY
Wit Vi Vg (12) A. Methodology
Wip Vb Vx The accuracy of the homographies extracted from the
Wevb _ Vo Wi (13) computation of the Super-Homography leads us to detect all
Wevt Ve Vp the elements which are above the considered plane. Thanks

to the feature-based method we have developed, which
é'genti es coplanar homologous lines and points matched in
several views of the same plane, we had the choice to detect
the obstacles with points and/or lines. We nevertheless use
edges because the matching process for points correlation i

According to V¢; Vp; Weyp, are now xed andwi, ;Vy
are measured in the original image. The other variabl
Wi ;Wet depend on thev; ordinate. Parallely, a new
equality can be introduce from (8) and (11):

Wi _ Wit  Weib _ Wvt  Wevb _ Wevb (14) time consuming and the obstacles have sometimes uniform
Wip Weit Wi Wevt Wb Wevt textures.
The introduction of (12) in the last equation implies: We present in this section a two-stages method where the

coplanar edges are rst identi ed to be removed, then the
Vi e _ Ve Wt (15) remaining edges are projected with an IPM transformation

Vb Vx Vo W to determine the regions free from obstacles. We also only
Hence, the v-ordinate of thi line originally xed with (9) focus on edges which have at least one extremity under the
becomes: horizon line, assumed as the line which has the same v-

ViS Vot VeV (16) ordinate as the DVP.

B. Identi cation of edges above the horizon line

The edges which are crossing the horizon line have pro-

Thelmain drawback of the method is that the IPM imagg, ctions in the IPM which are passing through the projection
doesn't have squared pixels. The method is simple and only,nter ¢ of the virtual camera. With the real data all the

requires the aperture angle of the camera lens. But due J@rica| edges don't converge to the same point but they
the perspective projection, the bottom likedoesnthave a generally have extremities out of the image boundaries as

projection inRy on the same v-ordinat but rather some i, £ig 4. The identi cation of the edges above the horizon

C. Discussion

pixels above. The trouble is we can't estimate how manyine ig aiso straight forward thanks to the IPM transformiati
detailed in the last section.

Therefore a calibration stage is necessary to determine
two different scale factors which have to be applied on each
axis to authorize metric measures.
As soon as two coplanar parallel lines can be detectefgy & . ‘
the method provides a solution to the IPM transformation; i . <X I 7/ 7
In the other cases, the IPM transformation can be compu : ’ ‘5$,- SRy
thanks to the estimation of the camera motion from the la o7
pose where the IPM was estimated. Lets conditigiko) the
last IPM transformation available at the frake kg. At the
framek = k0+ N, the camera motion can be computed fI‘OI’T’,:ig‘ 4. Identi cation with an IPM transformation of the edgesose
the camera pose &t= ko as the sum of thé&l elementary extremities are above and under the horizon line.
motions between each camera pose:

Hior Noko - Hior Noko# N 1 Higr 220+ 1 Hko+ 1k, (17)  C. Identi cation of coplanar edges with homography

Lets considering two views of a same planar scenetnd
the homography induced by the plane between the images
I, andl ;. The projection accordingl,; of the features of
Hyi(ko + N) ' Higs N;ko:Hvi(kO):Hkoi Nk, (18) one image into the other one allows the identi cation of
’ the coplanar features because only the coplanar featuges ar
Thanks to the computation of the Super-Homography (cbverlapping with their homologous. The main dif culty we
[15]), we can afford to reconstruct the road plane with also face is the edges detected with a Canny detector are not
mosaicing of warped images all expressed in the rst onestrictly overlapping. A 3D edge can be plotted with a long
The reference image was a bird-eye view of the rst imagsegment in one image and with zero, one, two or more in
of the video sequence of 312 frames long that correspontize other.
to a path greater than 250m. We hence would like to stressThe matching of edges between two images thanks to the
that if the vehicle path reach an unstructured road or amomographyH,; can be nevertheless performed with a two
intersection, the loss of the two parallel coplanar linesrdy  steps process. The pre-selection stage consist on assuming
a short period is not crucial. as potential homologous the couples of edges whose the

The IPM transformation at the framle= kg + N is also
computed as:
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(a) Identi cation of coplanar edges which are overlappilygétro-projection (b) Identi cation of coplanar edges (blue) which have simiteighborhood
between the left and right images. in original and warped images.

Fig. 5. Sequential search of the coplanar edges in the ledf) (mage thanks to the right (green) image and the stereo hapiogis:.

extremities, computed by retro-projection, are close &rth large region centered on each remaining edge in the original

homologous with a tolerance of 3 pixels. The pre-selectioand warped images. We x two new criteria based on the

is checked for edges of; in | ; and inversely With—|21l. As correlation coef cient to consider edges as coplanar: & ha

soon as the couples have been identi ed, the selection statgebe either greater than 0.75 or greater than 0 with a vagianc

consists on verifying the planarity assumption with chagki less than 400 and the meaning gray level have to be less than

if the couple of edges have common u- or v-ordinates whe for a 256 gray levels image.

they are expressed in the same image. Although some edges have no homologous in the other
The edges, shown in Fig. 5(a), issued from the left (redjnage, all the (blue) coplanar edges are rejected with the

and right (green) cameras, check the overlapping criterioapplication of the correlation criterion. The (red) reniagn

As expected, the majority of outliers (above the road plane)dges of the Fig. 5(b) have to be considered as lying above

are horizontal edges whose the pan angle between the camiés& road plane.

framework is not large enough to discriminate them with

such a method whatever the camera motion. The best way

is certainly do not take account the horizontal edges becau8. Camera rotation motions estimated with IPM

the determination of their coplanarity is not reliable. The decomposition of the homography ,; requires the
We actually obtain similar results if we only consider thexnowledge of the internal parameters of the cami€raan

camera motion between two consecutive poses. The trouldgtimation of the normal to plane = [0; 1;0] (close to

is the rate of ouliers increases when the camera motion fige vertical axis) and an estimation of the camera elevation

not large enough. With such a con guration, the camerg the absolute framework, linked to the road plane. A coarse

frame-rate should be synchronized with the vehicle spegdjibration of the stereo-rig allows us to estimate theehre

to maintain a critical change of view. The best methogotationR and translatiort motions required to compute the

certainly consists on tracking the coplanar edges with twgp\ image and the evolution of the normal of the plame
couples of views: stereo and consecutive. But as far as Wgong the vehicle path according to:
are concerned, the results provided by the stereo-images ar

IV. RESULTS

Nt
suf ciently right to allow a reliable discrimination everose H vi= K[R+ tn K ! (19)
coplanar edges can't be be segmented as if when they are d
occluded by an obstacle in one image. During the Antibes sequence, the test-vehicle follows a

. ) ) straight path, stops before a parked vehicle, overtakéeit t

D. Identi cation of coplanar edges with correlation continues its straight motion. We present the decompasitio

The last sequential operations allow the detection of thef the IPM homography in Fig. 6. The smoothness of the
majority of the coplanar edges. The left coplanar edgestdonifferent time diagrams is relevant: the IPM homography is
t precisely the contours or don't have homologous in theonly computed with four couples of matched points. The
second view due to occlusion or illumination effects. Thenumerical values of the rotation motions are not correct:
rejection of these edges requires one additional process dgsuming that the optical axis is abroad20 under the
verify their planarity. Generallygum of Absolute Difference horizon line, we expect a rotation around thexis higher
(SAD) image computed from the difference between théhan 17 . Such an error is mainly due to the scale factors
warping of one image into an other according to a transye introduce with our coarse calibration. The decompasitio
formation, highlight the scene regions where the assumpti®f the translation motions seem reliable: to obtain an IPM
(planarity, same relative motion) is checked because thaifew, the translation is mainly support by ttlzeand in a
gray levels are the darkest. second time by thg, as in Fig. 1.

The discrimination between edges lying on or above the )
road with SAD image is not easy due to the illuminatiorB: Frée-space segmentation
conditions the areas close to the edges often appear clearin the preceding section, we explain how to discriminate
est, whatever the quality of the estimation of homographyetween edges lying on or above a plane. The best way to
Therefore we prefer using normalized criteria on 3 pixelinterpret this result is using an IPM transformation to proel



Tiltagngle and‘decomposition of the IPM transfo‘rmation:‘ X(blue), Y(greer‘1), Z(red) don't check the planarity criteria are Segmented as oke=sacl

oF] 200 r\/f/k/\__’\vj The expression of these remaining edges in the IPM view
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Q[] of The described methodology have to be improved to per-
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. : : : : : L : the intersection of the obstacles with the road plane.
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