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Abstract: We give a complete description of the Voronoi diagramRh of three lines in general
position, that is, that are pairwise skew and not all pardla common plane. In particular, we show
that the topology of the Voronoi diagram is invariant foraérsuch lines. The trisector consists of
four unbounded branches of either a non-singular quartdf arcubic and line that do not intersect
in real space. Each cell of dimension two consists of two ected components on a hyperbolic
paraboloid that are bounded, respectively, by three andobtiee branches of the trisector. We
introduce a proof technique, which relies heavily upon nmodeols of computer algebra, and is of
interest in its own right.

This characterization yields some fundamental propedti¢se Voronoi diagram of three lines.
In particular, we present linear semi-algebraic tests émasating the two connected components
of each two-dimensional Voronoi cell and for separatingftheg connected components of the tri-
sector. This enables us to answer queries of the form, giymird, determine in which connected
component of which cell it lies. We also show that the arcdhefttisector are monotonic in some
direction. These properties imply that points on the ttiseof three lines can be sorted along each
branch using only linear semi-algebraic tests.
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Diagrammes de Vorond de trois droites

Résune : Nous pésentons une description corafe des diagrammes de VoréndansR3, de
trois droites en positionageérale, c’es@a-dire non paradlesa un néme plan et deua deux non
coplanaires. Nous montrons, en particulier, que la topeldg diagramme de Voroiiest invariante
pour de telles droites. Leur trisecteur est conétile quatre branches non bees d’une quartique
non singulére ou d'une cubique et d'une droite qui ne se coupent en quainhréel. Chaque cellule
de dimension deux est com@asde deux composantes connexes d'un paramloyperbolique
borrées, respectivement, par trois branches et une branchisefttéur. Nous sentonggalement
une nouvelle technique de preuve éirgssante, utilisant des outils modernes de calcul formel.

Cette caradtrisation des diagrammes de Vororait apparitre de nouvelles progtes des
diagrammes de Voroiiale trois droites. En particulier, nousgsentons des tests &éiaires semi-
algébriques pouré&parer les deux composantes connexes de chaque cellulendasithn deux et
pour €parer les quatre composantes connexes du trisecteup&atet de&pondrea des reqgétes
de la forme étant don@ un point, @terminer la composante connexe de la cellule auquel lg¢ poin
appartient. Nous montroregalement que les arcs du trisecteur sont monotones dardirene
tion particulere. Ces propéites impliquent que des points sur le trisecteur peuéénet ordonas
seulement dgicea des tests semi-agriques liaires.

Mots-clés : géonttrie algorithmique, diagramme de Vordnaxe nédian, intersections de qua-
driques
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1 Introduction

The Voronoi diagram of a set of disjoint objects is a decontmosof the space into cells, one cell
per object, such that the cell associated with an objectistsnsf all points that are closer to that
object than to any other object. In this paper, we consideiMitonoi diagram of lines i3 under
the Euclidean metric.

Voronoi diagrams have been the subject of a tremendous a@mbuesearch. For points, these
diagrams and their complexities are well understood anumgptalgorithms as well as robust and
efficient implementations exist for computing them in angension (see for instance [2,/3, 5, 6,
8,19, 16, 27, 29, 38]). Nevertheless, some important probleemain and are addressed in recent
papers. The same is true for segments and polygons in twandiores [18].

For lines, segments, and polyhedra in three dimensions hesshis known. In particular, de-
termining the combinatorial complexity of the Voronoi diam of n lines or line segments iR3
is an outstanding open problem. The best known lower bout(é) and the best upper bound
is O(n®%) [39]. It is conjectured that the complexity of such diagrasisiear-quadratic. In the
restricted case of a set oflines with a fixed numbex, of possible orientations, Koltun and Sharir
have shown an upper bound@{n?+¢), for anye > 0 [20].

There are few algorithms for computing exactly the Voronidigdam of linear objects. Most
of this work has been done in the context of computing the alexiis of a polyhedroni,e., the
Voronoi diagram of the faces of the polyhedron [10, 25]. Réigesome progress has been made
on the related problem of computing arrangements of quageiach cell of the Voronoi diagram is
a cell of such an arrangement) [4, 19, 26,/35, 36]. Finallgrethave been many papers reporting
algorithms for computing approximations of the Voronoigteam (see for instance [11, 14, 17, 41]).

In this paper, we address the fundamental problem of uratetistg the structure of the Voronoi
diagram of three lines. A robust and effective implementatf Voronoi diagrams of three-dimen-
sional linear objects requires a complete and thorouglnesat of the base cases, that is the dia-
grams of three and four lines, points or planes. We alsoeetleat this is required in order to make
progress on complexity issues, and in particular for prgvight worst-case bounds. We provide
here a full and complete characterization of the geometdytapology of the elementary though
difficult case of the Voronoi diagram of three lines in geheusition.

Main results. Our main result, which settles a conjecture of Koltun andis20], is the following
(see Figure 1).

Theorem 1 The topology of the Voronoi diagram of three pairwise skeedithat are not all parallel
to a common Elane is invariant. The trisector consists of fafinite branches of either a non-
singular quarti¢ or of a cubic and a line that do not intersect®3(R). Each cell of dimension two

1By non-singular quartic, we mean an irreducible curve of dedgour with no singular point if?3(C). Recall that a
point p € P3(C) of a surfaceSis said to be singular if its tangent plane is not defineg,ahat is, all partial derivatives of
the square-free polynomial definir®jare zero ap. Similarly, a pointp € P3(C) of a curveC defined by the two implicit
equationsE; = E; = 0 is singular if the rank of the Jacobian matrix@fthe matrix of partial derivatives d; andEy) is
at most 1 when evaluated pt (Note that the ideal generated Byt andE2 should contain all the polynomials vanishing on
C.) A curve is said to be singular if it contains at least a slagpoint inP3(C). A curve is said to be singular iF?(R) if it
contains at least a singular point#i(R).

RR n° 6295
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@ (b)

Figure 1. Voronoi diagram of 3 line&, ¢», and/3 in general position: (a) Voronoi 2D face 6f
and/,, i.e., set of points equidistant t; and /¢, and closer to them than t3. (b) Orthogonal
projection of a 2D face on a plar®with coordinate systertX,Y); the plane’s normal is parallel to
the common perpendicular 6f and/, and theX andY-axes are parallel to the two bisector lines (in
P) of the projection off; and/, on P. The 2D face is bounded by four branches of a non-singular
quartic.

consists of two connected components on a hyperbolic phiakthat are bounded, respectively, by
three and one of the branches of the trisector.

We introduce, for the proof of Theorem 1, a new proof techaigdnich relies heavily upon
modern tools of computer algebra and which is of interestsnoivn right. We also provide a
geometric characterization of the configurations of thireeslin general position whose trisector is
not generic, that is, consists of a cubic and a line.

Theorem 2 The trisector of three pairwise skew lines that are not aligtlel to a common plane
consists of a cubic and a line if and only if the hyperboloicdbné sheet containing the three skew
lines is of revolution.

This work enables us to prove some fundamental propertiggdforonoi diagram of three lines
which are likely to be critical for the analysis of the comyitg and the development of efficient
algorithms for computing Voronoi diagrams and medial aXdses or polyhedra. In particular, we
obtain the following results.

Monotonicity Property Given three pairwise skew lines that are not all parallel tocemmon plane,
there is a direction in which all four branches of the trisercare monotonic.

INRIA
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Theorem 3 Given a point p that lies on a two-dimensional cell of the Vimiodiagram of three
pairwise skew lines that are not all parallel to a common gadeciding on which connected com-
ponent of the cell point p lies can be done by evaluating the of linear forms in the coordinates
of p; similarly, if p lies on the trisector. Furthermore, p$ on any one branch of the trisector may
be ordered by comparing the values of a linear form in the doates of the points. Moreover, if
the three input lines have rational coefficients, the caefiis of these linear forms may be chosen
rational.

Notice that these tests enable us to answer queries of the fiven a point, determine in which
connected component of which cell it lies. Notice also thase tests should be useful for computing
the Voronoi diagram ohf lines since computing the vertices of such diagrams reglir@ating the
points equidistant to four lines on a Voronoi arc of threehafse lines.

The rest of the paper is organized as follows. We first stud§dction 2, the trisector of three
lines in general position. We then present, in Sedtion 3 esfumdamental properties of the Voronoi
diagram of three lines and prove the Monotonicity Propelye then prove Theorem 1 in Sec-
tion/4 and Theorem 2 in Section 5. Finally, in Section 6, wespre algorithms for separating the
components of each cell of the Voronoi diagram and prove fiérel@.

2 Structure of the trisector

We consider three lines igeneral positionthat is, pairwise skew and not all parallel to the same
plane. The idea of the proof of Theorém 1 is to prove that tpelty of the trisector is invariant
by continuous deformation on the set of all triplets of tHiees in general position and that this set
is connected. The result will then follow from the analysisny example.

To prove that the topology of the trisector is invariant bytiouous deformation on the set of
all triplets of three lines in general position, we first shawthis section, that the trisector of three
lines in general position is always homeomorphic to fouedithat do not pairwise intersect. To
prove this, we show that the trisector is always non-singal&3(RR) and has four simple real points
at infinity. To show that the trisector is always non-singuraP3(R), we study the type of the
intersection of two bisectors, which are hyperbolic pataios.

We use the classical result that the intersection of two desds a non-singular quartic (in
P3(C)) unless the characteristic equation of their pencil hasegst) a multiple root. In order to
determine when this equation has a multiple root, we detemwhen its discriminart is zero.

This discriminant has several factors, some of which avéatly always positive. We prove that
the remaining, so-calledgfos facteut, is zero (over the reals) only if a (simple) polynomhlis
zero. We provide two proofs of this result. We first give a shiirect proof. Although this proof
is elegant, it provides no insight into how we discoveredrd®ilt. We also present a second proof
which relies heavily upon sophisticated tools of moderreltg and does not require any detailed
understanding of the geometry of the problem. This longeofis indeed how we originally ob-
tained Theoremis/1 and 2 and only with the geometric insigimegiefrom this process were we able
to find the shorter proof. We believe this longer proof to béntérest in its own right because it
demonstrates a technique which could be applied to othétgnrs.

RR n° 6295
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Figure 2: Three lines in general position.

This proof goes as follows. We first show that thes facteuris never negative using the
RAGLIB Maple package [30]. This implies that it is zero only whenitllpartial derivatives are
zero. We thus consider the system that consists ofjtbe facteurand all its partial derivatives,
and compute its Gibner basis. This gives three equations of degree six. Weidemseparately
two components of solutions, one for which the aforememtibpolynomialF is zero, the other for
which F # 0. WhenF # 0, some manipulations and simplifications, which are irstgmg in their
own right, yield another Gibner basis, with the same real roots, which consists oétbgeiations
of degree four. We show that one of these equations has nooaalvhich implies that the system
has no real root and thus that thes facteuris strictly positive on the considered component. We
can thus conclude thd = 0 only if F = 0 and thus that, wheR # 0, the trisector is always a
non-singular quartic ifP3(R).

Then, when the polynomi& = 0, we show, by substituting = 0 in A and by using the classi-
fication of the intersection of quadrics over the reals [1134t the trisector is a cubic and a line that
do not intersect i?3(R).

We can thus conclude that the trisector is always a non-Enguartic or a cubic and a line that
do not intersect in real space and thus that the trisectdwisya non-singular if3(R). We then
prove that the trisector always contains four simple re@hsat infinity and thus that it is always
homeomorphic to four lines that do not pairwise intersect.

2.1 Preliminaries

Let ¢4, £2, and/3 be three lines in general positioirg., that are pairwise skew and not all parallel
to a common plane. Refer to Figure 2. (&t Y,Z) denote a Cartesian coordinate system. Without
loss of generality, we assume thatand/, are both parallel t&XY-plane, pass througtd,0,1) and
(0,0,—1) respectively, and have directions that are symmetric vefipect to theXZ-plane. More
precisely, we assume that the lieis defined by poinp; = (0,0,1) and vecton; = (1,4a,0), and

the line/, is defined by the poinp; = (0,0, —1) and vectow, = (1,—a,0), a € R. Moreover, since

INRIA
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the three lines are not all parallel to a common pldgés not parallel to the plane= 0, and so we
can assume that the lifg is defined by poinps = (x,y,0) and vectons = (a,,1), x,y,a,B € R.

We denote by j the bisector of lineg; and/; and byV;; the Voronoi cell of lineg; and/j, i.e.,
the set of points equidistant tpand¢; and closer to them than @, k # i, j. We recall the following
well-known elementary facts. The Voronoi cells are conegeind the bisector of two skew lines is
a right hyperbolic paraboloid, that is, has equation of trteffZ = yX Y, y € R*, in some coordinate
system (see for instance[20]); for completeness we prespraof of this fact.

Lemma 4 The bisector of two skew lines is a right hyperbolic paralmhlo

Proof.  The bisector of two lineg; and/; is the set of pointp satisfying the equation

I(p—p) < wil? _ (P —pi) x vil|* )

Ivil[? Ivi1?

If suffices to prove the lemma for the two linés and /,. For these lines, the above equation
simplifies into the following equation of a right hyperbofiaraboloid:

a

Z—-_—_=
1+a?

XY. (2
O

The trisector of our three lines is the intersection of twghtihyperbolic paraboloids, sa »
and# 3. The intersection of two arbitrary hyperbolic parabolaiasy be singular; it may be a nodal
or cuspidal quartic, two secant conics, a cubic and a lingnkersect, a conic and two lines crossing
on the conic, etc. We show here that the trisector is alwayssiegular inP3(R) by studying the
characteristic polynomial of the pencil 8f; , and#; 3.

Let Q12 andQq 3 be matrix representations df; , and #, 3, i.e. the Hessian of the quadratic
form associated with the surface (see, for instance, [12}e pencil of Q1> andQy 3 is the set
of their linear combinations, that i®(A) = {AQ12+ Q13, VA € RU{w}}. The characteristic
polynomialof the pencil is the determinanf(A) = detP(A)), which is a degree four polynomial
in A. The intersection of any two quadrics is a non-singular timain P3(C), if and only if the
characteristic equation of the corresponding pencil do¢dave any multiple roots (i) [37] (see
also [13]). A non-singular quartic d3(C) is, in P3(R), either empty or a non-singular quartic.
Thus, since the trisector of our three lines cannot be thehesgi inR3, the trisector is a smooth
quartic inP3(R) if and only if the characteristic equation of the pencil daes have any multiple
roots (inC).

The characteristic polynomial of the pencil is fairly coticpted (roughly one page in the format
of Eqg. (3)). However, by a change of varialle- 2\ (1+ a2 + 3?) and by dividing out the positive
factor(14-a2)?(1+a?+B2?)3, the polynomial simplifies, without changing its roots, lie following,
which we still denote byD(A) for simplicity.

RR n° 6295
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D(N)=(0a?+p2+1)a?A*—2a(2ap?+ayB+aa x—Pa+2a+2a0’—Baa® A3
+(B?+6a%p2—2Bxa>—6Pa a®+6yPa’—6apa—2aBx+6axaP+y2a?—2a0 y+x2a’—2ya a3 +6a2a?+ata?+4a2)\2

~2(xa—ya—2pa?—p+2aa+aa’) (xa—y—B+ac)A+(1+a%) (xa-y—B+aa)®  (3)

Let A be the discriminant of the characteristic polynond¥\) (with respect to\). Recall that
A =0 if and only if D(A) admits a multiple root, that is, if and only if the trisecterriot a smooth
quartic. The discriminamk, computed with Maple [24], is equal to

16a*(ax—y—B+aa)?(y+ax—aa —p)? (4)

times a factor that we refer to as thms facteuwhich is a rather large polynomial, of degree 18 in
5 variables with 253 monomials, of which we only show 2 out »iies:

grosfacteur=8adu4y?+7a*B2x* —4aR3x+16a8p4x*+32a%02y2 +-2a802B*x2+38a8a2x2+ 2y*B2a% 02+ 44aB a2 P22
- 422a%y2 22 +yPa8 10 2yBab —2 B xar yPab+x8ab+10Bx3a’ a2+ 2yada’x2—32a3a2y? B x+-28a3p22a y—24a2B3yax.  (5)

In the sequel, all polynomials are considered over the rdads is forA,a, a,3,x,y in R, unless
specified otherwise.

2.2 The Main Lemma

We find in this section simple algebraic constraints thasatisfied when discriminadt is equal to
zero. Precisely, we prove the following lemma.

Main Lemma The discriminanf\ is equal to zero only if y aa = 0or ax+ 3 =0.

Note that the problem is to prove this lemma but also to olite@se two simple equations which
is a difficult problem sincd is a fairly large polynomial. As discussed in the overvievita proof,
we first present a short direct proof of the Main Lemma.

Proof of the Main Lemma. Note first that the discriminark is equal to zero if and only if the
gros facteuris zero. Indeed, the polynomial (4) is not equal to zero urmergeneral position
assumptiona = 0 is equivalent to saying that linés and/, are parallel and the two other factors
of (4) are equal to the square of figt— ps, Vi, v3), fori = 1,2, and thus are equal to zero if and only
if ¢; and/s are coplanar, for=1,2.

Now, it can be easily verified (using, for instance, Maplel tinegros facteuris, in fact, the dis-
criminant of the characteristic polynomial of thex3 top-left submatrix of the matrix representation
of the quadric containind, > and/s (which is a hyperboloid of one sheet by the general position
assumptiorﬁ’*,this 3x 3 submatrix corresponds to the quadratic part of the quaddcthus the dis-
criminant is zero if and only if two eigenvalues are equat thaf the hyperboloid is of revolution

2The equation of the hyperboloid containifig /> and/3 can easily be computed by solving a linear system obtained by
writing that three points on each of the three lines lie onghadric.

INRIA
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(since a hyperboloid of one sheet has a canonical equatitim.ecii’armé—z2 + 5; — §—§ —1=0). This
directly proves that thgros facteuris zero if and only if the the hypelrbolozid c03ntaini|eig {2 and
{3 is of revolution. Furthermore, this is equivalent to thet fhat trisector contains a line; indeed, if
the hyperboloid is of revolution then its axis of revolutiisnon the trisector and, conversely, if the
trisector contains a line, thgros facteuris zero (since the intersection of the two bisectors is not a
non-singular quartic).

We can now prove the Main Lemma. Notice that if the hyperlibtmntainingly, /> and/s is
of revolution then its center of symmeti®, is equidistant to the three lines. Podtcan easily be
computed as the intersection of the three pldhe$., andP; whereP; is the bisecting plane df
and the line parallel té; and transversal té, and/3, andP, andP; are defined similarly (note that
Ois the center of the parallelepiped shown in Figure 3 and@n also be easily computed as the
point at which the gradient of the equation of the hyperlabisizero). The constraint that poidtis
equidistant to lineg; and/, then reduces intgy+aa) (ax+ ) = 0, which concludes the prodfl

Note that the above characterization of tjves facteurprovides a direct proof of Lemna 5,
which essentially states that tlggos facteuris non-negative, because it is the discriminant of a
polynomial whose roots are all real (since it is the charétie polynomial of a real symmetric
matrix). Alternatively, this also implies that tlgos facteuris a sum of squares [22] and thus non-
negative. Note that we did not succeed to find even an appetiimof this sum of square using
SOSTOOLS [28, 40].

We now present our original proof of the Main Lemma whichegliupon modern tools of com-
puter algebra and does not require any specific insight oggbmetric meaning of thgros facteur
and of the polynomials that appear in the Main Lemma.

Lemma 5 The discriminani\ is never negative.

Proof. We prove that the real semi-algebraic Set {x = (a,x,y,a,B) € R® | A(X) < 0} is empty
using the RAGLB Maple package [30] which is based on the algorithm preseint¢82]. The
algorithm computes at least one point per connected conmparfiesuch a semi-algebraic 3atnd
we observe that, in our case, this set is empty. Before ptiegeour computation, we first describe
the general idea of this algorithm.
Suppose first thas # R® and letC denote any connected componentSofWe consider here

A as a function of all its variableg = (a,x,y,a,B) € R®. The algorithm first computes the set of
generalized critical valudsof A (see [32] for an algorithm computing them). The imagefbgf

3Note that no certified polynomial-time algorithm (in the numbgvariables) is known for this problem.

4Recall that the (real) critical values Afare the values i at its critical pointsy, i.e., the pointsy at which the gradient
of A is zero. The asymptotic critical values are similarly defingdraughly speaking, the values taken/bgt critical points
at infinity, that is, the values € R such that the hyperplarze= c is tangent to the surface= A(x) at infinity (this definition
however only holds for two variablese., x € R?). More formally, the asymptotic critical values were intreed by Kurdyka
et al. [21] as the limits oA\(xk) where(Xk)ken iS @ sequence of points that goes to infinity whijg|l - [lgrad,, A(xx)|| tends
to zero. The generalized critical values are the criticiles and asymptotic critical valueShe set of generalized critical
values contains all the extrema of functiéh even those that are reached at infinity.

RR n° 6295
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C is an interval whose endpoiﬁtare zero and either a negative generalized critical valueoor
For anyv in this interval, there is a poinfo € C such thatA(xo) = v, and the connected component
containingyo of the hypersurfacA(x) = vis included in the connected componeéhtHence, a point
in C can be found by computing a point in each connected compafiéxity) = v. It follows that
we can compute at least a point in every connected compohém: semi-algebraic set defined
by A(X) < 0 by computing at least one paint in every connected compafehe real hypersurface
defined byA(x) = v wherev is any value smaller than zero and larger than the largesitiveg
generalized critical value, if any. Now, wheh= RS, that is,A(p) < 0 for all p in R®, the above
computation returns an empty set of points, so we choosedonampointp in R® and return it if
A(p) < 0.

Notice that computing at least one point in every conneataaponent of a hypersurface defined
by A(x) = v can be done by computing the critical points of the distanoetion between the
surface and a point, say the origin, that is, by solving tteespA(x) = v, X x gradA)(x) = 0.
This conceptually simple approach, developed in [31], @&yéver, not computationally efficient.
The efficient algorithm presented in [32] computes insteéital points of projections, combining
efficiently the strategies given in [34] and [33].

The computation of at least one point in every connected oot of$, using the RAGLB
Maple package, gives the empty set, implying thgt) > O for all x € R®. It should be noted that
these computations are time consuming on a polynomial dfiteeofA: they take roughly 10 hours
of elapsed time on a standard PC. |

We now prove that the zeros Afare the singular poirﬁsof thegros facteur

Lemma 6 The discriminantA is equal to zero if and only if thgros facteurand all its partial
derivatives are equal to zero.

Proof. Aswe have seen in the direct proof of the Main Lemma, the lisnantA is equal to zero
if and only if thegros facteuris zero. Furthermore, by Lemra 5, th®s facteuris never negative,
thus, if there exists a point where thms facteuvanishes, it is a local minimum of thggos facteur
and thus all its partial derivatives (with respecf{tx,y,a,}) are zero. O

We now present a simple and direct computational proof oMa& Lemma. As we will see,
this proof is, however, based on some polynomials whosénsriye discussed in Section 2.3.

Computational proof of the Main Lemma. By Lemma 6 A is zero if and only if thegros facteur
and all its partial derivatives are zero. We prove below thistimplies thaty +aa) (ax+ ) (1+
a?+4B%) I =0, where

[ = (2a(ya —Bx) — a2+ 1)°+ 3 (ax+ )2+ 382 (y+aa)? + 3 (1+a2)°. (6)

As the two termg1+ a2+ 2) andr clearly do not have any real solutions, this proves the lemma
(We discuss later how we found these terms.)

5Sinces # R®, the boundary of” is not empty and consists of pointssuch thatD(x) = 0. The image of the connected
setC by the continuous functiot is an interval. Hence, zero is an endpoint of the inte®@&l”). The other endpoint is
either an extremum ab (and thus a generalized critical value)-et.

6Recall that the singular points of a surface are the poinerevhll partial derivatives are zero.

INRIA



The Voronoi Diagram of Three Lines 11

> Gamma:=(2*a*(y*alpha-x*beta)-(a"2-1))"2+3*(a*x+heta )"2+3*a"2*(y+a*alpha) 2+3*(a"2+1)"2;
I:=(2a(ay—Bx) —a2+1)2+3(xa+B)2+3a2 (y+aa)2+3(1+a?)?

> [gros_fact, op(convert(grad(gros_fact,[a,x,y,alpha,b eta]),list)),

> 1-u¥(y+a*alpha), 1-v*(a*x+beta),1-w*(1+alpha™2+beta” 2),1-t*Gamma)]:

> fgb_gbasis_elim(%,0,[u,v,w,t],[a,x,y,alpha,betal);

pack_fgh_call_generic: ~ "FGh: 965.76 sec Maple: 975.98 sec
(4

Table 1: For the proof of the Main Lemma.

Consider the system in the variablgs x,y,a,3,u,v,w,t} that consists of thgros facteur its
partial derivatives, and the four equations

1-u(y+aa)=0, 1-v(ax+p)=0, 1-w(dl+a?+p> =0, 1—tr=0. 7)

The gros facteurand its partial derivatives have a common zero (real or cer)@uch thaty +
aa) (ax+B) (1+a2+ B2 #0if and only if this system has a solution. This follows imrizely
from the fact that the equationis (7) are lineaujm, w;t.

The Gibbner basis of our system is reduced to the polynomial 1 (seleT) and thus the system
has no solution (over the complex numbers). This concluaegtoof. |

The real difficulty in this proof of the Main Lemma is, of coarsto find the equations (7)
that rule out all the components of the set of singular padfithe gros facteur Computing these
components is the actual key of the computational proof. @ewe that the technique we used can
be of some interest to the community as it is rather genedccanld be applied to other problems.
We thus describe in Section 2.3 how these components werputethbefore finishing the study of
the algebraic structure of the trisector, in Section 2.4.

2.3 About the computational proof of the Main Lemma

We show in this section how we computed, for the proof of thenMa&mma, the equations df (7)
which correspond to hypersurfaces containing the zerdseodliscriminant.

We proceed as follows. We start from the system of equationsisting of thegros facteurand
all its partial derivatives and use the following technigtie study its set of solutions, or, more pre-
cisely, to decompose it into components defined by primels@eﬁhis could theoretically be done
by a general algorithm computing such a decomposition, tiewv@o currently available software
is capable of handling our particular problem and this ideid, a significant research challenge in
computer algebra.

If the (reduced) Gibner basis of some system contains a polynomial which hasterf say-,
the solutions of the system splits into two components, dweéhich such thaF = 0, the other such
thatF # 0. We study separately the two components. One is obtaineditiyng the equatiok to

"Anideal I is prime ifPQ ¢ I impliesP € I orQe I.
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12 H. Everett & D. Lazard & S. Lazard & M. Safey EIl Din

the system and the other is obtained by adding the equatiotiland eliminating the variablg
indeed, there is a one-to-one correspondence betweenlthimss of the initial system such that

F £ 0 and the solutions of the system augmented byt E. Sometimes, frequently in our case,
the componenk # 0 is empty, which corresponds to the situation where theieéition oft results

in the polynomial 1 (inducing the equation=10). Note that in some cases the system contains a
polynomial which is a square, s&¢, thus the component such ttat 0 is obviously empty and
we can add- to the system without changing its set of solutions (this énev changes the ideal).
This operation of adding to the system frequently adds embedded components to theyaf
solutions which explains why, later on in the process, eraptyiponents are frequently encountered
when splitting into two components.

Our computations, presented in Table 2 in the appendix, erfermed in Maple [24] using the
Grobner basis package FGb developed by J.-C. &@d 5] . We use two functions,

fgb,gbasis(sys,O,varsl,varsamdfgb,gbasiselim(sys,O,varl,var@)
that compute Gibner bases of the systesys the first uses a degree reverse lexicographic order
(DRL) by blocks on the variables afarslandvars2 (wherevars2is always the empty set in our
computation) and the second one eliminates the vanabbland uses a reverse lexicographic order
on the variables ofars2 (The second parameter of the functions refer to the cheniatit of the
field, here 0.)

We do not show in Table 2 the @loner bases which are too large to be useful, except in tlee cas
where the basis is reduced to 1 (when the system has no splutMe instead only report the first
operand of each polynomial of the base; an opesamzans that the polynomial is the product of at
least two factors; an operand " means that the polynomigddser of some polynomial; an operand
-+ means that the polynomial is a sum of monomials.

Our computation goes as follows. We first simplify our systeynconsideringa = 2 because
otherwise the Gibner basis computations are too slow and use too much membeyperformed
successfully. We first see after computibg,, the Gibbner basis of our system, that 2a appears
as a factor of one polynomial. This splits the solutions thtwse such that+ 2a = 0 and the others.
We will study separately (in Lemma 8) the former set of solui and we only consider here the
solutions such that+ 2a # 0. This is done by adding the polynomial-lu(y+ 2a) to the system,
whereu is a new variable; indeed there is a one-to-one correspaedagtween the solutions of the
initial system such that+ 2a # 0 and the solutions of the resulting system.

The termy+ 2a corresponds fairly clearly to the polynomighaa with a= 2, and because of
the symmetry of our problem we also study separately thaisakisuch thaax+ 3 = 0. Since we
assume = 2, we only consider here the solutions such thetB = 0, by adding to the system the
polynomial 1-v(2,x-+B). Finally, we also add & w(14-a?+?) to the system, without changing
its set of real roots; we do this because the termadf + 32 appears in the leading coefficient of
D(A) which suggests that some component of solutions (withopteal point) might be included
in 1+ a2+ B? (it should be noted that adding this polynomial to the systéanges the resulting
Grobner basis, which shows that this indeed removes somenaggiomponent from the system).

8The functiongbasis(sys,DRL(varl,var2),elimjith or without the optional last argumeelim can also be used alterna-
tively of these two functions
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The Voronoi Diagram of Three Lines 13

We compute the Gbner basisbs, of that system, eliminating the variables/,w, which gives a
system of four polynomials of degree six.

We then compute the @bner basis obs, eliminating the variable. This gives a basibs;
which is reduced to one polynomial of the fofPA. We thus addP to the systents, (we do not add
it to bss sincebs; does not depend of). The Gibbner basishs;, of the new system contains several
polynomials that are products of factors. We see that if wetadhe system the constraint that the
third factor of the first polynomial is not zero, the resuitisystem has no solution. We thus add this
factor to the system and compute itsdBner basidss. We operate similarly to gdiss. The basis
bss contains no product or power and we compute it8liber basishs;, eliminatingy (eliminating
X gives no interesting basis). The last polynomiabsf is a power and we proceed as before to get
bss. We proceed similarly until we get to the babis,. (Note that the factoy+ 2a reappears in
bsip and is removed similarly as in the beginning of the process.)

The basishs, consists of three polynomials of degree four (which is a $ifinption overbs,
which consists of four polynomials of degree six). We obséhat the last polynomial dfs» is

M2 = (4ya —4Bx—3)?+3(2x+PB)? +12(y+20a)2 + 75,

which is always positive over the reals.

We have thus proved that all the complex solutions, suchaka@, of the initial system (the
gros facteurand all its partial derivatives) satisfit + a2+ B?) (y+2a) (2x+B) 2 = 0.

Finally, to get the polynomidl of Formula[(6), we performed the same computation &ith 3
anda =5 andguessed” as an interpolation of the polynomidls, I'3, andrls.

Note that all the computation for a fixedtakes roughly eight minutes of elapsed time on a
regular PC.

Remark 7 All the computations from bgo bs > amounts to finding polynomials that have a power
which is a combination of the elements of lise., which are in the radical of the ideal generated
by bsﬂ). Thus these computations would be advantageously replaga program computing the
radical of an ideal. Unfortunately, all available such pragns fail on the ideal generated byzbs
either by exhausting the memory or by running unsuccegdulling several days and ending on
an error. It is therefore a challenge to improve these pragsain order to do this computation
automatically.

We now present another much faster technique to compate which takes advantage of the
structure obs,.

Recall thatbs, is a Gibner basis consisting in 4 polynomials of degree 6 (seeeT2phnd
refer to Tablé 3. The @bner basis obs, for a block ordering withx in the first block consists of
31 polynomials of degree at least 2)n32 polynomials linear ix and one polynomial, which is
independent ok. The latter is a squar®?. Let Q = Rx+ Sbe the last linear polynomial of the
basis. Clearly, any solution of the system is a common zeRafdQ. Conversely, one may guess
that any common zero &f andQ for which R+ 0 is a solution of the system (see [1]) and we prove
this is effectively the case.

9The radical of an ideal is the ideal{P | P" € I for somen € N}.
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We compute the Gbner basis eliminatingin the systenP, Q,1 —tR. This basis consists of
3 polynomials of degree 4, and is equalllg,. Then we prove that the two systems have the
same solutions by showing that the elementbgfare in the ideal generated Ing o and that the
square of the elements b, are in the ideal generated bg. This is done by using the function
normalf which computes the normal form of a polynomial with respea Gibbner basis. All these
computations need less than eight seconds, instead ofreightes for the previous method.
Another advantage of this new method is that it shows diyebtit the ideal generated lng »
is primé . Indeed, for any polynomial, sdy in the ideal, its pseudo-remaind&by Q (with respect
to x) is a multiple ofP (see, for instance, [1]). I is a product, its pseudo-remainder is the product
of the pseudo-remainders of the factors. TRusvhich is irreducible, divides one of them, which
shows that one of the factors Bfis in the ideal, that is that the ideal is prime.

2.4 Structure of the trisector: conclusion

We proved in the Main Lemma that the discriminars equal to zero only if+aa =0 orax+p =

0. We prove in this section that& = 0, the trisector is a cubic and a line that do not intersect. We
then show that the trisector always contains four simplepeiats at infinity and conclude that the
trisector is always homeomorphic to four lines that do natvgiae intersect.

Lemma 8 The discriminani\ is equal to zero if and only if

B(2a?+1)+2./a%(1+a?) (a2 +p2+1)

y=—-aa and x= a , or (8)
X:_g and y:0((2+a2)iz\/(lgraz)(aerBZJrl). ©

Proof. We refer to Table 4, in the appendix, for the computations.tig/Main LemmaA = 0
impliesy+aa = 0 orax+ 3 = 0. Substituting/ by —aa in A gives an expression of the forfg f2.
Similarly, substitutingk by —3/a in A gives an expression of the forgy gf (recall thata # 0 since
the lines are not coplanar, by assumption). It follows that O if and only ify+aa = f; = QO or
ax+B =g = 0,fori=0o0r1.

The f; andg; are polynomials of degree two inandy, respectively. Solving; = 0 in terms of
x directly yields that the system

ytaa = f; = 0 (10)
is equivalent ta (B). Similarly, solving; = 0 in terms ofy yields that the system
ax+f = o1 = O (11)

is equivalent ta/ (9).

10Here, the pseudo-remainder®fy Q is the numerator of the expression obtained by substitutimg—S/Rin F.
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The Voronoi Diagram of Three Lines 15

We now show that the solutions pf-aa = fg = 0 are included in the set of solutions of (9).
The polynomialfy is the sum of two squares. It follows that- aa = fg = 0if and only if

y+aoa = a%a’—1+aBx = ax+B = O. (12)

We show below that the polynomials of (11) are included initleal generated by the polynomials
of (12). This implies that (11) is, roughly speaking, lesastoained than (12) and that the set of
solutions of (11) contains the solutions of (12). Hence thieitions ofy+aa = fo = 0 are
contained in the set of solutions of (11) and thus in the sebhftions of (9).

We prove that the polynomials df (11) are included in the idemerated by the polynomials of
(12) by showing that the normal form of every polynomiallof)with respect to the @bner basis
of the polynomials of( (12) is zero. This is done using the tecfionnormalf (of Maple) which
computes the normal form of a polynomial with respect to al@er basis..

We prove similarly that the solutions ak+3 = go = 0 are included in the set of solutions of
(10) and thus of (8), which concludes the proof. O

Remark 9 Note that by symmetry with respect to the XY -plane and bygihgrthe sign of ax,
and B, the set of three input lineg, ¢, ¢3 is invariant, the two components ¢8) exchange (i.e.,
the components corresponding 2, /- and -2,/ exchange), and the two components(8jf
exchange.

Similarly, by exchanging the X and Y -coordinates, x and gnd 3, and changing a intd./a,
the set of three input lines is also invariant and each conepbof (8) is changed to a component of
(9), and conversely.

Lemma 10 If A =0, the trisector o1, ¢, and/3 consists of a cubic and a line that do not intersect
in real space.

Proof. By Lemma 8,A = 0 if and only if System|[(8) or (9) is satisfied. By symmetry oéth
problem (see Remark 9), we only need to consider one of thgpeoents of/(8) and (9). Hence, it
is sufficient to show that

y=—aa, x:mz%hrm+2\/(1+a2)(a2+ﬁ2+l) (13)

implies that the trisector consists of a cubic and a line tanot intersect. We assume in the
following thatA = 0, that System (13) is satisfied. We refer to Table 5 for themaations.

We first show that the characteristic polynomial of the plagrenerated by the bisectors is always
strictly positive. Note first that the characteristic pajymal is not always negative (see [23]). It
is thus sufficient to prove that it is never zero, or equiviljerthat its product with its algebraic
conjugate (obtained by changing the sign/dfL + a2) (a2 + B2+ 1)) is never zero. This product is a
polynomialT in a,a,3,A which can easily be factored in the square of a degree-twmpatial in
A; furthermore, this degree two polynomial has no real rogglise its discriminant is the product
of a negative term-{(1+a?)?(1+ a2+ p2)) and a term whose sum and product with its algebraic
conjugate (obtained, as above, by changing the sign of tha@eqgoot) is a strictly positive sum of
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squares. Note that we can also prove thas always strictly positive by computing, similarly as
in the proof of Lemma 5, at least one point per connected coepioof the real semi-algebraic set
{Xx=(a,0,B\) cR*|T(X) - % < 0}; the resulting set of points is empty, hentégy) is always
greater or equal to/PR. It thus follows that the characteristic polynomial of hencil is always
strictly positive.

Since the characteristic polynomi@l(A) is always strictly positive and its discriminatis
zero,D(A) admits two (conjugate) double imaginary roots. AgtandA, denote these two roots.
Recall thatD(A) = detP(A) with P(A) = AQ1 2+ Q13 whereQ j is the matrix associated with the
hyperbolic paraboloid# ;. It follows from the classification of the intersection ofaglrics [13,
Table 4] that either (iP(A1) andP(A2) are of rank 3 and the trisectdf; , N #; 3 consists of a cubic
and a line that do not intersect or (A1) andP(A;) are of rank 2 and the trisector consists of two
secant lines.

We now prove thaP(A1) andP(A;) are of rank 3. We compute the @mer basis of all the 83
minors of P(A) and of the polynomial tW¥ with

W= (1+a%) (1+a?+B?) (ax—y—B+aa) (y+ax—aa —p).

The basis is equal to 1, thus the«3 minors ofP(A) are not all simultaneously equal to zero when
WY £ 0. FurthermoreW¥ =# 0 for anyx,y,a,a, in R such that the lineg,,¢,, and/3 are pairwise
skew (se€l (4) and the proof of Lemma 6). Thus the ranR(@f is at least 3. The rank d?(};),

i = 1,2, is thus equal to 3 since d&ftA\;) = 0. We can thus conclude that whan= 0 the trisector
consists of a cubic and a line that do not intersect in reatespa d

We now state a proposition that shows that the trisector sdoir asymptotes that are pairwise
skew and gives a geometric characterization of their doast

Proposition 11 The trisector of¢1,/¢>, and /3 intersects the plane at infinity in four real simple
points. Furthermore, the four corresponding asymptotesarallel to the four trisector lines of
three concurrent lines that are parallel fa, />, and/s, respectively.

Proof. The trisector is the intersection of two hyperbolic paraiots. Any hyperbolic paraboloid
contains two lines at infinity. Hence the intersection, dinity, of any two distinct hyperbolic
paraboloids is the intersection of two pairs of lines. Thiersection of these two pairs of lines
consists of exactly four simple real points unless the pafiimitersection of the two lines in one pair
lies on one line of the other pair. We show that this cannopbapnder our assumptions.

The intersection with the plane at infinity of the bisectolinés ¢, and/, consists of the lines at
infinity in the pair of planes of equatiodY = 0 (the homogeneous part of highest degree in[Eq. (2)).
This pair of plane is the bisector of the two concurrent litet are parallel té, and/z, respectively.
Note that the lines at infinity in this pair of planes are inaat by translation of the planes. We thus
get that the lines at infinity of the bisector of any two lifeand/; are the lines at infinity in the pair
of planes that is the bisector to any two concurrent linesahaparallel to/; and/;, respectively.

It follows that the points at infinity on the trisector 6&f, /2, and/s are the points at infinity on
the trisector lines (the intersection of bisector plandghoee concurrent lines that are parallel to
{1,402, and/s, respectively. It remains to show that this trisector csissdf four distinct lines.

INRIA



The Voronoi Diagram of Three Lines 17

Let ¢7, ¢5, and/y be the three concurrent lines through the origin that arelleto ¢4, ¢, and
{3, respectively, and suppose, for a contradiction, that thisector does not consist of four distinct
lines. This implies that the line of intersection of the twisdztor planes of two lines, say and
5, Is contained in one of the bisector planes of two other |isag¢; and¢;. The intersection of
the bisector planes df and/, is theZ-axis. It follows that one of the bisector planestpfand/;
is vertical, hence’| and/; are symmetric with respect to a vertical plane and tfiuis contained
in the XY-plane. Thereforef}, ¢, and/j lie in the XY-plane, contradicting the general position
assumption, which concludes the proof. O

Theorem 12 The trisector of three lines in general position consist®af infinite smooth branches
of a non-singular quartic or of a cubic and a line that do natgrsect in real space.

Proof.  As mentioned in the beginning of Sectibn 2.2, the trisecfahcee lines consists of a
smooth quartic unless the discriminais zero. Lemma 10 and Proposition 11 thus yield the result.
O

3 Properties of the Voronoi diagram

We present here some fundamental properties of the Voraagiain. We will show how the four
branches of the trisector of three lines can be labeled asm pghesent two fundamental properties
of the trisector.

3.1 Preliminaries

We start with the following important proposition.
Proposition 13 The set of triplets of lines in general position is connected

Proof. We prove this proposition by proving that there is a onefte-correspondence between the
set of ordered triplets of lines (in general position) arelght of affine frames of positive orientation.

Consider three lineé,, ¢, and/s in general position and refer to Figure 3. For the three @wmic
of pairs of linestj, ¢, consider the plane containiigand parallel t;j, the plane containing; and
parallel to¢;, and the region bounded by these two parallel planes. Thergeposition assump-
tion implies that these regions have non-empty interiosthat no three planes are parallel. The
intersection of these three regions thus defines a pargijeld. By construction, each of the lines
{1,42, andl3 contains an edge of that parallelepiped. These lines ar@ipaiskew thus exactly two
vertices of the parallelepiped are not on the lines. Eachexéd two points induces an affine frame
centered at the point and with basis the three edges of tlalglapiped oriented from the point to
the lines/y, >, and/s, in this order. One of the poin€C(on the figure) defines a frame of positive
orientation, the other defines a frame of negative oriesntg€’ on the figure). This construction ex-
hibits a one-to-one correspondence between the set ofaardiéplets of lines (in general position)
and the set of affine frames of positive orientation, whichataedes the proof. O
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Figure 3: The parallelepiped formed By, ¢,, and/3 and the associated franf€, w1, w», ws) of
positive orientation.

We consider in the following any three linég ¢», and/3 in general position (pairwise skew and
not all parallel to a common plane) and an associated Carntesordinate systeliX,Y,Z) such that
theZ-axis is the common perpendicular@fand/,, the origin is the point on th-axis equidistant
to /1 and/,, and such that thX andY-axes are the two bisector lines, in the plane through the
origin and perpendicular to theaxis, of the projection of; and/, onto this plane!! Note that the
orientations of the axes are not specified (except for theliat the frame has a positive orientation)
and that thexX andY-axes can be exchanged.

3.2 Labeling of the four branches of the trisector

We prove here the following proposition which states twopanies, one on the asymptotes of the
trisector and one on the incidence relations between aeligh, together, yield an unambiguous
labeling of the components of the trisector.

LetV;; denote the two-dimensional Voronoi cell of lingsand/¢; and letU;; andT;; denote the
connected components b that are bounded by one and three arcs of the trisector, atasglg

(see Figure 4(a)).

Proposition 14 Exactly one of the four branches of the trisector of threediim general position
admits only one asymptote. Laf @enote this branch. Each celljUs bounded by a branch distinct
from Gy and every such branch bounds a cel| ULet G, k= 1,2,3, denote the branches of the
trisector that bound the componenyt U, j # k. The labeling of the four branches of the trisector by
Co, . ..,Cy4 IS unambiguous.

1INote that this setting is slightly different than the onedliésed in Sectioh 2.1 since, here, any triplet of three limes
general position can be moved continuously into anothereathié associated frame moves continuously; however, if the
initial and final triplets of lines are in the setting of Seci2.1, it is not necessarily possible to ensure that, ddragnotion,
all triplets of lines remain in this setting. This is, for inste, the case for the two triplets of lings=x,z=1;y= —x,z=
—1;x=1y=0)and(y=—-x,z=1;y=x2z=—1; x=0,y=1) for which one triplet can be obtained from the other by
a rotation of the frame about tfeaxis (by an anglet1/2) though the triplets of lines cannot be moved continuousiynf
one configuration to the other while remaining (pairwise Skievihe setting of Sectidn 2.1.
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Uazz < To3
Co
Cy
T3 <Ti2 <To3
Cy
T Us:
Tys < Ths 13 < Uis
Y &x
t, <
X S

(@) (b)

Figure 4: (a) Projection of the two-dimensional Voronoil 84l onto theXY-plane. (b) Vertical
ordering of the sheets of the connected components of thalimwensional Voronoi diagram cells
above each region induced by the projection of the trisestdithe silhouette curves of the bisectors;
the ordering over the small cell in the middleTig < T13 < To3 < Tp3 (i.e., a vertical line over that
cell intersects twic@13 and twiceT,s in that order).

Note that differentiating betwed®y andC, cannot be done, as far as we know, by only looking
at the cellVy, (see Figure 4(a)) but can be done by looking at the other YellsindV23. More
precisely, differentiating betwedh andC, on Figure 4(d) can be done by computing (as described
in the proof of Lemma 16) a vertical ordering of the sheethiefdfomponents;; andT;; the branch
Cx is then characterized as the branch for whighappears only on one of its sides (see Figure|4(b)).

We prove two lemmas that, together, prove Propositidn 14.

Lemma 15 Exactly one of the four branches of the trisector of threedim general position admits
only one asymptote.

Proof. By Proposition 11, the trisector admits four distinct asyoigs, for all triplets of lines in
general position. It follows that the property that exaafhe of the branches of the trisector has
only one asymptote is invariant by continuous deformatiorihe set of triplets of lines in general
position. The result thus follows from Proposition 13 armhirthe observation that the property is
verified on one particular example. This property can be mleskon Figuré 4(a) and it can easily
be proved as follows. Consider any three lines, in genersitipa, whose trisector consists in a
cubic and a line (three such lines exist by Lemmas § and 1@ .lifid is one branch of the trisector
that admits only one asymptote. On the other hand, sinceubie consists of only one connected
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component in projective space and it intersects the plandiaity in three real simple points (by
Proposition 11), each of its three branches has two asyewtot O

We denote by’ the branch of the trisector that admits only one asymptete Esgure 4(a)).

Lemma 16 Each cell U; is bounded by a branch of the trisector distinct from&hd every such
branch bounds a cell .

Proof.  This property is invariant by continuous deformation on ¢ of triplets of lines in
general position. It is thus sufficient to prove it for anye@rgiven lines in general positiofy, (2,

/3, as defined in Sectidn 2.1. We consider in ¥-plane the arrangement of the (orthogonal)
projection of the trisector and of the silhouette curves\@d from infinity in thez-direction) of the
bisectors (see Figure 4(b)); these silhouette curves soofsonly two parabolas since the bisector
of lines ¢, and/¢, has no such silhouette (its equation has the f@rmyXY -see Eql(2)- and thus
any vertical line intersects it). By construction, for a#irtical lines intersecting one given (open)
cell of this arrangement, the number and ordering of thesetgion points between the vertical line
and all the pieces of the three bisectors that are bounddukhiyisector is invariant. For any point of
intersection, we can easily determine (by computing distahwhether the point lies on a Voronoi
cell Vij. We can further determine whether the point belongs to tinepomentJ;; or Tjj by using
the linear separation test described in Section 6. We thusrtréhe ordering of the sheets of the
components)j; andTjj above each cell of the arrangement in ¥¥¢-plane for a given example; see
Figure 4(b).

We can now observe that there is a one-to-one correspontetween the three branches of the
trisector distinct fromCy and the componentd;», U;3, andU»3 such that the component appears
only on one side of the corresponding braffchit follows that each of the branches distinct fr@
bounds a celU;;. O

Proof of Proposition/14. Lemmas 15 and 16 state the first two properties of PropositorFur-
thermore, sincéJ;; is, by definition, bounded by only one arc of the trisectommibeas 15 and 16
directly yield the labeling of the four branches of the tciwe byCy, ...,C4 is unambiguous. O

3.3 Properties of the trisector

We now prove two important properties of trisector of thedfai diagram of three lines in general
position. In particular, we prove the Monotonicity Propyert Proposition 18.

Proposition 17 The orthogonal projection of the trisector 6&f, ¢, and¢3 onto the XY -plane has
two asymptotes parallel to the X-axis and two asymptoteslighto the Y -axis.

Proof. By Proposition 11, the four asymptotes of the trisector ameltel to the four trisector
lines of three concurrent lines paralleld4g ¢», and/3. The bisector to two lines through the origin
and parallel to/; and /> is the pair of planes of equatiodY = 0. Hence the asymptotes of the

12Namely,U;3 (resp.Uo3 andU;,) appears on only one side of the lower-right (resp. uppgittiand left-most) branch.
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trisector are parallel to lines that lie in the pair of plan€é = 0. The orthogonal projection of
the asymptotes on th€Y-plane are thus parallel to thé or Y-axis. It follows that the number of
asymptotes (in projection) that are parallel to ¥wxis (resp.Y-axis) is invariant by continuous
deformation on any connected set of triplets of lines in gaingosition. The result follows from
the fact that, on a particular example (see Figure| 4(a)jethee two asymptotes parallel to the
axis and two others parallel to theaxis and that the set of triplets of lines in general posii®
connected (Proposition 13). O

We assume in the following thétte asymptote ofgds parallel to the Y Z-planéas in Figure 4(a))
by exchanging, if necessary, the roleXofindy.

Proposition 18 Every branch of the trisector ofy, />, and /3 is monotonic with respect to the
Y -direction (or every branch is monotonic with respect t® Xxdirection).

Proof. Let P denote any plane parallel to theZ-plane. The ar€ intersects plan& an odd
number of times (counted with multiplicity) sin€ has only one asymptote (Proposition 14) which
is parallel to theYy Z-plane. Furthermore, by Proposition 17, the trisector hasdther asymptotes
parallel to theXZ-plane. Hence plan intersects the trisector in two points at infinity a@glan
odd number of times (in affine space). The trisector thugsetds? in at least three points in real
projective space. There are thus four intersection pointse@l projective space) since there are
four intersection points in complex space (since the ttes of degree four) and if there was an
imaginary point of intersection, its conjugate would alsa@n intersection point (since the equations
of the plane and quadrics have real coefficients) giving faiats of intersection.

Therefore the trisector intersects plafién two points inR3, one of which lies orCy. Since
there are an odd number of intersection pointCgnplane? intersectLy exactly once and any
other branch exactly once. O

4 Topology of the Voronoi diagram

We prove here that the topology of the Voronoi diagram ofehirges in general position is invariant.
Theorem 1 will thus follow from Theorem 12 and from the congtigin of an example of a two-
dimensional cell of the Voronoi diagram (for instance the shown in Figure 1).

Theorem 19 The topology of the Voronoi diagram of three lines in gengmagition is constant.
More precisely, given two triplets of lines in general pwsit there is a continuous path between
them (in the space of triplets of lines in general positiofjal induces a continuous deformation
of every cell of the Voronoi diagram, preserving the topglo§the cells and the incidence relations
between them.

Proof. The general idea of the proof is as follows. Consider thneeslin general position and
a bisector of two of them. The bisector is a hyperbolic pal@tovhich is homeomorphic to a
plane. The trisector lies on the bisector and it is homeoftrior four lines that do not pairwise
intersect, by Theorem 12. Hence the topology of the regiaaisiie on the bisector and are bounded

RR n° 6295



22 H. Everett & D. Lazard & S. Lazard & M. Safey EIl Din

by the trisector is invariant by continuous deformation oy aonnected set of triplets of lines (in
general position). The topology of these regions is thuariant by continuous deformation on the
set of all triplets of lines in general position (by Propmsit13). It follows that the topology of the

two-dimensional cells of the Voronoi diagram is invariagtduch a continuous deformation. The
Voronoi diagram is defined by the embeddingiif of its two-dimensional cells, hence its topology
is also invariant by continuous deformation.

To be more precise, we now show that any continuous pathgeisphace of triplets of lines in
general position, between any two triplets of lines in gahposition, induces a continuous defor-
mation of every cell of the Voronoi diagram, preserving thedlogy of the cells and the incidence
relations between them.

Consider two triplets of lines in general positi¢y, ¢>,¢3) and (¢}, ¢5,¢3). Without loss of
generality, we may choose f¢f1, />, ¢3) the triplet of Figure 1. As the space of triplets of lines in
general position is connected (Proposition 13), there ismadtopy between theme., a continuous
applicationd : t — ¢(t) = (¢1(t),42(t),¢3(t)) of the interval[0, 1] into the space of triplets of lines
in general position such th@{0) = (¢1,¢2,¢3) and¢ (1) = (¢4,05,05).

Consider now an orthonormal frane(t) such that th&-axis is the common perpendicular to
£1(t) and/z(t), the origin of the frame is the point of ttieaxis equidistant td;(t) and/»(t), and
the X andY-axes are the bisectors of the projectiongdf) and/,(t) onto the plane orthogonal to
theZ-axis. Note that this coordinate system is, up to a posshd@ge of orientation of the axes and
a possible exchange of tieandY-axes, the one we considered in Sections 2 and 3 and which has
been used to draw Figure 1. When the parantetéthe homotopy varies from 0 to 1, the lines vary
continuously, and thus the fran¥e(t) can be defined to vary continuously in termg.of

By Lemma 15 and Propositiohs 17 and 18, for aiy|0, 1], each of the branches of the trisector
is monotonic with respect to either tieor theY - direction, but not both. Furthermore, the set of
for which each branch is monotonic with respect tohdirection (resp. th&-direction) is closed
(since the lines andF (t) vary continuously in terms df). Hence, each branch of the trisector is
monotonic inX for all t or is monotonic irY for all t. Therefore, by exchanging, if needetdandY
in all frames¥ (t), we may suppose that each of the four branches of the trisefcte(t), /2(t) and
£3(t) is monotonic with respect to thé-direction.

In the coordinate systernff (t), the bisector off1(t) and ¢»(t) has the equatioZ = a(t)XY
(see the proof of Lemma 4). Substitutidgby a(t)XY in the equation of the bisector @b(t)
and/3(t) in the coordinate systerf (t), we get an equation of degree 2 in each of the variables
X andY. Solving it in X, we get a parameterization of the foi= Y=(Y,t) with Y*(Y,t) =

7P1(Y’t>i‘/Plz(ét(is4p°(Y’t>P2(Y’t) , wherePy, P; andP, are polynomials of degree 2 ¥, which depend

continuously ori (since the framéf (t) and the equations, in any fixed frame, of the bisectors depend
continuously ort).

Notice first thaPy(Y,t) = P(Y,t)2 — 4Py(Y,t)Px(Y,t) is always positive. Indeed, it is always non-
negative since one of the branches of the trisectdi @J, /2(t) and/s(t) is defined for alY in F (t)
(since each branch is monotonicvrand one of them has only one asymptote, by Lemma 15). It thus
follows from the fact that the trisector has no real singplaint (Theorem 12) tha(Y,t) is always
positive. Notice also that, for artyin [0, 1], P»(Y,t) has two distinct real roots by Proposition 17.
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SincePy(Y,t) is always positive, the brand®y(t) of ¢1(t),¢2(t) and/3(t) (see Proposition 14)
is parameterized b}t = Y~ (Y,t) or by X = Y (Y,t) (but not by a combination of both). Thus, by
changing, if needed, the signs Bf, P, and P,, we may suppose th&lp(0) is parameterized by
X =Y~ (Y,0). This implies, by continuity, that the bran€(t) is parameterized, in the frane(t),
by X = Y~ (Y,t), while the other branches are parameterizeXby Y*(Y,t) and the position of
with respect to the two roots &5 (Y,t).

The study of the Voronoi diagram é£(0), ¢2(0) and/3(0) (see Figures|1 and 4(a)) thus implies
that the region, denote®»(t), of the Voronoi diagram consisting in the points which arthatsame
distance of the lineg; (t) and/,(t) and closer than té;(t) consists, wheth = 0, in two open semi
algebraic sets defined 1 (0) by (i) Z = a(0)XY, X < Y*(Y,0), andY between the two roots &%
and by (ii)Z = a(0)XY, X > Y~ (Y,0) and, wherY is outside the two roots d¢%, X < Y (Y,0).

Now, since the objects we are considering depend contityions, including the distance from
a point to one of the lines (note that the distance functiodeiined independently of (t)), the
Voronoi regionR1»(t) is defined, similarly, by the two open semi algebraic sets@dfin 7 (t) by (i)
Z=0a(t)XY, X < Y*(Y,t), andY between the two roots ¢ and by (i))Z = a(t)XY, X > Y (Y,t)
and, wherY is outside the two roots d&, X < Y (Y,t).

Note that, in the case where the trisector is decomposedpfoe value of, into a cubic and a
line, nothing changes in what precedes, the only differéedeg that the square root is a polynomial
and that the parameterization@f simplifies intoX = constant.

We thus get that, whenvaries, the two-dimensional cells of the Voronoi diagranmiohhare
closer to/4(t) and/,(t) than to/lz(t) varies continuously, with a constant topology and constant
incidence relations with the trisector. As the same study beadone, replacing, (t) and/,(t) by
the other pairs of lines, this proves the theorem for all tirmensional cells.

Finally, letP be a point of the region dfi(t) (i.e, a point which is closer té;(t) than the other
lines) andQ its orthogonal projection o# (t). Then, any point of the segmeRQ) lies also in the
region of/y(t). It follows that the region of4 (t) is homeomorphic to a solid cylinder and has thus a
constant topology. As this region varies continuously wjtas well as the two-dimensional cells of
its border, this finishes the proof of the theorem. a

5 Configurations of three lines whose trisector contains a line

We present here a simple geometric proof of Thearem 2 whiatestthat the trisector of three
pairwise skew lines that are not all parallel to a common @leansists of a cubic and a line if and
only if the hyperboloid of one sheet containing the threeaskres is of revolution. Note that a
computational proof is also given by the direct proof of thaiMLemma, in which we proved that
the trisector contains a line if and only if the hyperbold@df revolution, and by Theorem 1, which
states that the trisector contains a line if and only if it tudic and line.

Consider three line&;, ¢, and¢s whose trisector includes a life Any pointp on/ is equidistant
to ¢4, ¢ and/3 so p is the center of a sphere that is tangent to alf;0f’> and/¢3. Consider three
distinct such points o and the three corresponding spheres. If these spheres hav@raon
intersection, then this common intersection is a circles§ay reduced to a point) and all lines
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Figure 5: Separating the two components of a two-dimensiranoi cell.

tangent to the three spheres lie in the plane of this circleelwhontradicts the general position
assumption. Otherwise, the set of lines tangent to the thpberes are the ruling(s) of a single
guadric of revolution with symmetry axis the line througkittcenters [7, Lemma 7]. Note that this
guadric is a hyperboloid of one sheet since it cannot be a spaeylinder by the general position
assumption.

Conversely, if three lines lie on a quadric of revolutiony gmoint on the axis of revolution is
equidistant to the three lines. Thus the trisector of thedliines contains a line and, by Theorem 1,
the trisector of three lines in general position is a nomsiar quartic or a cubic and a line.

6 Algorithms

In this section, we prove Theorem 3. We start by presentinglgorithm for determining a plane
separating the two components of any two-dimensional \@rogll. Refer to Figure 5(a). This
plane may be non-rational; indeed, as we shall see in Pamu&il, it is possible that no rational
separating plane exists. We then show how this algorithmbeamodified to produce a rational
linear test for this problem when the three input lines atmmal. As we will see, this algorithm
leads directly to another rational linear test for sepagatihe four connected components of the cell
of dimension one. Finally, we conclude the proof of Thedrehy 3howing how points on a branch
of the trisector can be ordered using a linear form with ratl@oefficients.
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Linear test for separating the two connected components of awo-dimensional Voronoi cell.
Input: three line<1, ¢, and/z in general position and# j € {1,2,3}.
Output: a half-space;; that strictly containgJj; and whose complement strictly contaifis
(i) Determine a Cartesian coordinate systefY,Z) such that the-axis is parallel to the com-
mon perpendicular ofi and/; and such that th andY-axes are parallel to the two bisector
lines, in a plane perpendicular to tAeaxis, of the projection of; and/; onto that plane.
(ii) In this frame, compute all the critical values of thesgctor with respect to thé-axis. If there
is no critical value, exchange thé andY-axes (and compute the critical values with respect
to the newX-axis).

(iif) Compute theX-values of the two trisector asymptotes that are paralltiéd Z-plane. If the
minimum of these values is smaller than the smaller critiahle, then change the orientation
of the X-axis. Denote byX; the smallest critical value (with respect to tKeaxis) of the
trisector and by, the smallest of the other critical values and of the two agpbeiX-values.

(iv) Pick a valuex'in (X1, X2). The half-spacet;j, of equationX < X containsU;; and the half-
spaceX > X containst;;.

Proof of correctness. Assume without loss of generality that 1 andj = 2. By Proposition 18,
the trisector has no critical point in tivedirection after Step (ii).

First note that the asymptotes of the trisector are nevdicaé(i.e., parallel to thezZ-axis) be-
cause otherwise, by Proposition 11 and sifxcend/, are horizontal, the linés would be horizontal
(its direction would be the symmetric of the onefgfwith respect to a vertical plane), contradicting
the general position assumption.

It thus follows, since the directions of the asymptotesjguted on theXY-plane, are parallel to
the X or Y-axis (by Proposition 17) that the oriented directions aféisymptotes of the branches of
the projected trisector are invariant (in the directibX or £Y) by continuous deformation on the
set of triplets of lines in general position (which is coniegicby Proposition 13).

Hence, it follows from the analysis of one configuration (Eégurel 5) that the two projected
asymptotes of the bran&@y have the same oriented direction. Tlisshas (at least) a critical point
with respect to this direction, which ¥ since there is no critical point with respect to theaxis.
We assume, for now, that the oriented asymptotic directioth® two branches of; is the —X
direction (as in Figure]5), by changing, if necessary, thenation of the axis. In the sequel of the
proof, all the critical points are considered with respedtie X-axis.

Now, the plane, denoted, parallel to theY Z-plane through a critical point of the trisector does
not intersect the trisector in any other pointRd because the intersection at the critical point has
multiplicity two, the plane intersects the trisector in tpamints at infinity (by Proposition 17), and the
trisector has degree four (it is the intersection of two giez)l. It thus follows thaCs has a unique
critical point and that this critical point is strictly lefite., has smalleX-coordinate) of all the other
critical points of the trisector. Furthermore, the plah¢hrough this leftmost critical point, that is
the plane of equatioX = X;, separates (strictly, except for the critical point) thariwhCs from the
other branches and leav€s on its left. In other words, the half-spa&e< X; containsCz except
for its critical point and the half-spacé > X; contains the other branches. It then follows from
the definition ofX; that, for anyx™e (X1,X2), the half-spac& < X containsCs and the half-space
X > X contains the other branches of the trisector. We thus getitbdalf-spac& < X containdJ;,
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becauséJy; is bounded byCs (by Proposition 14) and lies on a hyperbolic paraboloid afaipn
Z=yXY,yeR (see Eq./(2)). Similarly, the half-spa¥e> X containsT;,.

It remains to show that the orientation of theaxis obtained in Step (iii) of the algorithm is
the same as the one we have considered so far. Consider th¥-taties of the two trisector
asymptotes parallel to théZ-plane. We prove that the maximum of these values is larger the
largest critical value. This implies the result since, & tirientation of theX-axis was not as assumed
above, it would have been changed in Step (iii).

As before, by continuity and by analyzing one particularregke, we have that two of the
asymptotes of the branches®@f andC, have direction+X (in projection) and the two others have
direction+Y and—Y. We consider here the trisector and its asymptotes in giojeon theXY-
plane and we refer to vertical, right and left in a standarg mathe (X,Y) frame. Suppose for a
contradiction that there exists a critical point@11UC; that is right of both their vertical asymptote.
Then a vertical line,£, through this critical point would intersect the trisectdrthis point, with
multiplicity two, and at two other points at infinity (by Progition 17). However, since the critical
point is right of the vertical asymptote @ andC,, line £ intersects the trisector somewhere else
(or with higher multiplicity), which is not possible sindeet trisector has degree four. a

The algorithm requires computing the critical values of titigector with respect to th¥ and
Y-directions. We proved (in Proposition 18) that the triset¢tas no critical values in one of these
directions. We show below that the trisector admits at mast €ritical values with respect to the
other direction. We consider below the coordinate systetaineéd after Step (ii) of the algorithm
above.

Lemma 20 The trisector has three or four critical values with respecthe X -direction. Moreover,
the trisector has one critical point onsCone on GQUC;y, and either two on gor Cy is a line
perpendicular to the X-axis.

Proof. We consider here critical points and critical values witbpect to theX-direction. First,
we proved in the proof of correctness of the algorithm Bahas exactly one critical point. A
similar study of the directions of the branches of asympgtateC; UC, implies thatC; UC; has
also exactly one critical point. On the other hand, we haaéGh has two identical asymptotes that
are perpendicular to thé-axis (by Propositions 14, 17 and Step (i) of the algorittamyl thusCy
contains at least one critical point.

Consider first the case whe@ is entirely critical. It then projects on théY-plane to a line
perpendicular to th&-axis. It is planar and thus contained in the intersectiom glane and a
quadric (the bisector of any two of the input line€) is thus a line or an irreducible conic. The
trisector never contains an irreducible conic (by Thedr@nthuisCy is a line that is perpendicular to
the X-axis (since its projection on th€Y-plane is). This concludes the proof in the case where the
trisector contains infinitely many critical points. We as&uin the sequel the trisector has finitely
many critical points.

Now, the projection (on thXY-plane) of the trisector is a curve of degree four. Furtheamo
it has degree two irX and degree two ifY because the curve intersects any line parallel to the
X- or Y-axis in at most two points since there are two other pointmigrsection at infinity (by
Proposition 17). The projected curve thus has equaiiof) Y2 4 B(X)Y +C(X) = 0 whereA, B
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andC are polynomials of degree two . The critical points are points on the curve such that the
curve’s partial derivative with respect is zero. This partial derivative is of degree oneriand
two in X; it has equation A(X)Y 4 B(X) = 0. The curve contains no critical poi{Xo, Yp) such
that A(Xp) = 0 because otherwis&(Xo) = B(Xg) = C(Xo) = 0 and thus the lin¢Xo,Y) is critical,
contradicting the above hypothesis. Hence, eliminating the curve’s equation gives an equation
in X of degree four.

SinceC; UC, UC3 has exactly two critical point§y has either zero or two critical points, counted
with multiplicity. We have shown th& has at least one critical point, thus it has exactly twoeailti
points counted with multiplicity. FinallyCy cannot only have one double critical point because its
two asymptotes are identical and vertical. Hence, wherrigector has finitely many critical points,
exactly two lie onCp, one onC; UC, and one ortCs. O

The following proposition shows that the separating plasreguted in the above algorithm may
not be rational.

Proposition 21 There exist three rational lines for which the two connec@ehponents of any two-
dimensional Voronoi cell cannot be separated by a ratioriahgp.

Proof. Let? denote any plane separatibg andT;. Since? does not intersedy, it is neces-
sarily parallel to the asymptote 6f (see Proposition 14).

We now exhibit an example of three rational lines such thetttlexists no rational plane parallel
to an asymptote of their trisector, which will conclude tmeqd. Consider three lineg, ¢, and/z in
general position that have directioh, 0,0), (1,1,0), and(2,0,1), respectively. By Proposition 11,
the four asymptotes of their trisector are parallel to the toisector lines of three concurrent lines
(say, through the origin) with directions thoselef¢,, and/s; let ¢}, ¢;, and/; denote these lines.

The pair of bisector planes ¢f andl} has a square root of 2 in its coefficient: its equation (see
Eq.[1) factors intgX — (14 +/2)Y) (X — (1 —+/2)Y), which is the equation of a pair of conjugate
planes oveQ(1/2) (the field extension of by v/2). Similarly, the bisector planes gfandljis a
pair of conjugate planes ov&(+/5) (it has equatiorfX — (24 +/5)Z) (X — (2—+/5) Z)). It follows
that the four lines of intersection of these two pairs of piare conjugate ové¥(v/2,v/5).

Furthermore, these four lines are not all parallel to a compiane because the intersection of
the two planes that are conjugate o@gr/2) is theZ-axis, which properly intersects each of the two
other conjugate planes; thus, on each of these latter catgymanes, the two lines of intersection
properly intersect and thus any plane parallel to them ialf@hto the plane they define; since the
two conjugate planes are not coplanar, no plane is paraltéketfour lines of intersection.

Now, any rational plane that is parallel to one of these fmad is also parallel to the three others
(since a rational plane is invariant by conjugation o@¢x/2,/5)). Since this is not possible, there
is no rational plane that is parallel to the asymptot€gfwhich concludes the proof. O

We now present an algorithm for determining a rational lirteat for separating the two com-
ponents of any two-dimensional Voronoi cell of three ratidimes. Refer to Figure 5(b).

Rational linear test for separating the two connected compaents of a two-dimensional Voronoi
cell.
Input: three rational linegy, ¢, and/s in general position in a coordinate systé¢¥1Y,Z) and
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i#je{1,23}.

Output: two rational half-spacebl{; andH/j such thatH}; N H;] strictly containsUj; and its
complement strictly containg;.
(i-iii) 1dem as in the previous algorithm.

(iv) Compute the twoy-values of the two trisector asymptotes that are paralléh¢oXZ-plane.
LetY; < Y, denote these two values.

(v) Determine a poini with rational coordinates in the originéK,Y,Z)-frame such that its
X-, Y-, andZ-coordinates in thgX,Y,Z) frame are in(Xy, X2), in (Y1,Y2), and equal to O,
respectively; leiXa denote itsX-coordinate in théX,Y,Z) frame.

(vi) Determine two pointd andC with rational coordinates in the origin&K,Y,Z)-frame such
that theirX-, Y-, andZ-coordinates in théX,Y,Z)-frame are, foB, in (Xg,Xa), in (—,Y;),
and equal to 0, respectively, and fOrin (X1, Xa), in (Y2,+), and equal to 0, respectively.

(vii) Let Rj (resp. Pj) be the plane through andB (resp. C) that is parallel to th&-axis. Let
Hj; (resp.Hjj) be the open half-space bounded pl&)e(resp. Pj) that contains the point at
infinity in the —X-direction.

Remark 22 Note that the transformation from theX,¥,Z)-frame to the(X,Y,Z)-frame is not
necessarily rational since the X- and Y -axes are not necigsational in the (X,Y,Z)-frame.
Nonetheless, the rational coordinates of the points A, B,@rcan easily be computed using inter-
val arithmetic. We however did not study the bit complexXityus algorithm, which requires finding
rational values in between roots of constant-degree patyiats whose coefficients are not rational.

Proof of correctness. We assume without loss of generality thaind j are equal to 1 and 2,
respectively. We have seen in the proof of correctness gitéaéous algorithm that the component
C3 has exactly one critical value with respect to theaxis, no critical value with respect to the
Y-axis, and two asymptotes in theyY-direction. The compone@;s is thus contained in the region
defined byX < X; andY; <Y <Y,. It follows thatH{; N H;j containsU;;.

On the other hand, the complementHﬁ N Hi’j’ strictly containsT;; because for any value<
(Xa, X2), the half-space > X containsTj; (as proved above) and this half-space is contained in the
complement oH; NH;].

Finally, the planeR;j is rational sinceA andB and are rational as well as tieaxis (since it is
the common perpendicular tpand/;). Similarly, pIaneP{j is also rational. O

Remark 23 Note that, if the three input lines are not rational, the abalgorithm remains valid ex-
cept for the fact that the output half-spaces are not negégsational anymore (since the common
perpendicular t; and/; is not necessarily rational).

Separation of the four connected components of the trisectaf three lines.

Consider three line&, (2, and(s and the half-spade;; andH;] obtained by the above algorithm.
Proposition 14 (and Remark 23) directly yields the follogviesult.
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Proposition 24 For any point p on the trisector of, /2, and /3, if p belongs to both half-spaces
H; and Hj for some i j € {1,2,3} then p lies on ¢ (with k€ {1,2,3} distinct from i and j),
otherwise p lies on & Furthermore, if the three input lines are rational, the ffagents of H, and
H{j are rational.

We conclude this section by proving Theorem 3.

Proof of Theorem[3. First, the algorithms of this section and Proposition 24spn¢ some (ra-
tional) linear tests for separating the connected compsrafrthe Voronoi cells of dimensions one
and two. Second, we can compute, as described in Stepofithe above algorithms, a direction
in which every branch of the trisector is monotonic, whichegia linear test for ordering points on
each trisector.

Now, if the three input lines are rational, the Cartesiarrdiomate system computed in the above
algorithms is such that th&-axis is rational and, if th&X-axis is irrational, a slight rotation of the
frame around th&-axis gives a rational frame.¢., a frame which is defined on the initial frame by
a matrix with rational coefficients).

If, as in Figure 4a, there is a critical point on the lower lmta®, (for the projection on the
X-axis) and if the rotation is clockwise, then the projeci@fiCy, C; andC; on the newy-axis are
monotonic. If the critical point is on the upper bran€hthen a counter-clockwise rotation gives
the same result. Thus the points on each of these three lescah be sorted using a linear form
with rational coefficients. The same result is obtained¥pby doing the same work after a circular
permutation of the lines. O

7 Conclusion

We presented a complete description of the Voronoi diagriathree lines that are pairwise skew and
not all parallel to a common plane. We also presented sonmithigns for determining a rational
test for answering queries of the form, given a point, deteenm which connected component of
which Voronoi cell it lies. We also showed that points on aniolaof the trisector of three lines
can easily be ordered by comparing their coordinates inticpar direction, which is however not
necessarily rational.

Future work includes the characterization of the topolofythe Voronoi diagram of three lines
that are not in general position. Note that, in this casetdbelogy of the Voronoi diagram does
indeed change; for instance, when three pairwise skew hnesll parallel to a common plane,
their bisectors are hyperbolic paraboloids of the f@e Fj (X,Y) and it follows that their trisector
consists of two branches (instead of four) as it is the ietien of one of the bisectors with a
hyperbolic cylinder whose axis is parallel to theaxis (of equationF2(X,Y) — Fi3(X,Y) = 0).
Note also that when two of the lines are coplanar their bisestone or two planes and the trisector
is thus either the intersection of two such bisectors or titer$ection of one such bisector with a
hyperbolic paraboloid.

A challenging problem is to study Voronoi diagrams of up to Ifies; this is of interest for
the general case aflines because the arcs of such diagrams are defined by fiwe Kieally, the
two major problems remain the determination of the compjexi Voronoi diagrams oh lines and
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the design of efficient algorithms for computing Voronoigtiams of lines, segments, triangles, or
polyhedra.
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Appendix: Maple-sheet computations
> sys:=subs(a=2,[gros_fact,op(convert(grad(gros_fact, [a,x,y,alpha,beta]),list))]):
> bsl:=factor(fgh_gbasis(sys,0,[x,y,alpha,beta],[])): map(uu->op(0,uu),%), op(1,bs1[3]);
[+, +o% +, ] Y20
> [op(bsl),1-u*(y+2*alpha), 1-v*(2*x+beta),1-w*(1+alph a"2+beta’2)]:
> bs2:=factor(fgh_gbasis_elim(%,0,[u,v,w],[x,y,alpha, beta])): map(uu->op(0,uu),%),map(degree,%);
[+,+,+.+],[6,6,6, 6]

> bs3:=factor(fgh_gbasis_elim(bs2,0,[x],ly,alpha,beta 1)):map(uu->op(0,uu),%);

[l
> bsé4:=factor(fgh_gbasis([op(bs2),0p(1,bs3[1])],0,[x, y,alpha,beta],[])):map(uu->op(0,uu),%);

[, o, o, o, 5k, K, Kk, o, o, o, ]

> fgh_gbasis_elim([op(bs4),1-u*op(3,bs4[1])],0,[u],[x ,y,alpha,beta);

(1
> bsb:=factor(fgh_gbasis([op(bs4),0p(3,bs4[1])],0,[x, y,alpha,beta],[])):map(uu->op(0,uu),%);

R T i R R R e O L e

> fgh_gbasis_elim([op(bs5),1-u*op(3,bs5[6])],0,[u],[x ,y,alpha,beta]);

(1
> bs6:=factor(fgh_gbasis([op(bs5),0p(3,bs5[6])],0,[x, y,alpha,beta],[])):map(uu->op(0,uu),%);

[y oy ]
> bs7:=factor(fgh_gbasis_elim(bs6,0,[y],[x,alpha,beta 1)):map(uu->op(0,uu),%);
[*, sk, kK, ok, ok kK ok ok ok kR ok k) kR ok, Ok kK Rk kK, *,A]
> bs8:=factor(fgh_gbasis([op(bs6),0p(1,bs7[nops(bs7)] )1,0,[x,y,alpha,beta],[1)):map(uu->op(0,uu),%);
T T T i S S S i T S S S o

> bs9:=factor(fgh_gbasis_elim(bs8,0,[alpha],[x,y,beta 1)):map(uu->op(0,uu),%);
> fgh_gbasis_elim([op(bs9),1-u*op(nops(bs9[1]),bs9[1] )1,0,[u],[x,y,alpha,beta]);

(4
> bs10:=factor(fgb_gbasis([op(bs8),op(nops(bs9[1]),bs 9[1])1,0,[x,y,alpha,beta],[1)):
> map(uu->op(0,uu),%),0p(2,bs10[3]);

R T T S e e i T S R A
> [op(bs10),1-u*(1+alpha™2+beta"2),1-v*(y+2*alpha), 1- W¥(2*x+beta)]:
> bs1l:=factor(fgb_gbasis_elim(%,0,[u,v,w],[x,y,alpha ,beta])):map(uu->op(0,uu),%);
[y s %, s s A

> fgh_gbasis_elim([op(bs11),1-u*op(2,bs11[4])],0,[u], [x,y,alpha,beta]);

(4
> bsl2:=factor(fgb_gbasis([op(bs11),0p(2,bs11[4])],0, [x,y,alpha,beta],[1)):map(uu->op(0,uu),%),map(degre e,%);

[+, +, +],[4, 4, 4]

> bs12[3];
> Gammaz2:=(4*y*alpha-4*x*beta-3)"2+3*(2*x+beta) 2+12* (y+2*alpha)"2+75;

\%

simplify(Gammaz2-bs12[3]);
1602y? + 84— 32Bxay+ 16B% X2 + 12x% 4- 12y? + 24ya + 48a? + 36Bx + 3p?
r2:= (dya —4Bx—3)%+3(2x+ )2 +12(y+20)2+ 75
0
[op(sys),1-u*(1+alpha“2+beta"2),1-v¥(y+2*alpha),1-w *(2*x+beta),1-t*Gamma2]
fgh_gbasis(%,0,[u,v,w,t],[x,y,alpha,beta]);
(4

Table 2: About the proof of the Main Lemma.
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> st = time():
> bs3:=factor(fgh_gbasis(bs2,0,[x],[y,alpha,beta])):
> map(degree,%,x);
> map(uu->op(0,uu),%%);
> nops(bs3);
[4,3,3,3,3,2,2,2,2,2,2,2,22,2,2,2,2,2,2,2,2,2,22,2,2,2,2,2,2,1,1,1,1, 1,
1,1,1,1,11,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, 1, 0]
[+ s+ ]
64
> fgh_gbasis_elim(Jop(1,bs3[64]),bs3[63],1-t*coeff(bs 3[63],x)1,0,[t],
> [xy,alpha,beta]):
> print(map(degree,%));
> bs12-%;
[4,4,4)
0,0, 0]

The elements of bs2 are in the ideal generated by bs12:

> basel2:=gbasis(bs12,DRL([x,y,alpha,beta])):
> map(uu->Gb[normalf](uu,base12),bs2);

0,0, 0,0]

The square of the elements of bs12 are in the ideal generated by bs2:
> base2:=gbasis(bs2,DRL([x,y,alpha,beta])):
> map(uu->Gb[normalf](uu"2,base2),bs12);

[0,0,0]
> print("Total CPU time:"time() - st);
“Total CPU time:”, 17.350

Table 3: About the proof of the Main Lemma.
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\

factor(subs(y=-a*alpha,big_fact));

(a*a* +2Bxa?ad +x2a + p°x2a? — 2a%a% 4+ 1+ p?)
(B2 —4a2 — 4a%a? — 4a* — 4ata? — 2aBx—4pxa +x2a?)?
fO:=collect(op(1,%),x); fl:=collect(op(1,0p(2,%%)),x );

f0:= (a2p2+a?)x2 + 2Bxa2ad + a%a* + 1+ p2 — 2a2a?
f1:=x?a® 4 (—2ap—4pad)x+p? —4a® — 4a%a? — 4a* — 4a*a?
factor(subs(x=-beta/a,big_fact));

\

\

(B*—2a2p?+a* +a*a? + 2p%aay+a?y?a’ +y? &)

(4+4P% + 422+ 4a2p% — a*a? + 4aya + 2y o — y?a?)2
g0:=collect(op(1,%),y);g1:=collect(op(1,0p(2,%%)).y );

g0:= (a2a2+a?)y? + 2p2aay+B*— 2a2p2 +a* + a*a?

gl:=—y?a?+ (4aa+2aca)y+4+4p% +4a2 + 4a2p2 — a*a?
Solutions of f1=0 in x and of g1=0iny:
> map(uu->factor(uu),[solve(f1,x)]);
[2azB+B+2\/a2(a2+1)([32+1+02) 2a2B+B—24/a%(a®+1) ([32+1+a2)]

a a
> map(uu->factor(uu),[solve(gl,y)]);

[aa2+20(+2\/(a2+1)([32+1+0(2) aa® 420 -2/ (a2+1) (B2 +1+a?)
a ’ a

\

]

fO is a sum of square:
> (a"2*alpha™2-1+a*beta*x)2+(a*x+beta)"2;
> simplify(f0-%);
(@202 —1+aPx)2+ (xa+B)2
0

a*x+beta and g1 are in the ideal generated by y+a*alpha, x*a+beda @%alpha"2-1+a*beta*x:
> ghasis([y+a*alpha,x*a+beta,a™2*alpha"2-1+a*beta*x], DRL([a,x,y,alpha,betal)):
> normalf(a*x+beta,%), normalf(gl,%);

0,0
g0 is a sum of square:

> (a*y*alpha+beta™2-a"2)"2+a"2*(y+a*alpha)“2;
> simplify(g0-%);

(ayo+p? —a)? +a° (y+aa)?
0
y+a*alpha and f1 are in the ideal generated by x*a+beta, y+a*alpltha@*alpha"2-1+a*beta*x:

> gbasis([x*a+beta,y+a*alpha,a*y*alpha+beta™2-a"2],DR L([a,x,y,alpha,beta])):
> normalf(y+a*alpha,%), normalf(f1,%);

0,0

Table 4: For the proof of Lemma 8.
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> compl = [y = -a*alpha, x =
> (2*beta*a”2+beta)/a+2*sqrt((beta™2+1+alpha™2)*(1+a” 2);

compl=[y=—0aax= 28a%:fs+2\/(1+0(2+[32)(14—&12)]

We prove that the characteristic equation has no real root on this cempon
> factor(subs(compl,Char_eq));

> irrat:=op(2,%):
a?(4—4R2N%+8a% — 4N3 + A% — 8\ — 1602 ) a? — 8B%Na? + 802 +4B% + 128202 + 1282 B2 + 4a* + 8a* B2 + 4a* 02 — 8A a2 — 1602 A
—8B2A+ 8N +4N2a% + 822’ N2+ 4P2N%a% + 8B2 A2 —8Baa’ A —8BaAa+8Baad + 8apa+ 8a+/%I1—8Aaav%I1+ A B2
+A%0% +4N2Bv%la— 8ABV%1la+ 120222 — 4023 + 8B +/%la+ 8820 v/%1+ 8Ba% V%1 — 4N o V%I + 1222 o /%1 — 16\ o v/%1)
%1 = (B2 +1+0?) (1+&2)

Consider the product of the characteristic polynomial with its algebraigigate:

> T:=expand(irrat*subs(sqrt((1+a"2)*(alpha™2+beta™2+1 ))=-sqrt((1+a"2)*(alpha™2
> +beta™2+1)),irrat)):

The real semi-algebraic set defined by T-<iRis empty:
> sampling_negative(T-1/2,[a,alpha,beta,lambda]);

Pre-process...............

Computing critical values of a polynomial mapping from C4 t oC
Computing asymptotic critical values of a polynomial mappi ng from C4 to C
* wekekkEnter in internal”, [alpha,be ta, lambda], [], [], [a]

End of pre-process...............
Computing sampling points in a real hypersurface
Computing Critical Points using FGb (projection on a)

Computing Asymptotic Critical Values of a restricted to a hy persurface
Computing Critical Points using FGb (projection on alpha)

Computing Asymptotic Critical Values of alpha restricted t 0 a hypersurface
Computing Asymptotic Critical Values of alpha restricted t 0 a hypersurface
Computing Critical Points using FGb (projection on beta)

Computing Asymptotic Critical Values of beta restricted to a hypersurface
Computing Critical Points using FGb (projection on lambda)

Isolating real solutions of a zero-dimensional system usin g RS

Isolating real solutions of a zero-dimensional system usin g RS

Isolating real solutions of a zero-dimensional system usin g RS

Isolating real solutions of a zero-dimensional system usin g RS

I

Consider all the 3x3 minors of the matfXA) of the pencil:
|det:=NULL:

> for ito 4 do for j from i to 4 do

> |det:=Idet,det(minor(P,ij)):
>

\%

od od:
The rank ofP()) is always 3 or 4 since there is no common zeros of the minors:
> [ldet,1-t*(1+alpha™2+beta"2)*(1+a"2)*(-beta+y+a*x-a *alpha)*(-beta-y+a*x+a*alpha)]:
> fgb_gbasis_elim(%,0,[],[t,a,x,y,alpha,beta,lambdal]) ;
(4

Table 5: For the proof of Lemna 10.
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